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Abstract

MicroBooNE investigations on the photon interpretation of the MiniBooNE

low energy excess

Guanqun Ge

The MicroBooNE experiment is a liquid argon time projection chamber with 85-ton active vol-

ume at Fermilab, operated from 2015 to 2020 to collect neutrino data from Fermilab’s Booster

Neutrino Beam. One of MicroBooNE’s physics goals is to investigate possible explanations of

the low-energy excess observed by the MiniBooNE experiment in 𝜈𝜇 → 𝜈𝑒 neutrino oscillation

measurements. MicroBooNE has performed searches to test hypothetical interpretations of the

MiniBooNE low-energy excess, including the underestimation of the photon background or in-

strinic 𝜈𝑒 background. This thesis presents MicroBooNE’s searches for two neutral current (NC)

single-photon production processes that contribute to the photon background of the MiniBooNE

measurement: NC Δ resonance production followed by Δ radiative decay: Δ → 𝑁𝛾, and NC co-

herent single-photon production. Both searches take advantage of boosted decision trees to yield

efficient background rejection, and a high-statistic NC 𝜋0 measurement to constrain dominant

background, and make use of MicroBooNE’s first three years of data. The NC Δ → 𝑁𝛾 mea-

surement yielded a bound on the Δ radiative decay process at 2.3 times the predicted nominal rate

at 90% confidence level (C.L.), disfavoring a candidate photon interpretation of the MiniBooNE

low-energy excess as a factor of 3.18 times the nominal NC radiative decay rate at the 94.8% C.L.

The NC coherent single photon measurement leads to the world’s first experimental limit on the

cross-section of this process below 1 GeV, of 1.49 × 10−41cm2 at 90% C.L., corresponding to 24.0



times the nominal prediction.
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Introduction

The field of neutrino physics has evolved significantly in the recent decades in both experimen-

tal and theoretical fronts, and has witnessed several milestones over the past century: postulation of

neutrino, integration of neutrino in the Standard Model (SM), experimental discovery of neutrinos,

and the confirmation of neutrino oscillation. While the neutrinos are massless in the SM theory,

experimental observation of neutrino oscillation implies non-zero neutrino mass therefore physics

Beyond the Standard Model (BSM). Besides the origin of neutrino mass, there are other remaining

questions such as, what is the mass hierarchy of neutrinos, do neutrinos and anti-neutrinos behave

the same or differently (CP conservation or CP violation), why is our universe dominated with

matter, and do neutrinos have something to do with this? etc. Answering these questions requires

precise measurements of neutrino interaction cross-sections and neutrino oscillation parameters.

For muon neutrino (𝜈𝜇) to electron neutrino (𝜈𝑒) oscillation measurements, neutral current

single photon (NC 1𝛾) events have been an important background, especially for experiments

with difficulty in distinguishing electrons from photons. One such example is the MiniBooNE

experiment using a Cherenkov detector, which was designed to measure 𝜈𝑒 appearance at O(1) eV2

neutrino mass-squared difference with a neutrino beam at O(1) GeV energy regime. MiniBooNE

observed an excess above the predicted background in the low energy region, and suffered from

large contributions of NC 1𝛾 backgrounds due to the similarity in Cherenkov rings from electrons

and photons.

The NC Δ radiative decay (Δ → 𝑁𝛾) process dominates NC 1𝛾 production in the sub-GeV

energy regime. This process is a very important background to the MiniBooNE 𝜈𝑒 measurement

1



and has not been directly measured in MiniBooNE. With liquid argon time projection chamber

(LArTPC) technology, which offers excellent calorimetric and spatial resolution and enables elec-

tron versus photon separation, MicroBooNE is well suited to investigate whether the MiniBooNE

excess is truly a photon excess or electron excess. MicroBooNE performed a search for NC

Δ → 𝑁𝛾 events, and I was involved in the validation of 𝜋0 background modeling and signal

fits for the final result. The result of this search with MicroBooNE’s first three years of data has

been published in Physical Review Letters and selected as editors’ suggestion.

The NC coherent 1𝛾 process is a sub-dominant contribution for NC 1𝛾 production, with pre-

dicted rate at one tenth of that of NC Δ radiative decay, but understanding the rate of NC coherent

1𝛾 is important for future precise neutrino measurements. This process has never been measured

experimentally, and I have been leading the search for it in MicroBooNE. As of this writing, this

analysis has been unblinded with MicroBooNE’s first three years of data and is in the stage of

preparing a paper for submission to Physical Review D.

The operation of the MicroBooNE detector has facilitated exploring the LArTPC technology

and R&D studies that are critical for future experiments, such as the upcoming Short-Baseline

Near Detector (SBND) as part of the Short-Baseline Neutrino (SBN) program at Fermilab, and the

future Deep Underground Neutrino Experiment (DUNE). As part of the Columbia neutrino group

at Nevis Labs, I participated in the production test of the TPC readout front-end modules (FEMs)

for SBND. I have also studied the sensitivity of the SBN program to neutrino oscillation due to eV-

scale sterile neutrinos, and currently been involved with the development of new-generation fitting

software for this purpose [1]. For the DUNE experiment, I was involved in TPC self-trigggering

studies for detecting neutrinos from supernova bursts, based on convolutional neural networks.

This thesis focuses on MicroBooNE’s searches for the NC incoherent 1𝛾 production, more

specifically NC Δ resonance production followed by Δ radiative decay, and NC coherent 1𝛾. Chap-

ter 1 overviews the history of neutrinos, neutrino oscillation and the MiniBooNE excess. Chapter 2

introduces the MicroBooNE experiment, including neutrino beam and the MicroBooNE detector,

followed by a description of the modelling and event reconstruction in MicroBooNE in Ch. 3.
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Chapter 4 describes the search for NC Δ radiative decay. Chapter 5 discusses the NC coherent

1𝛾 process and its simulation in MicroBooNE, and Ch. 6 describes the NC coherent 1𝛾 search in

MicroBooNE.
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Chapter 1: Neutrinos and Neutrino Oscillation

Neutrinos are one of the elementary matter particles and are known as the most “elusive” ones

because they are extremely hard to detect1. They are believed to have been generated in abundance

in the early universe, and studying the properties of neutrinos would help us probe one of the most

fundamental questions: “How did our universe evolve?” This chapter first gives a brief overview

of the history of neutrino theory and experimental discovery in Sec. 1.1, then introduces neutrino

oscillation and its empirical formalism in Sec. 1.2, 1.3 and 1.4, as well as recent experimental

neutrino oscillation anomalies in Sec. 1.5.

1.1 Neutrinos in the Standard Model

1.1.1 Evolution of Neutrino Theory

Neutrino was first postulated in 1930 by W. Pauli as an electrically neutral particle with spin 1
2

to explain the continuous energy spectrum of electrons emitted from nuclear 𝛽-decay,

𝑛→ 𝑝 + 𝑒− + 𝜈𝑒 (1.1)

in an “desperate” attempt to rescue energy conservation law [2]. Later, in 1934, Fermi published

his theory of beta decay in conformity with Pauli’s proposal and named this new, neutral charge

and lightweight particle “neutrino”2.

Fermi proposed that the electron and neutrino are emitted during beta decay similarly to pho-

ton emission from radioactive nucleus. He assumed that electrons and neutrinos can be created

or annihilated and all four particles of the decay interact at the same vertex, and developed the
1For 1GeV neutrinos, interaction cross section is ∼ 10−38cm2 per nucleon.
2Though Fermi named this neutral particle as “neutrino”, now we know it is actually an antineutrino because of

conservation of lepton number.
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theory for beta decay [3, 4] in complete analogy with radiation theory [5]. The Lagrangian for the

interaction part of four particles is [6]:

L𝑖𝑛𝑡 = 𝐺𝐹 (𝑢𝑝𝛾𝜇𝑢𝑛) (𝑢𝑒𝛾𝜇𝑢𝜈) (1.2)

Where 𝐺𝐹 is the Fermi coupling constant, 𝑢𝑥 is the Dirac spinor of particle 𝑥, 𝑢𝑥 = 𝑢
†
𝑥𝛾

0 is the

conjugate Dirac spinor and 𝛾𝜇/𝛾𝜇 are Dirac gamma matrices. Fermi concluded that neutrino has

a mass of either zero or very small in comparison to the mass of the electron. Fermi theory is not

only useful for the description of the beta decay but also applies to other processes, for example,

𝜇− → 𝑒− + 𝜈𝜇 + 𝜈𝑒 and 𝜋+ → 𝜇+ + 𝜈𝜇3.

While many processes can be understood within Fermi’s framework, this theory faced several

challenges4, one of which is the violation of parity conservation observed experimentally. Parity

transformation (P) is a mirror reflection:

𝑃𝜑(𝑡, ®𝑥)𝑃−1 = 𝜂𝑎𝛾
0𝜑(𝑡,−®𝑥) (1.3)

where 𝜑 is Dirac spinor and 𝜂𝑎 is a phase term. Parity is a multiplicative quantum number, and

particles have intrinsic parity. 𝜑𝛾𝜇𝜑 transforms like a vector under Parity transformation [7],

so Fermi’s theory conserves parity. However, experimental findings on K mesons in the 1950s

presented a very puzzling situation: two charged mesons 𝜃+ and 𝜏+ with different decay modes

(𝜃+ → 𝜋+ + 𝜋0 and 𝜏+ → 𝜋+ + 𝜋+ + 𝜋− respectively) were found to have nearly identical mass

[8, 9] and lifetime [10, 11]. This indicated that 𝜃+ and 𝜏+ are the same particle5, while parity

conservation would suggest otherwise: with the intrinsic parity of pion being -1, the parity of 𝜃+ is

thought to be +1, and -1 for 𝜏+.

3For these interactions, the same strength constant 𝐺𝐹 applies, hence this class of interactions are also called as
“universal Fermi interactions” [7].

4In Fermi’s theory, only charge-current neutrino interaction was accommodated, not neutral current neutrino scat-
tering. There are also other difficulties such as violation of unitarity for cross section of first-order scattering process,
and divergence of higher-order processes, please see Ref. [7] for more detailed overview.

5𝜃+ and 𝜏+ are the same particles, now referred to as 𝐾+.
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In 1956, T. D. Lee and C. N. Yang pointed out that while parity conservation is tested to

be experimentally true for strong and electromagnetic interactions, it remains a hypothesis for

the weak interaction and is not yet backed up by experimental evidence, and proposed several

experiments to test parity conservation [12]. A few months after Lee and Yang’s paper, C. S. Wu

and her collaborators showed that the angular distribution of emitted electron from the beta decay

of polarized Co60 nuclei is asymmetric [13], evidence that parity conservation is violated in beta

decays. Soon after Wu’s finding, parity violation was confirmed in muon decay too [14].

In light of the parity non-conservation, in 1957, Lee and Yang proposed a possible two-

component theory of neutrinos, where the state of neutrino can be described by a wave function

with only two components instead of the usual four [15]. This theory requires the neutrino mass

to be zero, and shows that the neutrino always enters the beta-decay interaction in a polarized state

(the spin of neutrino will always be parallel to its momentum while vice-versa for the antineu-

trino)6. One limitation of the proposed theory is that it can not explain weak decays that do not

involve neutrinos (for example the 𝜃 − 𝜏 puzzle). This is acknowledged at the end of their pa-

per: “Perhaps this means that a more fundamental theoretical question should be investigated: the

origin of all weak interactions. ”

The 1950’s witnessed a significant breakthrough in the theoretical development of weak in-

teractions. In 1958, R. P. Feynman and M. Gell-mann went further and suggested a universal (V,

A) interaction [18]. Universal (V, A) theory was also independently postulated by E. C. G. Su-

darshan and R. E. Marshak [19, 20] in the same year; here we will briefly discuss Feynman and

Gell-mann’s model following the same notation.

In general, the Lagrangian for the four-particle interaction can be described by:

L𝑖𝑛𝑡 =
∑︁
𝑖

𝐶𝑖 (𝜑𝑛𝑂𝑖𝜑𝑝) (𝜑𝜈𝑂𝑖𝜑𝑒) (1.4)

where 𝜑𝑥 is the four-component Dirac spinor of particle 𝑥, 𝜑𝑥 is the conjugate Dirac spinor, and

6At the same year, A. Salam [16] and L. Landau [17] both also proposed theory that violates parity conservation
and requires zero neutrino mass.
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𝑂𝑖 represents appropriate operators characterizing the decay and weighted by constant 𝐶𝑖. Ta-

ble 1.1 shows all the possible forms of 𝑂𝑖 such that (𝜑𝑂𝑖𝜑) transforms correctly under Lorentz

transformation and (𝜑𝑛𝑂𝑖𝜑𝑝) (𝜑𝜈𝑂𝑖𝜑𝑒) is Lorentz scalar.

𝑂𝑖 Transformation property of (𝜑𝑂𝑖𝜑)
𝑂𝑆 = 1 Scalar (S)
𝑂𝑉 = 𝛾𝜇 Vector (V)

𝑂𝑇 = 𝜎𝜇𝜈 = 𝑖
2 [𝛾𝜇, 𝛾𝜈] Tensor (T)

𝑂𝐴 = 𝛾𝜇𝛾5 Axial Vector (A)
𝑂𝑃 = 𝛾5 Pseudoscalar (P)

Table 1.1: Five possible transition operators𝑂𝑖 where 𝛾𝜇 are Dirac matrices, and 𝛾5 ≡ −𝑖𝛾0𝛾1𝛾2𝛾3.
Taken from Tab. 1.2 from Ref. [7] with modification.

Instead of replacing only 𝜑𝑒 by 1
2 (1±𝛾5)𝜑𝑒, Feynman and Gell-mann supposed that all particles

entering the interaction should be treated in the same way. Projection operator 𝑎 is defined7:

𝑎 =
1
2
(1 ± 𝛾5) (1.5)

𝛾5, the chirality operator has eigenvalues ±1 corresponding to particles’ chirality: left-handed (-1)

or right-handed (+1). Operator 1
2 (1 − 𝛾5) would project Dirac field 𝜑 to its left-hand component,

and 1
2 (1 + 𝛾5) leads to particles’ right-hand component.

In this case, the Lagrangian takes the form of

L𝑖𝑛𝑡 =
∑︁
𝑖

𝐶𝑖 (𝑎𝜑𝑛𝑂𝑖𝑎𝜑𝑝) (𝑎𝜑𝜈𝑂𝑖𝑎𝜑𝑒) (1.6)

Because operators 𝑂𝑆, 𝑂𝑇 , and 𝑂𝑃 all commute with 𝛾5, only contributions with 𝑂𝐴 and 𝑂𝑉

coupling remain. Furthermore, since 𝛾2
5 = I and 𝛾5𝑎 = ±𝑎 (depending on the ± sign in 𝑎), this

7The sign of ‘+’ or ‘-’ for the projection operator was not determined yet when the theory was proposed. Note also
that in the original paper, operator a was defined as 𝑎 = 1

2 (1 ± 𝑖𝛾5); this was due to a slight change in the definition of
𝛾5 matrix. Here we are following modern notation of Gamma matrices.
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leads to the same coupling for 𝑂𝐴 and 𝑂𝑉 and the Lagrangian becomes:

L𝑖𝑛𝑡 ∼ (𝜑𝑛𝛾𝜇𝑎𝜑𝑝) (𝜑𝜈𝛾𝜇𝑎𝜑𝑒) (1.7)

∼ (𝜑𝑛𝛾𝜇 (1 ± 𝛾5)𝜑𝑝) (𝜑𝜈𝛾𝜇 (1 ± 𝛾5)𝜑𝑒) (1.8)

Further applying this rule universally to other weak decays, such as 𝜇 decay, yields the conclusion

that the neutrino only enters the interaction in state 𝑎𝜑𝜈, i.e. only neutrinos in polarized spin can

exist.

This theory yields a two-component neutrino with polarized spin and, due to the mixture of

vector and axial vector contribution, gives a violation of the parity conservation. The helicity of

neutrinos8 was reported to be negative in 1958 [21], i.e. the neutrino is a left-handed particle, and

its spin is antiparallel to its momentum, consistent with V-A (vector “minus” axial) theory. Neutri-

nos have been assumed to be massless, spin 1
2 , “left-handed” particles in the theory development

since.

The (V-A) theory is a starting point for the formulation of the unified electroweak gauge theory.

J. Schwinger first suggested that there could be a synthesis between electromagnetism and weak

interactions by introducing an "isotopic" triplet of vector fields, which comprise two electrically-

charged massive particle fields mediating the weak interaction – now known as the𝑊+ and𝑊− bo-

son – and a neutral massless photon field [22]. Extending Schwinger’s work, later, S. L. Glashow

showed that, with the requirement of “partially-symmetric”9 Lagrangian and experimental consid-

eration, at least one neutral vector boson 𝑍0 is needed besides the three fields (including photon)

[24], though the masses of𝑊±and 𝑍0 remain arbitrary.

A. Salam and J. C. Ward shared the same idea as Glashow and pointed out that the mass of the

neutral vector boson 𝑍0 should not be massless, and might be at least as massive as the charged

vector bosons 𝑊± [25]. In 1967 S. Weinberg proposed a theory that unites the electromagnetism

8For massless particles, helicity and chirality are the same.
9Partial symmetry refers to the invariance of only part of the Lagrangian under a group of infinitesimal transfor-

mations in Ref. [23].
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and weak interaction but spontaneously breaks the symmetry between the two and gives masses to

intermediate boson fields (W, Z) [26], by incorporating Brout-Englert-Higgs mechanism [27, 28,

29]. This is now known as electroweak theory, or Glashow-Salam-Weinberg theory, which is an

important part of the Standard Model (SM) of particle physics.

1.1.2 Neutrinos in the Standard Model

The SM is a gauge theory developed in the 1950 - 1970s describing electromagnetic, weak and

strong interactions. Here we will limit our discussion to electroweak theory related to neutrinos

following Ref. [7].

In the SM, neutrinos are assumed to be massless “left-handed” particles, and there are three

generations of neutrinos (𝜈𝑒, 𝜈𝜇 and 𝜈𝜏), which together with charged leptons (𝑒, 𝜇, 𝜏) form three

generations of lepton families. The left-handed neutrino field forms an “isospin” doublet with the

left-handed component of the charged lepton field, and the right-handed component of the charged

lepton field by itself forms a singlet:

𝐿𝑙 =
1 − 𝛾5

2
©«
𝜑𝜈𝑙

𝜑𝑙

ª®®¬ , 𝑅𝑙 =
1 + 𝛾5

2
𝜑𝑙 , 𝑙 = (𝑒, 𝜇, 𝜏) (1.9)

The𝑊 and 𝑍 boson fields are mixtures of vector fields ®𝐴𝜇 = (𝐴1
𝜇, 𝐴

2
𝜇, 𝐴

3
𝜇) and singlet 𝐵𝜇 with

respective coupling constants of 𝑔 and 𝑔
′
:

photon field: 𝐴𝜇 = cos 𝜃𝐵𝜇 + sin 𝜃𝐴3
𝜇 (1.10)

𝑍0 field: 𝑍𝜇 = − sin 𝜃𝐵𝜇 + cos 𝜃𝐴3
𝜇 (1.11)

𝑊 fields: 𝑊±
𝜇 =

1√
2
(𝐴1

𝜇 ∓ 𝑖𝐴2
𝜇) (1.12)

where mixing angle 𝜃 is the Weinberg angle, and defined as:

sin 𝜃 =
𝑔
′√︁

𝑔2 + 𝑔′2
, cos 𝜃 =

𝑔√︁
𝑔2 + 𝑔′2

(1.13)
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The Lagrangian for lepton-boson interaction writes as:

L𝑖𝑛𝑡 =
𝑔

2
√

2
[𝜑𝑙𝛾𝜇 (1 − 𝛾5)𝜑𝜈𝑙𝑊 (−)

𝜇 + 𝜑𝜈𝑙𝛾𝜇 (1 − 𝛾5)𝜑𝑙𝑊 (+)
𝜇 ]

+ 𝑔

4 cos 𝜃
[𝜑𝜈𝑙𝛾𝜇 (1 − 𝛾5)𝜑𝜈𝑙 − 𝜑𝑙𝛾𝜇 (1 − 4 sin2 𝜃 − 𝛾5)𝜑𝑙]𝑍𝜇

− 𝑒𝜑𝑙𝛾𝜇𝜑𝑙𝐴𝜇

(1.14)

The Lagrangian prescribes two types of weak interactions neutrinos can participate in:

• Charged current (CC) interaction, mediated by either charged 𝑊+ or charged 𝑊− boson as

indicated by the first and second terms in the Lagrangian.

• Neutral current (NC) interaction, mediated by neutral 𝑍0 boson, presented by the third term.

The fourth term in the Lagrangian represents the NC interaction of leptons through the Z boson,

and the last term corresponds to charged lepton scattering through photon exchange. Figure 1.1

shows the Feynman diagrams of these interactions.

W−

νl l

(a)

W+

l νl

(b)

Z0

νl νl

(c)

Z0

l l

(d)

γ

l l

(e)

1

Figure 1.1: Feynman diagrams correponding to Eq. 1.14. Direction of time in the Feynman his-
togram is from left to right.

Physical𝑊 and 𝑍 fields gain masses through symmetry-breaking by the Higgs mechanism:

𝑀𝑊 =
𝑔𝜆

2
, 𝑀𝑍 =

𝑔𝜆

2 cos 𝜃
=
𝑀𝑊

cos 𝜃
(1.15)

where 𝜆
2 is vacuum expectation of the Higgs field. The Lagrangian Eq. 1.14 also indicates some
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decay modes of𝑊 and 𝑍 bosons10:

𝑊+ → 𝑙+ + 𝜈𝑙 , 𝑊+ → 𝑙+ + 𝜈𝑙 , 𝑍0 → 𝑙+𝑙−, 𝑍0 → 𝜈𝑙𝜈𝑙 (1.16)

Especially for 𝑍0 → 𝜈𝑙𝜈𝑙 decay, since neutrinos are hard to detect, this is an “invisible” decay

mode. By theoretically calculating the decay width of 𝑍0 into neutrinos, and experimentally mea-

suring the overall decay width of 𝑍0 boson and the decay width of 𝑍0 in other visible decay

channels, the number of neutrino flavors that interact with 𝑍 (with mass < 𝑀𝑍

2 ) can be determined.

This is measured to be 𝑁𝜈 = 2.9963±0.0074 by the Large Electron Position experiments [30], and

agrees with three lepton families.

1.1.3 Experimental Discovery of Neutrinos

After the postulation of the neutrino, it took more than 20 years before it was experimentally

observed. The first electron antineutrino was observed by F. Reines and C. Cowan in 1956 through

inverse beta-decay [31]. They made use of two 200-liter water targets located near a fission reactor

with a large flux of electron antineutrinos and observed the signal from positron annihilation and

neutron capture, both of which are products of the inverse beta decay:

𝜈𝑒 + 𝑝 → 𝑒+ + 𝑛 (1.17)

The second neutrino species was discovered by L. Lederman, M. Schwartz and J. Steinberger

[32] in 1962 in an experiment at Brookhaven Alternating Gradient Synchrotron accelerator. The

neutrino beam was created by the decay-in-flight of pions produced by bombarding 15 GeV protons

on the Beryllium target. Muon tracks produced by the neutrino interactions were observed instead

of electrons expected from electron neutrino interactions, thus showing that there are at least two

types of neutrinos distinct from each other: electron neutrino and muon neutrino.

10𝑊 and 𝑍 bosons also couple to quarks, and can decay to hadrons as well, which in fact has overall larger branching
ratio than decay into leptons.
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Tau neutrino, the third species, was not experimentally found until 2000 by the DONUT experi-

ment [33] at Fermilab, though its existence was implied by the discovery of tau lepton in 1975 [34],

both of which form the third-generation lepton family. Tau neutrino interaction was identified by

the tau lepton from the neutrino interaction vertex. Because the tau lepton is very heavy with a rest

mass of 1.8GeV, the DONUT experiment made use of a proton beam with energy as high as 800

GeV colliding with a tungsten target, producing charged mesons, which subsequently decay and

generate high-energy neutrinos. Four tau neutrino interactions were observed by DONUT, with an

estimated background of 0.34 events, establishing the evidence of the existence of tau neutrino.

1.2 Evidence of Non-zero Neutrino Mass

While it was widely believed that neutrinos were massless particles through the 1970s, the first

hint of non-zero neutrino mass came from a series of solar neutrino measurements starting in the

late 1960s, which led to the so-called “solar neutrino problem” [35].

The first solar neutrino measurement was made by the Homestake experiment of R. Davis and

his collaborators [36]. They utilized a cylindrical tank of 520 tones of chlorine to detect neutrinos

from the Sun through CC interaction: 37𝐶𝑙 + 𝜈𝑒 → 37𝐴𝑟 + 𝑒−. A total of 108 solar neutrinos

were observed during 25 years (1970 - 1994), and the combined result yielded a reaction rate of

neutrinos from 𝐵8 decay in the Sun at 2.56 ± 0.16(statistical) ± 0.16(systematic) solar neutrino

units (SNU, defined as one interaction per 1036 atoms per second) [37]. This was much lower than

the standard solar model prediction of 8.5 ± 1.8 SNU [38].

Other experiments also observed a reduced neutrino flux from the Sun: radiochemical gallium-

based experiments (GALLEX [39] and SAGE [40]) that measure neutrinos through gallium in-

teraction 71𝐺𝑎 + 𝜈𝑒 → 71𝐺𝑒 + 𝑒−, and water-based experiments (Kamiokande [41] and Super-

Kamiokande [42]) that measure neutrino-electron scattering. While these experiments differ in

detector material and technologies as well as the neutrino energy they are sensitive to, all reported

that the measured neutrino flux to be one-half or a third of the standard solar model prediction.

While many explanations were raised to explain the observed deficit (such as errors in the solar
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model assumption or unknown experimental error), a lot was ruled out. One plausible explanation

was neutrino oscillation, an idea first proposed by B. Pontecorvo [43] in 1957, where he pointed

out that like the 𝐾0 meson, a neutrino could be a mixed particle with the possibility of neutrino

oscillation. In 1985 S. P. Mikheyev and A. Yu. Smirnov discovered that in the matter of the Sun,

the mixing of neutrinos could be resonantly enhanced and thus could explain the measured deficit

even with a very small mixing angle [44].

The solar neutrino problem was finally resolved in 2002 when Sudbury Neutrino Observatory

(SNO) published result of measured solar neutrino flux using the NC interaction [45]:

𝜈𝑥 + 𝑑 → 𝑝 + 𝑛 + 𝜈𝑥

where 𝑥 could be any type of neutrinos. The total flux measured with NC interaction was found

to be consistent with the solar model prediction. This, together with different levels of deficits

observed in the CC and elastic-scattering channels, provided strong evidence that solar electron

neutrinos experience flavor transitions between their generation in the core of the Sun and their

arrival on Earth11.

The first firm evidence of neutrino oscillation came from the Super-Kamiokande (Super-K)

experiment in 1998 [47]. Super-K measured atmospheric muon neutrinos and observed a deficit

in the number of muon neutrinos with zenith angle dependence – the number of upward-going

neutrinos (which arrive at the detector after traveling through the earth) was half of the number of

downward-going neutrinos, while assuming no neutrino oscillation the prediction is flat over the

zenith angle.

The experimental observations of the SNO and Super-K experiments established neutrino fla-

vor transformation – electron neutrino disappearance by the SNO experiment and muon neutrino

disappearance by the Super-K experiment, respectively – and definitively confirmed that neutrinos

have non-zero mass; these pioneering observations were recognized with the 2015 Nobel Prize in

11The oscillation of electron neutrinos is enhanced by the Mikheyev–Smirnov–Wolfenstein (MSW) effect in the
medium of the Sun [46].
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Physics [48].

1.3 Introducing Non-zero Neutrino Mass in Minimal Extension to the Standard Model

This section briefly describes how the SM can be extended to accommodate neutrinos with

masses. Two possible mass terms could be constructed for neutrinos: Dirac mass term or Majorana

mass term, where neutrinos are treated either as Dirac particles or Majorana particles12.

1.3.1 Dirac Neutrino Mass

In the SM electroweak theory, all quarks and charged fermions get their masses through the

Yukawa couplings with the Higgs field, and the mass term connects the left-handed field with the

right-handed field. The most straightforward way to add neutrino mass in the theory is to introduce

a right-handed neutrino, in the same way as other fermions gain mass from Yukawa coupling. The

right-handed neutrino would be an SU(2) singlet, 𝜈𝑖𝑅, and couple to the Higgs boson through

Yukawa coupling. We can add a Dirac mass term to the Lagrangian [52]:

L𝜈
𝑌𝑢𝑘𝑎𝑤𝑎 = −

√
2𝜑𝛼𝐿𝑌𝛼𝑖𝜈 𝜈𝑖𝑅𝜙 + ℎ.𝑐. (1.18)

where 𝛼 runs through 𝑒, 𝜈, 𝜏 and 𝑖 = 1, 2, ..𝑛 where 𝑛 is the number of singlet fermion fields;

𝜑𝛼𝐿 is the left-handed lepton doublet, 𝑌𝛼𝑖𝜈 are Yukawa couplings and 𝜙 is the conjugated Higgs

doublet. This, after spontaneous symmetry breaking and diagonalization of the matrix 𝑌 , would

give a neutrino mass term:

L𝜈 = −
∑︁
𝛼

𝑚𝛼𝜈𝛼𝐿𝜈𝛼𝑅 + ℎ.𝑐. = −
∑︁
𝛼

𝑚𝛼𝜈𝛼𝜈𝛼 (1.19)

This is called the Dirac mass term. Here, the left-handed and right-handed neutrino fields combine

to form the four-component neutrino field 𝜈𝛼 = 𝜈𝛼𝐿 + 𝜈𝛼𝑅 with mass of 𝑚𝛼 = 𝑦𝛼𝜆, where 𝑦𝛼 is

Yukawa coupling and 𝜆√
2

is the vacuum expectation of the Higgs field [7].

12Please refer to [49, 50, 51, 52] for more detailed overview.
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While this mechanism allows incorporating neutrino mass, it does not explain why neutrinos

are much lighter than the charged leptons, since 𝑦𝛼 are input parameters. Moreover, to accom-

modate small neutrino mass consistent with experimental limits, coupling 𝑦𝛼𝜈 has to be at least ten

orders of magnitude smaller than Yukawa couplings of other fermions, which seems unnatural.

1.3.2 Majorana Neutrino Mass

Instead of introducing a right-handed neutrino, which is experimentally not observed, it’s pos-

sible to introduce neutrino mass with only left-handed neutrino fields, provided that lepton number

conservation is violated [43, 53]. This could be done by realizing that the particle-antiparticle

conjugation operation �̂� defined as:

�̂� : 𝜑 → 𝜑𝑐 = 𝐶𝜑𝑇 , 𝐶 = 𝑖𝛾2𝛾0 (1.20)

flips the chirality of particles [54]:

�̂� : 𝜑𝐿 → (𝜑𝐿)𝑐 = (𝜑𝑐)𝑅, 𝜑𝑅 → (𝜑𝑅)𝑐 = (𝜑𝑐)𝐿 (1.21)

Thus, a Majorana mass term can be added to the Lagrangian [52]:

L𝑀 = −1
2
𝜈𝛼𝐿𝑀

𝛼𝛽 (𝜈𝛽𝐿)𝑐 + ℎ.𝑐. (1.22)

where 𝛼, 𝛽 = 𝑒, 𝜈, 𝜏 and 𝜈𝐿 represents the left-handed neutrino field, and 𝑀 is complex, symmetric

3 × 3 matrix13. Since 𝑀 is symmetric, it can be diagonalized by a unitary matrix

𝑀 = 𝑈𝑀𝑑𝑖𝑎𝑔𝑈𝑇 , 𝑀𝑑𝑖𝑎𝑔 = diag(𝑚1, 𝑚2, 𝑚3)
13If there are n different flavors of neutrinos, M will be 𝑛 × 𝑛 matrix.
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and the Lagrangian takes the form of:

L𝑀 = −1
2

3∑︁
𝑖=1

𝑚𝑖𝜈𝑖𝜈𝑖 (1.23)

𝜈𝑖 =
∑︁
𝛼

𝑈
†
𝑖𝛼
𝜈𝛼𝐿 +

∑︁
𝛼

(𝑈†
𝑖𝛼
𝜈𝛼𝐿)𝑐, 𝛼 = 𝑒, 𝜈, 𝜏 (1.24)

Here 𝜈𝑖 (𝑖 = 1, 2, 3) is the mass eigenstate and is a Majorana field 𝜈𝑖 = 𝜈𝑐𝑖 .

The flavor neutrino fields can thus be derived as a mixture of different mass fields:

𝜈𝛼𝐿 (𝑥) =
∑︁
𝑖

𝑈𝛼𝑖𝜈𝑖𝐿 (𝑥) (1.25)

𝑈 is the mixing matrix, also called Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix [55]. In

this approach, the lepton number is broken by Δ𝐿 = 2 units, and the neutrino masses are also free

parameters, meaning this also does not explain neutrinos’ lightness.

1.3.3 See-saw Mechanism

The see-saw mechanism offers a very simple and satisfactory explanation of the lightness of

neutrinos by introducing right-handed neutrinos with large mass. In type-I seesaw mechanism [56,

57, 58, 59, 60, 61], a right-handed SU(2) singlet 𝜈𝑅 is introduced and the Lagrangian has a Yukawa

coupling term of the right-handed neutrino with the Higgs boson and lepton doublet 𝜑𝐿 (first term),

and a Majorana mass term for the right-handed neutrino (second term):

L𝑀 = −
√

2𝜑𝛼𝐿𝐷𝛼𝑖
𝜈 𝜈𝑖𝑅𝜙 − 1

2
𝜈𝑖𝑅𝑀

𝑖 𝑗

𝑅
(𝜈 𝑗 𝑅)𝑐 + ℎ.𝑐. (1.26)

Here 𝐷𝛼𝑖
𝜈 and 𝑀 𝑖 𝑗

𝑅
are complex Dirac and Majorana mass matrices. The Lagrangian can be reorga-

nized into:

L𝑀 = −1
2
𝑛𝑇𝐿𝐶M𝑛𝐿 + ℎ.𝑐. (1.27)
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where 𝑛𝐿 = (𝜈𝐿 , (𝜈𝑅)𝑐) and matrix M has the form of

M =
©«

0 𝐷

𝐷𝑇 𝑀

ª®®¬ (1.28)

and can be diagonalized by a unitary matrix 𝑈 to give mass eigenvalues 𝑚𝑖 and corresponding

mass-eigenstates 𝜈𝑖. Again the mass-eigenstates 𝜈𝑖 are Majorana fields, and the flavor neutrino

fields (as well as right-handed neutrino fields) can be written as:

𝜈𝛼 (𝑥) =
∑︁
𝑖

𝑈𝛼𝑖𝜈𝑖 (𝑥) (1.29)

In the simple one-flavor case, 𝐷, 𝑀 are numbers and the mass eigenvalues are:

𝑚1,2 =
𝑀

2
∓
√︂
(𝑀

2
)2 + 𝐷2 (1.30)

In the case of 𝑀 ≫ 𝐷, 𝑚1 ≈ 𝐷2

𝑀
and 𝑚2 ≈ 𝑀 . The small neutrino mass is thus achieved.

Note that Eq. 1.29 implies that for three light Majorana neutrinos, the PMNS matrix is not a

3× 3 matrix, and its top-left 3× 3 submatrix will not be unitary. However the violation of unitarity

is very small, on the order of O(𝐷/𝑀) [49], so for the three neutrino case, the PMNS matrix is

treated unitary.

The PMNS matrix can be parametrized as the product of three rotations through mixing angles
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𝜃23, 𝜃13 and 𝜃12 with phase 𝛿𝐶𝑃 and a diagonal phase matrix:

𝑈 =

©«
𝑈𝑒1 𝑈𝑒2 𝑈𝑒3

𝑈𝜇1 𝑈𝜇2 𝑈𝜇3

𝑈𝜏1 𝑈𝜏2 𝑈𝜏3

ª®®®®®¬
(1.31)

=

©«
1 0 0

0 𝑐23 𝑠23

0 −𝑠23 𝑐23

ª®®®®®¬
©«

𝑐13 0 𝑠13𝑒
−𝑖𝛿𝐶𝑃

0 1 0

−𝑠13𝑒
𝑖𝛿𝐶𝑃 0 𝑐13

ª®®®®®¬
©«
𝑐12 𝑠12 0

−𝑠12 𝑐12 0

0 0 1

ª®®®®®¬
©«
𝑒𝑖𝜂1 0 0

0 𝑒𝑖𝜂2 0

0 0 1

ª®®®®®¬
(1.32)

where 𝑐𝑖 𝑗 = cos 𝜃𝑖 𝑗 and 𝑠𝑖 𝑗 = sin 𝜃𝑖 𝑗 . The two phases 𝜂1 and 𝜂2 are associated with the Majorana

neutrinos and are zero for the case of Dirac neutrino.

1.4 Neutrino Oscillation in Vacuum

With the mixing PMNS matrix relating neutrino flavor eigenstates with mass eigenstates, neu-

trino oscillation can be formalized. Neutrinos are produced in pure flavor eigenstates from a weak

interaction, which can be written as a superposition of the mass eigenstates 14:

|𝜈(𝑡 = 0)⟩ = |𝜈𝛼⟩ = 𝑈∗
𝛼𝑖 |𝜈𝑖⟩ (1.33)

When a neutrino travels, the mass eigenstates evolve with time:

|𝜈(𝑡)⟩ = 𝑈∗
𝛼𝑖 |𝜈𝑖 (𝑡)⟩ = 𝑈∗

𝛼𝑖𝑒
−𝑖𝐸𝑖𝑡 |𝜈𝑖⟩ (1.34)

14Note complex conjugate of PMNS matrix is used here different from Eq. 1.29, this is because the neutrino field
annihilates neutrino state, while creation operator is needed to act on the vacuum to create neutrino state |𝜈𝛼⟩. [62]
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After time 𝑡, the probability of detecting a neutrino in 𝛽 flavor |𝜈𝛽⟩ is:

𝑃𝛼𝛽 = |⟨𝜈𝛽 |𝜈(𝑡)⟩|2 (1.35)

= |
∑︁
𝑖, 𝑗

𝑈∗
𝛼𝑖𝑈𝛽 𝑗𝑒

−𝑖𝐸𝑖𝑡 ⟨𝜈 𝑗 |𝜈𝑖⟩|2 (1.36)

= |
∑︁
𝑖

𝑈∗
𝛼𝑖𝑈𝛽𝑖𝑒

−𝑖𝐸𝑖𝑡 |2 (1.37)

=
∑︁
𝑖, 𝑗

𝑈∗
𝛼𝑖𝑈𝛽𝑖𝑈𝛼 𝑗𝑈

∗
𝛽 𝑗𝑒

𝑖(𝐸 𝑗−𝐸𝑖)𝑡 (1.38)

We treat mass eigenstates as plane waves with well-defined momenta ®𝑝 15, and because neutrinos

are ultra-relativistic, the energy of the neutrino can be expanded: 𝐸𝑖 =
√︃
𝑝2 + 𝑚2

𝑖
≃ 𝑝+ 𝑚2

𝑖

2𝑝 ≃ 𝑝+ 𝑚2
𝑖

2𝐸

(using 𝐸 ≃ 𝑝) and time 𝑡 ≃ 𝐿/𝑐, with 𝐿 being the distance the neutrino travels. The oscillation

probability takes the form of:

𝑃𝛼𝛽 = 𝛿𝛼𝛽 − 4
∑︁
𝑖< 𝑗

Re(𝑈∗
𝛼𝑖𝑈𝛽𝑖𝑈𝛼 𝑗𝑈

∗
𝛽 𝑗 ) sin2 (

Δ𝑚2
𝑗𝑖
𝐿

4𝐸
) + 2

∑︁
𝑖< 𝑗

Im(𝑈∗
𝛼𝑖𝑈𝛽𝑖𝑈𝛼 𝑗𝑈

∗
𝛽 𝑗 ) sin (

Δ𝑚2
𝑗𝑖
𝐿

2𝐸
)

(1.39)

where 𝐸 is the energy of the neutrino and Δ𝑚2
𝑗𝑖
= 𝑚2

𝑗
−𝑚2

𝑖
is the mass-squared difference between

the 𝑖𝑡ℎ and 𝑗 𝑡ℎ mass eigenstates. Note that this probability formula also applies to 𝑛 × 𝑛 neutrino

scenarios.

The term
Δ𝑚2

𝑗𝑖
𝐿

4𝐸
= 1.267

Δ𝑚2
𝑗𝑖

𝑒𝑉2
𝐿/𝐸

𝑚/𝑀𝑒𝑉

in Eq. 1.39 controls the oscillation frequency of probability. Moreover, to enable flavor oscillation,

elements of the mixing matrix shall not be zero, and there should be at least two non-zero, different

masses (for the 3 × 3 neutrino case) such that Δ𝑚2
𝑗𝑖

≠ 0 for any 𝑖 < 𝑗 , 𝑖, 𝑗 ∈ [1, 2, 3]. By

experimentally controlling neutrinos’ energy and travel distance, and observing the oscillation

effect, oscillation amplitude and mass square difference Δ𝑚2 can be measured. Table 1.2 shows

15Please see Ref. [63] for a detailed review of quantum mechanical aspects in the theory of neutrino oscillations.
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the range of 𝐿 and 𝐸 of different experiments with different neutrino sources and the corresponding

Δ𝑚2 they are sensitive to.

Experiment L (m) E (MeV) |Δ𝑚2 | (eV2)
Solar 1010 1 10−10

Atmospheric 104 - 107 102 - 105 10−1 - 10−4

Reactor
SBL 102 - 103 1 10−2 - 10−3

LBL 104 - 105 1 10−4 - 10−5

Accelerator
SBL 102 103 - 104 > 0.1
LBL 105 - 106 103 - 104 10−2 - 10−3

Table 1.2: Characteristic values of 𝐿 and 𝐸 for experiments performed using various neutrino
sources and the corresponding ranges of |Δ𝑚2 | to which they can be most sensitive for flavor
oscillations in vacuum. SBL stands for Short Baseline, which is used to indicate that experiments
are located close to the site of neutrino production, and LBL for Long Baseline. It should be noted
that the solar neutrino measurements are probing the MSW matter effect inside the Sun rather
than neutrino oscillation occurring during travel through the vaccum. Taken from Tab. 14.1 from
Ref. [49].

1.5 Short-Baseline Neutrino Anomalies

“If there’s one thing you can count on physicists for, it’s to keep an eye out for an anomaly”.16

As highlighted in Tab. 1.2, in general, experiments at shorter baselines are sensitive to larger

mass-squared differences. Anomalies have been observed in both solar neutrino experiments em-

ploying calibration sources of neutrinos, for example the GALLEX experiment [64, 65, 66] and

the SAGE experiment [67, 68], and experiments using neutrino beams. In this section, we review

two experimental anomalies observed in accelerator-based short-baseline experiments: the LSND

anomaly and the MiniBooNE anomaly. The MiniBooNE anomaly motivated the proposal for the

MicroBooNE experiment [69], on which the searches presented in this thesis are performed.

1.5.1 Liquid Scintillator Neutrino Detector Experiment

The Liquid Scintillator Neutrino Detector (LSND) was a short-baseline experiment located at

Los Alamos National Laboratory, constructed in the 1990s to search for 𝜈𝜇 to 𝜈𝑒 oscillation in the

16quoted from E. Siegel’s article at https://www.forbes.com/
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Δ𝑚2
21 ∼ 1eV2 region. The LSND detector was located about 30m from the neutrino source, and

saw a neutrino beam dominated by 𝜈𝜇, 𝜈𝜇 and 𝜈𝑒 produced with a proton beam of 798 MeV kinetic

energy (KE) producing pions and muons decaying at rest. The 𝜈𝑒 flux was only ∼ 8×10−4 as large

as the 𝜈𝜇 flux in the neutrino energy range of [20., 52.8] MeV [70].

The detection of 𝜈𝑒 in LSND is through inverse beta decay:

𝜈𝑒 + 𝑝 → 𝑒+ + 𝑛

which could be identified by detecting the Cherenkov light of the prompt 𝑒+ and a correlated 2.2

MeV 𝛾 from neutron capture. LSND took data from 1993-1998 and a 𝜈𝜇 → 𝜈𝑒 oscillation search

was performed with the combined dataset. A total excess of 87.9± 22.4± 6.0 events with positron

energy between 20 and 60 MeV was observed above the expected background as highlighted in

Fig. 1.2. An oscillation fit with the entire sample (events with 20 < 𝐸𝑒 < 200 MeV) including

both 𝜈𝜇 → 𝜈𝑒 and 𝜈𝜇 → 𝜈𝑒 oscillation yields a best fit at Δ𝑚2 = 1.2eV2. This is much higher than

the mass-squared differences between the three mass eigenstates 𝑣1, 𝑣2, 𝑣3, which give magnitudes

of mass splittings of Δ𝑚2
21 ∼ 10−5eV2 and Δ𝑚2

32 ∼ 10−3eV2 [49], and seems to suggest additional,

heavier “sterile” neutrino states17.

1.5.2 The MiniBooNE Experiment

The MiniBooNE experiment is a Cherenkov detector at the Fermi National Accelerator Labo-

ratory (Fermilab). MiniBooNE was proposed to follow up on the signal observed by LSND with

similar 𝐿/𝐸 , while utilizing different detector technology and being exposed to a different neutrino

flux.

MiniBooNE makes use of the Booster Neutrino Beam (BNB) at Fermilab, which is produced

from 8 GeV protons incident on a beryllium target. The secondary mesons produced in the process

decay in flight (instead of at rest) and produce (anti)neutrino beam. When running in neutrino

17The additional neutrinos should not couple to𝑊 and 𝑍 bosons, as limited by the number of active neutrino flavors
allowed by 𝑍 boson decay width. Thus they don’t interact weakly, thus are called “sterile” neutrinos.
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expected distributions from a combination of neutrino back-
ground plus neutrino oscillations. Figure 21 shows scatter
plots of the x-y and y-z spatial distributions for events with
R!!10, 20"Ee"60 MeV, and D!35 cm. Figures 22 and
23 show the " tot! and veto hit distributions for events with
R!!10 and 20"Ee"60 MeV. The solid histogram in the
veto hit figure shows the distribution from #eC→e#Ng .s .
scattering. Finally, Fig. 24 shows the L# /E# distribution for
events with R!!10 and 20"Ee"60 MeV, where L# is the
distance travelled by the neutrino in meters and E# is the
neutrino energy in MeV determined from the measured pos-
itron energy and angle with respect to the neutrino beam. The
data agree well with the expectation from neutrino back-
ground plus neutrino oscillations at low $m2 ("2

$4.9/8 DOF) or high $m2 ("2$5.8/8 DOF).

E. Tests of the !̄µ\!̄e oscillation hypothesis

A variety of tests of the #̄%→ #̄e oscillation hypothesis
have been performed. One test of the oscillation hypothesis
is to check whether there is an excess of events with more
than one correlated ! . If the excess of events is indeed due to
the reaction #̄ep→e%n , then there should be no excess with
more than one correlated ! because the recoil n is too low in
energy ("5 MeV) to knock out additional neutrons. If, on
the other hand, the excess involves higher energy neutrons
(!20 MeV) from cosmic rays or the beam, then one would
expect a large excess with !1 correlated ! , as observed in
the beam-off cosmic ray data. However, as shown in Table
XIII, the excess of events with more than one correlated ! is
approximately zero for both the full 20"Ee"60 MeV en-
ergy region and the lower background 36"Ee"60 MeV en-
ergy region, as expected for the reaction #̄ep→e%n .
Another test of the oscillation hypothesis is to check the

‘‘event lookback’’ for events that satisfy the oscillation crite-

FIG. 15. The individual ! distributions for events that satisfy
the selection criteria for the primary #̄%→ #̄e oscillation search with
R!!1 &left side' and R!"1 &right side'. The top plots show the
distance between the reconstructed ! position and positron position,
$r , the middle plots show the time interval between the ! and
positron, $t , and the bottom plots show the number of hit photo-
tubes associated with the ! , Nhits .

FIG. 16. The energy distribution of the 1993–1998 data sample
for events with R!!10. The shaded region shows the expected
distribution from a combination of neutrino background plus neu-
trino oscillations at low $m2.

TABLE XII. The oscillation probabilities obtained with various selections. The S!0.5 selection was used
in the previous analysis (2). The nominal values are shown in Table XI.

Selection Oscillation Probability

Nominal (0.264&0.067&0.045)%
Nominal%$t past!20 %s (0.220&0.064&0.045)%
Nominal%Veto Hits"2 (0.303&0.074&0.045)%
Nominal%#1.5"" tot! "0 (0.304&0.077&0.045)%

Nominal%D!50 cm&Y!#50 cm (0.252&0.071&0.045)%
Nominal%D!75 cm (0.222&0.074&0.045)%
Nominal%Y!#120 cm (0.239&0.061&0.045)%

Nominal%$t past!15.2 %s&Y!#120 cm (0.193&0.055&0.045)%
Nominal%S!0.5 (0.293&0.069&0.045)%

A. AGUILAR et al. PHYSICAL REVIEW D 64 112007

112007-14

Figure 1.2: Distribution of reconstructed positron energy for selected oscillated candidate events.
The top shaded region shows the expectation from neutrino oscillation at low Δ𝑚2. Bottom two
shared histograms represent the expected neutrino backgrounds. Taken from Fig. 16 of Ref. [71]

(antineutrino) mode, MiniBooNE received an intense beam of highly pure muon neutrinos (anti-

neutrinos). The 𝜈𝜇 and 𝜈𝜇 flux peak at ∼ 600 and 400 MeV respectively and extend to ∼ 3000

MeV [72]. The MiniBooNE detector is located 541m from the beryllium target, thus satisfying

𝐿/𝐸 ∼ 1m/MeV. It’s a 12.2 m in diameter spherical tank filled with pure mineral oil (CH2) and

records neutrino interactions by detecting primarily the directional Cherenkov light, and isotropic

scintillation light generated by charged particles from the neutrino interaction.

To measure neutrino oscillation, MiniBooNE searches for charge-current quasi-elastic (CCQE)

scattering of 𝜈𝑒 and 𝜈𝑒:

𝜈𝑒 + 𝑝 → 𝑒+ + 𝑛, 𝜈𝑒 + 𝑛→ 𝑒− + 𝑝

While the KE of heavy nucleons usually is not enough to pass the Cherenkov threshold in mineral

oil (∼ 350 MeV KE threshold for protons) and thus can’t be observed via Cherenkov radiation,

light particles such as 𝑒± and 𝜇± can usually produce Cherenkov rings, thus be distinguished by
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the distinct pattern of the ring, and classified as electron- or muon-like.

MiniBooNE collected data between 2002 and 2019 [73]. Combining the data collected in both

neutrino mode and antineutrino mode, an excess in data of 4.8𝜎 significance was observed in

the observed electron-like events [74]. While the excess in antineutrino mode is consistent with

𝜈𝜇 → 𝜈𝑒 oscillation with 0.01 < Δ𝑚2 < 1.0eV2 and overlaps with what’s observed in LSND [73],

the excess in neutrino mode is marginally compatible with such neutrino oscillation assumption

(assuming two neutrinos).

Figure 1.3 shows the comparison between data collected during neutrino mode and Monte

Carlo (MC) prediction as a function of reconstructed neutrino energy 𝐸QE
𝜈 , assuming CCQE kine-

matics, in Fig. 1.3a and the cosine of the angle of reconstructed lepton in Fig. 1.3b, highlighting

a data excess focused in the low energy region and relatively forward direction. Figure 1.4 shows

the excess in data over the predicted background, with predictions of oscillated spectra with dif-

ferent oscillation parameters assuming two-neutrino oscillations overlaid. The data excess in the

low energy region (200 < 𝐸QE
𝜈 < 475 MeV) can not be explained by two-neutrino oscillation with

Δ𝑚2 ∼ O(1)eV2. This anomaly in the low energy region is referred to as the “MiniBooNE Low

Energy Excess” (LEE).

Due to the identical Cherenkov signatures of electrons and photons in the detector, MiniBooNE

is not able to distinguish electrons from photons, as highlighted by the photon contributions in

Fig. 1.3. A plethora of interpretations have been proposed to explain the LEE [75], such as mises-

timated SM background in the selection, beyond-SM interpretations like more complex scenarios

with sterile neutrinos, or more exotic explanations that would generate a similar Cherenkov ring

signatures in the MiniBooNE detector.

The MicroBooNE experiment was proposed to investigate the true nature of the MiniBooNE

LEE [69]. With exceptional performance offered by liquid argon time projection chamber tech-

nology, MicroBooNE has the ability to unambiguously differentiate electrons from photons. Some

proposed LEE interpretations have been investigated or are currently being pursued with Micro-

BooNE. One of the proposed interpretations is that of anomalously large rate of the SM process
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NC Δ → N𝛾 [74]. This has been investigated with MicroBooNE’s first three years of data [76]

and is described in more detail in Ch. 4 due to its close relation with the main thesis work. More

discussions on the MiniBooNE LEE interpretations can be found in the App. A.

12.3%, and the background-only fit has a χ2 probability of
3 × 10−7 relative to the best oscillation fit and a χ2=ndf ¼
50.7=17.3 with a probability of 0.01%.
Figure 21 compares the L=EQE

ν distributions for the
MiniBooNE data excesses in neutrino mode and antineu-
trino mode to the L=E distribution from LSND [1]. The
error bars show statistical uncertainties only. As shown in
the figure, there is agreement among all three data sets.
Assuming two-neutrino oscillations, the curves show fits to
the MiniBooNE data described above. The significance of
the combined LSND (3.8σ) [1] and MiniBooNE (4.8σ)
excesses is 6.1σ, which is obtained by adding the
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FIG. 19. The total event excess in neutrino mode, correspond-
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range. The solid curve shows the best fit to the neutrino-mode and
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energy data point shows only the unconstrained background
statistical uncertainty.
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50.7=17.3 with a probability of 0.01%.
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ν distributions for the
MiniBooNE data excesses in neutrino mode and antineu-
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the MiniBooNE data described above. The significance of
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excesses is 6.1σ, which is obtained by adding the
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range. The solid curve shows the best fit to the neutrino-mode and
antineutrino-mode data in the 200 < EQE

ν < 1250 MeV energy
range assuming two-neutrino oscillations, while the dashed
curves show selected points on the 1 sigma contour. Also shown
is the 1-sigma allowed band. The outer error bars include
statistical plus constrained systematic uncertainties, while the
inner error bars show the statistical uncertainties. The lowest
energy data point shows only the unconstrained background
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(b) Data-MC comparison in cos 𝜃

Figure 1.3: Distribution of MiniBooNE data collected in neutrino mode with reconstructed energy
150 < 𝐸

QE
𝜈 < 1250 MeV. The stacked color histograms represent the MC prediction, with green

histograms represent contributions from intrinsic 𝜈𝑒s in the beam and belgian and red histograms
denotes the dominant photon contribution from Δ radiative decay and 𝜋0 background. Fig. 1.3a
shows the comparison between data and MC simulation as a function of reconstructed neutrino
energy 𝐸QE

𝜈 . Fig. 1.3b shows the comparison in the cosine of the measured angle of outgoing
reconstructed candidate electron. The dashed line represents the best-fit two-neutrino oscillation
to neutrino-mode data. Taken from Figs. 17 and 18 from Ref. [74].

24



12.3%, and the background-only fit has a χ2 probability of
3 × 10−7 relative to the best oscillation fit and a χ2=ndf ¼
50.7=17.3 with a probability of 0.01%.
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excesses is 6.1σ, which is obtained by adding the
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FIG. 19. The total event excess in neutrino mode, correspond-
ing to 18.75 × 1020 POT in the 150 < EQE

ν < 3000 MeV energy
range. The solid curve shows the best fit to the neutrino-mode and
antineutrino-mode data in the 200 < EQE

ν < 1250 MeV energy
range assuming two-neutrino oscillations, while the dashed
curves show selected points on the 1 sigma contour. Also shown
is the 1-sigma allowed band. The outer error bars include
statistical plus constrained systematic uncertainties, while the
inner error bars show the statistical uncertainties. The lowest
energy data point shows only the unconstrained background
statistical uncertainty.
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Figure 1.4: Distribution of the MiniBooNE event excess in reconstructed neutrino energy 𝐸QE
𝜈

in neutrino mode data. The solid red line shows prediction at best-fit to neutrino-mode and
antineutrino-mode data assuming two-neutrino oscillation. Taken from Fig. 19 from Ref. [74].
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Chapter 2: The MicroBooNE Experiment

The Micro Booster Neutrino Experiment (MicroBooNE) is an experiment located at Fermilab

with the primary physics goal of investigating the MiniBooNE LEE. The MicroBooNE experiment

is exposed to the same on-axis Booster Neutrino Beam (BNB) as MiniBooNE at a slightly different

baseline, and makes use of the state-of-the-art liquid argon time projection chamber (LArTPC)

technology for its superior spatial and calorimetric resolution. This chapter gives an overview of

the MicroBooNE experiment, covering the BNB in Sec. 2.1, the MicroBooNE LArTPC detector

in Sec. 2.2 and at last MicroBooNE readout and triggering system in Sec. 2.3.

2.1 The Neutrino Beam

2.1.1 The Booster Neutrino Beam Line

MicroBooNE is exposed to two independent neutrino beams at different energies: on-axis

neutrino flux from the BNB and off-axis neutrino flux from Neutrinos at the Main Injector (NuMI)

beam. Since analysis in this thesis uses only data collected with the BNB, we will only discuss the

BNB beam here.

The neutrino beam is produced by the decay of secondary mesons from bombarding high-

energy protons onto a beryllium target. It comprises predominantly 𝜈𝜇 or 𝜈𝜇 with an average energy

of ∼ 800 MeV [72]. The protons are produced by the Fermilab accelerator complex [77]. First, H−

hydrogen ions are accelerated in the linear accelerator (Linac) to energy up to 400 MeV and then

pass through a carbon foil, which removes electrons from the ions, producing a beam of protons.

Then protons are injected into the Booster, which is a 474-meter circumference synchrotron, travel

around the Booster about 20,000 times and get accelerated to a momentum of 8.9 GeV/𝑐 before

they are extracted to the BNB.
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2008, over 1021 protons have been delivered to the BNB,
with a typical up time of greater than 90% during normal
operations. The neutrino oscillation results in neutrino
mode were published using 5:6! 1020 protons-on-target
delivered prior to 2006, when the polarity of the horn was
reversed to collect antineutrino mode data [9].

B. Target

The target consists of seven identical cylindrical slugs of
beryllium arranged to produce a cylinder 71.1 cm long and
0.51 cm in radius. The target is contained within a beryl-
lium sleeve 0.9 cm thick with an inner radius of 1.37 cm.
Each target slug is supported within the sleeve by three
‘‘fins’’ (also beryllium) which extend radially out from the
target to the sleeve. The volume of air within the sleeve is
circulated to provide cooling for the target when the beam
line is in operation. The target and associated assembly are
shown in Fig. 2, where the top figure shows an ‘‘exploded’’
view of the various components (with the downstream end
of the target on the right), and the bottom shows the
components in assembled form. The choice of beryllium
as the target material was motivated by residual radioac-
tivity issues in the event that the target assembly needed to
be replaced, as well as energy loss considerations that
allow the air-cooling system to be sufficient.

Upstream of the target, the primary proton beam is
monitored using four systems: two toroids measuring its
intensity (protons-per-pulse), beam position monitors
(BPM) and a multiwire chamber determining the beam
width and position, and a resistive wall monitor (RWM)

measuring both the time and intensity of the beam spills.
The vacuum of the beam pipe extends to about 5 feet
upstream of the target, minimizing upstream proton
interactions.
The toroids are continuously calibrated at 5 Hz with

their absolute calibrations verified twice a year. The cali-
brations have shown minimal deviation (< 0:5%). The
proton flux measured in the two toroids agree to within
2%, compatible with the expected systematic uncertainties.
The BPMs are split-plate devices that measure the differ-
ence of charge induced on two plates. By measuring the
change in beam position at several locations without inter-
vening optics, the BPMs are found to be accurate to 0.1 mm
(standard deviation). The multiwire is a wire chamber with
48 horizontal and 48 vertical wires and 0.5 mm pitch. The
profile of the beam is measured using the secondary emis-
sion induced by the beam on the wires.
The RWM is located upstream of the target to monitor

the time and intensity of the proton pulses prior to striking
the target. While the data from the RWM did not directly
enter the !" ! !e analysis, it allowed many useful cross

checks, such as those shown in Fig. 3. The left figure shows
a comparison of the production times of neutrinos observed
in the MiniBooNE detector estimated based on the vertex
and time reconstructed by the detector and subtracting the
time-of-flight. This time is then compared to the nearest
bucket as measured by the RWM. The distribution indi-
cates that neutrino events can be matched not only to pulses
from the booster, but to a specific bucket within the pulse.
The tails of the distribution result from the resolution of the

FIG. 1 (color online). Overall layout of the BNB. The primary proton beam, extracted from the booster, enters the target hall from
the left. Upon exiting the target hall, particles encounter a 50-meter-long decay region, terminating in the beam stop on the right.

NEUTRINO FLUX PREDICTION AT MiniBooNE PHYSICAL REVIEW D 79, 072002 (2009)
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Figure 2.1: Overall layout of the BNB. The proton beam extracted from the booster enters the
target hall from the left. After leaving the target hall, particles enter a 50-meter-long decay region
which terminates on the right at the beam stop. Taken from Fig. 1 in Ref. [72].

Figure 2.1 shows the layout of the BNB. The 8.9 GeV/𝑐momentum protons strike the beryllium

target embedded within a “horn” electromagnet. The monitoring systems located upstream of the

target monitor the time and intensity of the proton beam before they are incident on the target. The

delivery rate of proton pulses to the BNB is 5 Hz, and approximately 4 × 1012 protons-per-pulse.

Each pulse is called a beam-spill, and lasts ∼1.6 𝜇s with 82 bunches of protons each ∼2 ns wide

and 19 ns apart [72, 78].

The horn receives a pulsed current coinciding with the arrival of the proton beam at the target,

producing a magnetic field inside. When running in neutrino mode, the primary particles from

𝑝-Be interaction and secondary particles further produced from the interaction of primary particles

with the surrounding materials such as 𝜋±, 𝐾± and 𝐾0 are then (de)focused by the magnetic field.

The flow of the current can be changed such that charged particles with different signs can be

focused in neutrino versus antineutrino mode.

After the target-horn assembly is a concrete collimator followed by the decay pipe. The col-

limator is 214 cm long with an aperture of increasing radius from upstream to downstream. It
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reduces radiation elsewhere in the beamline by absorbing particles that would not contribute to

the neutrino flux. The decay region extends for 45 meters, inside which the secondary mesons

decay to produce an intense (anti)neutrino beam. The beam stop sits 50 meters downstream from

the upstream end of the beryllium target and absorbs particles apart from the neutrinos. There is

another set of absorbing plates located above the decay pipe at 25 meters. This absorber is only

used to study systematic uncertainty and was not deployed during MicroBooNE neutrino running.

2.1.2 The Neutrino Flux Prediction

MicroBooNE has only taken data during neutrino mode, when positively charged particles are

focused and eventually produce a neutrino-enhanced beam. In neutrino mode, the neutrino beam is

predominantly 𝜈𝜇 produced by pion decay 𝜋+ → 𝜇+ + 𝜈𝜇 and kaon decay 𝐾+ → 𝜇+ + 𝜈𝜇; the later

becomes the main mechanism to generate neutrinos with energy higher than 2.3 GeV [78]. The

contamination from wrong-sign 𝜈𝜇 neutrino and electron neutrino originates from the decay of 𝜇+

produced in meson two-body decay, 𝜇+ → 𝑒+ + 𝜈𝑒 + 𝜈𝜇, and from kaon decay, 𝐾+ → 𝑒+ + 𝜈𝑒 + 𝜋0.

The simulation of the MicroBooNE neutrino flux is based on the GEANT4 framework [79], adapted

from earlier work by the MiniBooNE Collaboration [72, 80]. Figure 2.2 shows the composition of

the beam in neutrino mode as a function of neutrino energy; 93.6% of the beam is made up of 𝜈𝜇’s

with 5.8% 𝜈𝜇 and < 0.6% 𝜈𝑒/𝜈𝑒 contamination [80].

2.2 The Detector

The MicroBooNE detector is situated on-axis in the BNB 468.5 meters downstream from the

target and consists mainly of the LArTPC, the light collection system and the cryogenic sys-

tem [81]. The LArTPC is a rectangular field cage of dimension 10.6 meters long, 2.6 meters

wide, and 2.3 meters high, filled with about 85 metric tons of highly purified liquid argon. Inside

the LArTPC are the cathod plane and anode wire planes connected to different voltages, creat-

ing an electric field inside the detector. The light-collection system comprises 32 photomultiplier

tubes (PMTs) located behind the LArTPC for the scintillation light collection. The LArTPC and
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scintillation light detection.2 Figure 3(a) shows the
MicroBooNE TPC, which is housed in a foam-insulated
evacuable cryostat vessel. The cathode-plane high voltage

is set at −70 kV during normal operation, creating a drift
field of 273 V=cm. The ionization electrons drift at a speed
of 1.1 mm=μs [61] in the drift field. This corresponds to
2.3 ms drift time for the maximum 2.56 m drift distance.
As shown in Fig. 3(b), there are three parallel wire

readout planes at the anode side of the TPC. These planes
are labeled as the “U”, “V”, and “W” planes,3 and each
plane contains 2368, 2368, and 3456 wires, respectively.
The wire spacing within a plane is 3 mm, and the planes are
spaced 3 mm apart. The wires in the W plane are aligned
vertically, and the wires in the U and V planes are oriented
at !60° with respect to the vertical direction. The different
orientations of the wires allow for determination of the
positions of the ionization electrons within the plane that
is transverse to the drift direction. Bias voltages for the U,
V, and W planes are −110 V, 0 V, and 230 V, respectively,
which satisfies the transparency condition that all drifting
electrons pass through the U and V (induction) wire planes
and are fully collected on the W (collection) plane. The
induced current on each wire is amplified, shaped, and
digitized through a custom designed front-end application-
specific integrated circuit [63] operating at 89 K in the
liquid argon. The direct implementation of readout elec-
tronics in the cold liquid significantly reduces electronics
noise. The equivalent noise charge on each wire is gen-
erally below 400 electrons. A minimum ionizing particle
usually produces in total 13,000 electrons at a single wire
if the particle trajectory is perpendicular to the wire
orientation [64].
Figure 3(b) also shows the light-collection system

behind the anode wire planes. This light-collection system
is used to detect scintillation light from the liquid argon
providing the precise timing of particle activity, which is
crucial to rejection of the high-rate cosmic-ray background
necessary in a surface-operating LArTPC detector like
MicroBooNE. Thirty-two 8-inch Hamamatsu R5912-
02MOD PMTs [60] provide uniform coverage of the anode
plane. An acrylic plate coated with tetraphenyl butadiene is
installed in front of each PMT to shift the ultraviolet argon
scintillation light to the visible part of the spectrum to
which the PMT is sensitive. The magnitude of the detected
light on each PMT provides position information for time-
isolated particle activities, which is compared with the light
pattern predicted from the ionization charge signals in the
TPC. A successful match [43] of charge and light signals
determines the association between individual TPC activity
and light detection and, therefore, the time of the corre-
sponding TPC activity.

C. Event trigger and readout

The BNB delivers proton pulses at a rate of 5 Hz
and approximately 4 × 1012 POT per pulse. Each pulse
is called a beam spill and lasts ∼1.6 μs with 82 2-ns wide

FIG. 2. Predicted neutrino flux from different decay modes at
the MicroBooNE detector: (a) flux of different neutrino flavors,
(b) νμ flux of different decay modes (the peak at 236 MeV
corresponds to Kaon decay at rest), and (c) νe flux of different
decay modes.

2One PMT stopped working after the run 1 data taking. 3The “W” plane is sometimes also referred to as the “Y” plane.

P. ABRATENKO et al. PHYS. REV. D 105, 112005 (2022)

112005-6

Figure 2.2: The simulated neutrino flux prediction at the MicroBooNE detector. Fluxes shown
averaged through the TPC detector volume. Taken from Fig. 1 in Ref. [78].

the light-collection system are both housed inside a foam-insulated cryostat vessel containing 170

tons of liquid argon, as depicted in Fig 2.3a.

2.2.1 The LArTPC

The MicroBooNE LArTPC is situated along the neutrino beam direction, with the cathode and

anode planes sitting at the beam-left and beam-right sides of the detector, parallel to the beam

direction. Figure 2.4 shows the arrangement of the LArTPC.

The cathode plane is assembled by nine individual stainless steel sheets and kept at a high

negative voltage of -70kV during normal operation. A uniform electric field of strength 273 V/cm

is established by a series of field rings enclosing the volume between the cathode and anode planes.

The field rings are connected by a voltage divider chain such that each ring is kept at a different

electrical potential, which maintains a uniform electric field between the cathode and anode planes.

A picture of the field rings and the cathode plane is shown in Fig. 2.3b.

At the anode, there are three sense wire planes: two induction planes with wires oriented at

±60◦ from vertical (also called “U” and “V” plane, or plane 0 and plane 1), and one collection

plane with vertically oriented wires (referred to as “Y” plane, or plane 2). The U, V, and Y wire
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Figure 8.1 The TPC inside the cryostat looking up the beamline from the downstream side. The cathode plane 
is on the right (beam-left).  The wire planes and PMT array are on the left (beam-right).  The TPC HV 
feedthrough is top-right (beam-left), and the TPC signal feedthroughs are shown top-left (beam-right). 

 

A (2.33 m height)×(2.56 m width)×(10.37 m length) rectangular solid defines the 61.8 m3 active 
volume of the TPC, which encompasses 86 tons of liquid argon when operational.  The TPC 
cathode plane forms the vertical boundary of the active volume on the left side of the detector 
when viewed along the neutrino beam direction (“beam-left”). Three parallel vertical sense wire 
planes are mounted on the “beam-right” side of the active volume.  The wires in the “Y” plane 
are oriented vertically, while wires in the “U” and “V” planes are oriented ±60 degrees, 
respectively, with respect to vertical.  Ionization electrons drift from beam-left to beam-right, 
reaching in turn the U, V, and Y planes.  The drifting electrons induce charge on the U and V 
induction plane sense wires as they drift by and deposit their negative charge on the Y collection 
plane sense wires.   

The TPC HVFT occupies a position near the beam-left downstream top corner of the TPC.  The 
TPC signal feedthroughs line up along the top beam-right boundary of the TPC. 

Figure 9. Schematic diagram of the MicroBooNE LArTPC , depicted as it is arranged inside the cryostat.

The four corners of each field cage loop are curved with a radius of 5.24 cm. Each corner is
formed by three parts: two couplings and an elbow, shown in figure 12. The couplings make the
connections between the pipes and the elbow. The thin-walled tubes and elbows slip-fit over the
ends of the couplings with a 2.2 cm overlap. Each coupling has two 6-32 NC tapped holes and the
connections to the adjoining pieces are made by hex-head button-screws and split-ring lock washers
with no teeth.

In order to avoid electrical breakdown between the inner cryostat surface and field cage parts
at high potential on or near the cathode, the electric field strength is minimized at the corners and
edges of the field cage. Loops 0, 1, and 2 are each designed differently than the other field cage
loops. Loop 0 is a special case in that it is made from larger diameter piping of 5.08 cm OD,
and frames the cathode and also acts as its mechanical support. It operates at the same electrical
potential as the cathode plane sheets attached to it. Loop 0 has a slightly smaller area than the other
field cage loops, as shown in figure 12. Loop 1 is the first of the 64 loops in the field cage with 2.54
cm pipe OD. It surrounds the cathode plane and operates at cathode potential. The elbow of loop
1 has a specially designed geometry in order to minimize the electric field potential. The elbow of
loop 2 has a larger radius of curvature than the standard elbows, also for the purpose of minimizing
the electric field potential. For all three of these loops (loop 0, 1, and 2), connections at corners
and joints are made by welding instead of screws to avoid sharp edges that would result in higher
electric fields and greater chance of electrical breakdown.
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Figure 10. Top: exterior view showing the cathode frame and structural supports to which cathode sheets
are fastened. Bottom: interior view of cathode plane as viewed from the upstream end of the LArTPC ,
showing cathode sheets. Note that the cathode sheets are polished, so a reflection is is clearly present in
this photograph.
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(b)

Figure 2.3: (a): Diagram of the MicroBooNE rectangular LArTPC, housed inside the cylindrical
cryostat. (b) interior view of the cathode plane (the shiny wall on the left) as viewed from the
upstream end of the LArTPC. Also visible are the field rings on the top, bottom and downstream
end. Taken from Figs. 9 and 10 in Ref. [81].

planes are spaced 3 mm apart and have 2368, 2368, and 3456 wires respectively, each with a wire

pitch of 3 mm. The bias voltages set on the U, V and Y planes are 110 V, 0 V and 230 V.
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Figure 2. Operational principle of the MicroBooNE LArTPC.

and supplies trigger information to an electronic readout system. The light collection system signals
are vital in distinguishing detector activity that is in-time with the beam (and therefore possibly
originating from beam interactions) from activity which is out-of-time (and therefore probably
not associated with the beam), benefiting triggering and event reconstruction. Information on the
z and y position of an interaction can also be inferred from the light system, further aiding in
the reconstruction.

Liquid argon as a target for neutrinos is attractive due to its density, allowing a more compact
detector with a substantial boost in event rate over a comparable detector using less dense media.
A tradeoff to this aspect is the fact that the complicated structure of the argon nucleus (relative to
hydrogen or helium, for example) will introduce nuclear effects that the data analysis must take
into account. The cryogenic temperatures at which the noble elements are in the liquid phase also
introduces the need for additional design considerations to ensure stable and safe operations.

Table 1 lists some of the properties of liquid argon that are salient for LArTPC design. The
noble liquids produce copious numbers of UV photons for every traversing charged particle, as
well as large amounts of ionization. The electrons from this ionization can be drifted for distances
of meters under a modest electric field (∼500 V/cm). Finally, building LArTPCs on increasingly
large scales for neutrino detection becomes economically possible, given the abundance (1% of
atmosphere) and low cost of argon and the convenient feature that it can be maintained as a liquid
through refrigeration using liquid nitrogen which is plentiful and cheap.

The successful implementation of the LArTPC technique depends critically on a number of
factors. The liquid argon must be purified of any electronegative contaminants, such as water
or oxygen, to accommodate the very long drift path of ionization through a MicroBooNE-sized

– 4 –

Figure 2.4: Cartoon of the MicroBooNE LArTPC showing arrangement of the anode and cathode
planes, and the detector’s working principle. Taken from Fig. 2 in Ref. [81].
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(a) Electron drift paths.
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(b) Weighting potential on a U wire.
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(c) Weighting potential on a V wire.
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(d) Weighting potential on a Y wire.

Figure 2. A demonstration of electron drift paths in the applied electric field (panel a) and weighting
potentials (panels b, c, d) on individual wires of the 2D MicroBooNE TPC model, using the Garfield
program. The coordinates for each plane are defined in section 2.3 as shown in figure 8a. The x-Axis is in
the drifting field direction and the z-Axis is in the beam direction. The weighting potential is a dimensionless
quantity, given as a value relative to the to the electric potential on the target wire. Values for the weighting
potential are indicated in percentage on each equipotential line, ranging from 1% for the farthest to 60% for
the closest illustrated.

negative voltage at the upper boundary of the simulated area. The nominal MicroBooNE operating
bias voltages for each wire plane are used in the calculation.

There are two stages in calculating the field response functions. The first one is the calculation
of the electron drift paths in the applied electric field as shown in figure 2a. The second stage is the

– 6 –

Figure 2.5: The electron drift paths in the applied electric field (in yellow) for a 2D model of a
portion of MicroBooNE LArTPC near a subset of wires, simulated with the Garfield software [82].
The x-axis is the direction of the drifting electric field, and the z-axis is in the beam direction. Taken
from Fig. 2 in Ref. [83].

Figure 2.4 shows the working principle of the LArTPC. When charged particles from a neutrino

interaction traverse through liquid argon, they ionize argon atoms along their path, leaving free

ionization electrons and creating prompt scintillation photons. Under the uniform electric field,

the ionization electrons drift toward the anode planes. Thanks to the highly-purified liquid argon,

the ionization electrons can drift over distances of O(𝑚) with minimal attenuation until they reach

the anode planes. Under 273 V/cm electric field in the detector, electrons drift at a velocity of 1.1

mm/𝜇s [84] leading to a maximum drift time of 2.3 ms from the cathode plane to the anode plane.

As shown in Fig. 2.5, due to different bias voltages on three planes, the drifting electrons pass by

the two induction planes and eventually get collected by wires on the collection plane. This creates

“bipolar” induced signals on the induction planes and “unipolar” signals on the collection plane.

2.2.2 Light Detection System

Besides the ionization electrons, light is also produced in this process. Liquid argon is an

excellent scintillator and is transparent to its own scintillation light. When excited argon atoms
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decay, they emit vacuum ultraviolet (VUV) scintillation light with a wavelength of 128 nm isotrop-

ically [81]. The emitted scintillation photons have a fast component of 6.8 𝑛𝑠; thus, once detected

in coincidence with a BNB beam spill, they serve as a neutrino interaction candidate trigger, and

they are also used to determine the time of neutrino interaction 𝑡0. This is needed to determine the

location of the interaction in the drifting direction, in combination with the measured arrival time

of corresponding ionization charge on the anode plane.
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Figure 29. Left: diagram of the optical unit; right: units mounted in MicroBooNE, immediately prior to
LArTPC installation.

The R5912-02mod employs a bi-alkali photocathode. Because the PMT is designed for
cryogenic use, the R5912-02mod also features a thin platinum layer between the photocathode
and the borosilicate glass envelope to preserve the conductance at low temperatures. While this
allows the PMT to function below 150 K, absorption in the platinum reduces the efficiency of the
PMT by 20%. Figure 30 provides quantum efficiency curves for these PMTs. The manufacturer’s
specifications do not include the effects of the platinum photocathode coating, but a wavelength
dependent quantum efficiency was provided by Hamamatsu for 4 of the 32 installed PMTs. The
mean and standard deviation of these curves are shown in figure 30.

The R5912-02mod is a 14-stage PMT. The high gain at room temperature (109 at ∼1700 V),
compensates for known reduced gain at 87 K in the liquid argon. The high gain also has the
additional advantage of allowing operation at lower than nominal voltage which reduces heat-loss
in the PMT bases and the potential for high voltage breakdown at the feedthroughs.

The PMT base is designed such that the photocathode is grounded and the anode is held at
large, positive voltage. Thus the PMT bulb, which is closest to the LArTPC anode plane, is at
ground and does not disturb the electric field on the wires. The result is that the high voltage (HV)
can be provided and the signal can be extracted from the PMT using a single cable, reducing the
cable volume in the vapor region and removing a possible source of out-gassing water impurity.

The flat PC-board base was made of Rogers RO4000-series woven glass-reinforced laminate,
which is the same material as the LArTPC cryogenic front end boards. Use of Rogers 4000 series
as the base material avoids the potential risk of contamination of the liquid argon. The Rogers
material has a similar temperature expansion coefficient as the surface mounted components which
enhances the reliability of the electronics assembly when operated at cryogenic temperatures. The
base is attached ∼1 cm from the bottom of the PMT and is the closest possible distance of safe
approach to the PMT vacuum seal tip. A schematic and photos of the PMT base are provided in
reference [45]. The passive components include only metal film resistors and C0G/NP0 capacitors,
which have the minimum temperature coefficients, and the performance of all components at
cryogenic temperatures was tested. Because the supplied HV and return signal share a single
cable, the signal must be split from the HV through an AC-coupling capacitor, as is discussed in
section 5.2.5.
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Figure 2.6: Diagram of one optical unit: a PMT situated behind a TPB-plate and surrounded by a
mu-metal shield. Taken from Fig. 29 in Ref. [81].

The light-collection system is situated behind the anode plane facing into the detector volume

and primarily comprises 32 cryogenic R5912-02MOD Hamamatsu PMTs. The placement of the

PMTs are shown in Fig. 2.7a, yielding 0.9% photocathode coverage. As highlighted in Fig. 2.7b,

the MicroBooNE PMTs are sensitive to photons with wavelengths of 300∼600 nm. Thus, in order

to detect the scintillation light, tetraphenyl-butadiene (TPB) is used to convert the VUV light to

visible wavelengths peaking at 425 detectable by the PMTs. Figure 2.6 shows one unit of the PMT

placed behind an acrylic plate coated with a TPB-rich layer.
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secondary optical system of four lightguide paddles [40]. These are mounted behind the anode wire planes
such that the view is not obscured by structural cross bars of the LArTPC.

The light collection detectors are located in the y-z plane behind the anode planes of the
LArTPC, as shown in figure 26. The combined transparency of the three anode planes is 86% for
light at normal incidence. This transparency value assumes 100% of VUV photons impinging on
the wires are absorbed. The detectors were placed so as not to be obscured by the LArTPC structural
cross-bars, shown in figure 26. Locating the light detectors behind the anode plane places them in
a very weak electric field due to the +440 V bias of the collection plane. To test for an effect from
weak electric fields, the response of a PMT placed between a +700 V mesh and ground, separated
by 50 cm, was studied. The PMT zenith was 25 cm from the voltage source. No effects on the
signal were observed. This was expected, as the photocathode is held at ground, effectively acting
as a Faraday cage.

Throughout the design and construction of the light collection system, substantial R&D was
performed. The reader should refer to [27, 40–49] for detailed results of these studies. A useful
overall review is available in [50].

Figure 27 shows the light observed in two sequential events in the argon, consistent with a
muon entering the detector followed by a Michel electron from the decay. One can see that the light
is relatively well localized. This allows the light to be correlated with specific tracks in the detector.
This “flash-track matching” is used to identify and reconstruct the tracks that are in time with the
beam spill-an important goal of the light collection system.

5.1 Light production in argon

Light produced in liquid argon arises from two processes: scintillation and Cherenkov radiation.
Scintillation light is produced by the formation and eventual radiative decay of excited argon dimers
(or eximers) and is emitted in an isotropic distribution. Liquid argon is an excellent scintillator:
it produces a large amount of light per unit energy deposited (about 24,000 photons per MeV at
500 V/cm drift field) and is transparent to its own scintillation. The scintillation light has a prompt
and slow component with decay times of about 6 ns and 1.6 µs, respectively. The two lifetimes
correspond to the two lowest-lying eximer states with the prompt component coming from the
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(a) Sketch of MicroBooNE light-collection system
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Figure 28. Scintillation light emission spectrum (red) and TPB re-emission spectrum (green), in arbitary
units. Superimposed are relevant efficiencies (plotted in % on the y axis): dark green line – absorption of
VUV light by TPB; black line – transmission of borosilicate glass; blue line – efficiency of a R5912-02mod
cryogenic PMT [50].

Because scintillation photons have a wavelength of 128 nm, they are are very difficult to detect
using conventional photodetectors. Figure 28 summarizes the challenges involved in detection of
the 128 nm scintillation light. In order to detect the scintillation light (red distribution shown
in figure 28), the VUV photons must be shifted into the visible region. MicroBooNE employs
tetraphenyl-butadiene (TPB). This organic fluor absorbs in the UV (green line) and emits in the
visible with a peak at 425 ± 20 nm (green hatched region), the peak wavelength having a slight
dependence on the micro-environment of the fluors. This is a favorable wavelength for detection
by the PMTs employed by MicroBooNE. The efficiency for transmission through borosilicate PMT
glass (black) and the quantum efficiency of the cryogenic tubes used in MicroBooNE (blue) are
overlaid on the TPB spectrum.

5.2 The primary light collection system
Each of the 32 optical units of the primary light collection system consist of a cryogenic Hamamatsu
5912-02MOD PMT seated behind an acrylic plate coated with a TPB-rich layer and surrounded by
a mu-metal shield. Figure 29 shows a diagram of one unit (left) and a photograph of the installed
units (right). Past experiments have directly coated PMTs with wavelength shifter [5]. However,
the MicroBooNE design separates the PMT from the wavelength-shifting plate for simplicity of
quality control and installation. This proved important, as R&D indicated that TPB is particularly
vulnerable to environmental degradation (see section 5.2.3). In this section, a description is provided
for each component of the optical unit, as well as for the overall assembly.

5.2.1 Photomultiplier tubes, bases, and initial tests
Reference [45] provides detailed information on the selection and testing of the 200 mm (8.0 in)
diameter Hamamatsu R5912-02mod cryogenic PMTs employed in MicroBooNE. In this section a
brief summary of the findings from this testing is presented.
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(b) Scintillation light emission and detection spectrum

Figure 2.7: (a): Diagram showing the orientation of the 32 PMTs (labeled as “optical units”) in
MicroBooNE detector. (b): This figure highlights the challenge in detecting the scintillation light
from argon. The red dashed curve shows the spectrum of scintillation light emitted by argon; the
solid blue curve represents the efficiency of the R5912-02MOD PMT employed by MicroBooNE;
the dashed green curve represents the re-emission spectrum of the TPB. Taken from Figs. 26 and 28
in Ref. [81].

2.3 Detector Readout and Triggering

The signals from the LArTPC and light collection system need to be amplified, digitized, and

organized by the Data Acquisition (DAQ) systems before being written to disk for analysis. The

LArTPC and PMT readout systems use a different designs for analog front-end and digitization
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and share the same back-end design for organizing and packaging data1 before sending them to the

DAQ system [81], as shown in Fig. 2.8. This section will briefly describe the readout system for

the LArTPC and PMT, as well as the trigger system employed in MicroBooNE.

2.3.1 TPC Readout System

To minimize the electronics noise, MicroBooNE uses cryogenic front-end electronics situated

inside the Cryostat to read out the LArTPC. For this purpose, the analog front-end application-

specific integrated circuits (ASICs) are integrated on a cold motherboard directly attached to

wire carrier boards on the LArTPC. The signals from 8256 LArTPC wires are independently

pre-amplified and shaped by the front-end ASICs before being transmitted to the warm interface

electronics through cold cables. The warm interface electronics are installed on top of signal-

feedthrough flange onto the Cryostat. Here, the signals are further amplified by intermediate am-

plifiers shielded in a Faraday cage in order to prepare for ∼ 20 meter-long transmission to the warm

digitizing and processing readout electronics in the detector hall.

The readout of 8256 LArTPC wires is distributed among 9 readout crates, each consisting of

16 − 18 Front End readout Modules (FEMs) and connected to a dedicated DAQ server. A custom,

BNL-designed analog-to-digital conversion (ADC) module on the FEM handles signals from 64

wires through 8 octal-channel 12-bit ADCs and digitizes the signals continuously at a frequency

of 16 MHz. The digitized data then get downsampled to 2 MHz by the field-programmable gate

array (FPGA) on the FEM. The FPGA is responsible for processing the signals, reducing the data

rate, and preparing the data for readout by the DAQ system.

MicroBooNE has two separate data streams for readout for different purposes: one stream

contains losslessly compressed LArTPC data recorded in coincidence with the event Level-1 trig-

ger (discussed in Sec. 2.3.3), which is referred to as the “NU” data stream; the second stream is a

continuous, lossily compressed readout of the LArTPC data. The continuous data is used for beam-

unrelated physics analysis, such as the detection of potential supernova bursts, and is referred to as

1The Columbia neutrino group at Nevis Labs led the design and construction of the warm readout electronics for
the MicroBooNE detector.
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Figure 45. MicroBooNE LArTPC and PMT signal processing and readout stages.

voltage distribution system, decoupling capacitors, and calibration networks. The front-end ASIC
and associated circuits are implemented on a cold mother board which is directly attached to wire
carrier boards on the LArTPC itself. Cold cables are used to transmit output signals from cold
motherboards to warm interface electronics installed on the top of the signal feed-through flanges.

6.1.1 CMOS ASIC

The analog front end ASIC is designed in 180 nm CMOS technology, which integrates both the
preamplifier and shaper on a single chip. Each chip has 16 channels to read out signals from 16
wires. Each channel also has a charge injection capacitor for precision calibration. In MicroBooNE,
the shaper has four programmable gain settings (4.7, 7.8, 14 and 25 mV/fC) and four programmable
peaking time settings (0.5, 1.0, 2.0 and 3.0 µs) that provide increased flexibility to the readout
system. The ASIC also has programmable baseline settings (200 or 900 mV) to accommodate
di�erent detection wire configurations: either collection or induction plane. It has a selectable
AC/DC coupling mode with a 100 µs time constant for the AC coupling mode, which can be used
to reduce low frequency noise. The ASIC also has built-in band-gap reference and temperature
sensors to facilitate biasing and monitoring.

The CMOS ASICs consume only 6 mW/channel in their default configuration. The front end
ASICs of the entire detector generate 50 W of heat load that is easily handled by the cryogenics
system. Design guidelines that constrain the electric field and the current density to address the
lifetime of CMOS devices operated at cryogenic temperatures have been applied to every single
transistor (total ⇠15,000 transistors) in the ASIC design. A picture of the layout of the CMOS ASIC
is shown in figure 46. Test results agree well with simulations and indicate that the analog and the
digital circuits (including the digital interface) operate as expected in the cryogenic environment.

The MicroBooNE LArTPC has 8,256 readout channels and a total of 516 CMOS ASICs are
required to fully instrument the detector. The production testing of the CMOS ASICs required two
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Figure 2.8: Scheme for MicroBooNE’s LArTPC and PMT signal processing and readout. Taken
from Fig. 45 in Ref. [81].

the ”SN” stream.

In MicroBooNE, the frame size for readout is set to 1.6 ms. For the NU stream, when an event

trigger is received, 4.8 ms of data spanning three or four frames are trimmed, as shown in Fig. 2.9.

Then, the trimmed data is run through the Huffman encoding [85], which losslessly reduces the

data rate by a factor of ∼5. For the continuous SN stream, further reduction is required. The

FPGA applies two sequential data reduction algorithms to the SN data [86]. Zero suppression is

applied first, where the ADC samples not meeting a configurable threshold (for each channel) with

reference to a configured baseline are discarded, followed by the Huffman compression, yielding

an overall compression factor of ≈ 20 − 80.

From the readout electronics, the compressed data is then sent to a dedicated sub-event buffer

(SEB) DAQ server, which creates sub-event fragments. For the NU stream, these fragments are

sent to an event-building machine (EVB) for full-event building, and an additional high-level soft-
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Figure 56. MicroBooNE trigger readout.

three or four frames. In order to reduce the amount of data being transmitted, the FPGA trims the
three or four frames to span the exact 4.8 ms required, 1.6 ms before the trigger plus 3.2 ms after
the trigger. In parallel, the data is continually sent out through the SN data stream, frame by frame.
The compression and data reduction algorithms applied to each of the two streams are described in
the following section.

After processing by the FPGA, the data passes to the crate backplane dataway on connectors
shown in figure 54. A token-passing scheme is utilized to transfer data from each FEM board to
the data transmitter module (XMIT) in a controlled way, whereby each FEM, in the order of closest
to furthest away from the XMIT module, receives a token, transmits its data to the XMIT, and
passes the token on to the next FEM in the sequence. For the NU stream, each FEM sends all
data associated with a particular trigger number; while for the SN stream, each FEM sends all data
associated with a particular frame number. This data transfer is relayed via the otherwise passive
crate backplane, and is limited to 512 MB/s. In the XMIT module, the data is buffered temporarily
and sent to the DAQ machine through the two streams, SN and NU, which proceed effectively
in parallel.

6.3.3 Compression schemes
In the case of the NU data stream, a lossless Huffman coding scheme implemented in the FEM
FPGA compresses the data by approximately a factor of 4.5 (dependent on ASIC gain and shaping
settings). Further reduction in the overall data rate processed by the DAQ system is achieved by
exploiting a PMT trigger in coincidence with the BNB trigger, as described in section 6.5. Huffman
coding provides for lossless data compression by taking advantage of the slow variation of the
waveform TPC data in any given channel. In particular, this compression scheme relies on the
fact that successive data samples on any given wire vary relatively slowly in time. As such, when
noise levels are low, any two adjacent data samples either coincide or differ by 1 ADC count. The
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Figure 2.9: MicroBooNE readout for NU stream. Taken from Fig. 56 in Ref. [81].

ware trigger utilizing light information is applied to further reduce the event rate before the events

are written to the local disk on the EVB and later sent offline for further processing. For the SN

stream, data sits on the SEB, and is not transferred to offline storage unless a SuperNova Early

Warning System (SNEWS) [87] alert is received. If no SNEWS alert is issued and disk occupancy

reaches 80%, the oldest SN data is permanently deleted until the occupancy falls below 70% [86].

2.3.2 Light Readout System

Light produced by neutrino interactions in the detector is an important complement of the

charge information and provides critical information for neutrino event selection and reconstruc-

tion. For NU stream, requiring light collected to be in coincidence with the beam spill can help

reject cosmic-ray background significantly; for SN stream, the light information can provide event

time 𝑡0 when matched correctly to corresponding ionization activity in the TPC.

The PMT readout system processes signals from the PMTs and identifies light coincident with

the beam spills for triggering. Figure 2.10 shows the stages of PMT signal processing. The signal

from each PMT is split into two different gains: the high-gain (HG) channel carries 18% of the

signal, and the low-gain (LG) channel carries 1.8% of the signal [81]. Each gain channel is split

again into HG1, HG2, and LG1 and LG2. These separate copies allow the PMT readout system to

separately process beam-related and beam-unrelated PMT signals with ease.

After the HV/signal splitter, the PMT signals are pre-amplified and shaped into unipolar signals

by preamp/shaper boards and then passed to PMT readout modules, which digitize the signals at

64 MHz and further process them. In the case of a BNB or other external trigger, PMT signals
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Figure 58. PMT signal processing stages, and digital signal processing in the PMT FEM. Each PMT signal
is discriminated and gated (in the presence of an external gate, such as a beam gate), and primitives such as
hit amplitude and hit multiplicity are used to construct a PMT-based trigger. All discriminated/gated data is
transferred continuously to a DRAM for the SN stream. When there is a Level-1 trigger, data corresponding
to four frames, including the trigger frame and one/two frames preceding/following the trigger frame, are
transferred to a DRAM for the NU data stream for readout by the DAQ.

in order to allow more flexibility in separately processing beam-related and beam-unrelated PMT
signals. All 32×2×2 (PMT) plus 4 (light guide paddle) signals are pre-amplified and shaped in
16-channel pre-amp/shaper boards (section 6.4.1). Three PMT readout modules receive the analog
shaped signals differentially and digitize them (section 6.4.2) at 64MHz. The PMT readout modules
then process the signals in order to prepare them for shipping to a designated DAQ machine and to
form a possible PMT trigger (section 6.4.3).

Each one of the three PMTADC+FEM readout boards used in the PMT readout system handles
one of the following:

• Readout of and PMT trigger generation using the HG1 PMT signals associated with neutrino
beam events. The paddle signals are also readout by this board but they do not participate in
the trigger generation.

• Readout of and PMT trigger generation using the HG2 PMT signals that are out of beam time
(i.e. cosmic rays and other cosmogenic backgrounds).

• Readout of the LG1 PMT signals associated with neutrino beam events and signals that are
out of beam time.

After signal processing, the data is sent to a designated DAQmachine via a transmitter (XMIT)
module in the same way as is done for LArTPC data. Two data streams are provided: a NU data
stream associated with event triggers and a SN data stream which a continuous version of the NU
stream readout.

The PMT readout and trigger electronics share the same 16 MHz clock as the LArTPC readout
electronics, and likewise keep track of time since run-start in 1.6 ms-long frames. All PMT readout
electronics are housed in a single VME 6U crate.

– 64 –

Figure 2.10: Cartoon illustrating the processing of PMT signal in MicroBooNE. Taken from Fig. 58
in Ref. [81].

spanning four 1.6 ms frames (frame containing the trigger, one/two frames preceding/following the

trigger frame) are recorded for the NU stream. Zero suppression is applied after the digitization in

order to reduce the data rate except for data surrounding the beam spill. When a BNB-coincident

beam-gate signal is received, 4 𝜇s earlier than the expected arrival of neutrinos, 1500 consecutive

PMT samples (corresponding to 23.4 𝜇s) surrounding and including the beam-spill period are read

out continuously with no compression. After signal processing, PMT data is sent to the designated

DAQ in the same way as for LArTPC data.

While processing the PMT signals, the PMT readout module can also generate two different

PMT-based triggers when certain criteria are met: a cosmic PMT trigger or a beam-gate-coincident

PMT trigger [81]. The formation of the cosmic PMT trigger makes use of PMT signals outside the

beam-spill-surrounding period, while the beam-gate-coincident PMT trigger requires PMT signals

inside the beam spill period, and the construction of these two triggers has different requirements

on the PMT hit amplitude and hit multiplicity. The PMT trigger information is available for the

events in the NU stream at the event-building stage and offline for future analysis.
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2.3.3 MicroBooNE Trigger System

MicroBooNE employs two-level triggering to control the data rate to a maintainable level.

The first trigger is the hardware trigger, or “Level-1” trigger. The MicroBooNE Trigger Board

(TB) takes charge of issuing the “Level-1” trigger. The TB takes input from the BNB, NUMI, a

configurable fake beam (strobe) trigger, and two calibration signals as trigger inputs. These trigger

inputs can be independently pre-scaled, masked, and mixed together to generate a Level-1 trigger.

Once a hardware trigger is received, the readout of the NU data stream from both the LArTPC and

the PMT systems is recorded.

If every triggered event were to be recorded, running with a 5 Hz beam trigger rate would lead

to a data volume of ∼13 TB per day with Huffman compression. Since, on average, MicroBooNE

expects to see one neutrino interaction inside the detector active volume per ∼600 beam-spills,

to reduce the data rate further, MicroBooNE applies a high-level software trigger, run within the

DAQ in the event-building stage. For all Level-1 triggered events, the software trigger looks at

the PMT signal during the beam-spill, and if there is a significant amount of PMT light coincident

with the arrival of the neutrino beam, the event will be saved. This software trigger reduces the

data rate by a factor of ∼ 22 to 500 GB per day with negligible efficiency loss for the neutrino

interactions [78]. This is lower than the factor of ∼ 600 because of random coincident cosmics

since MicroBooNE detector operates on-surface.

2.4 Detector Operations

MicroBooNE ran for 5 years between 2015 and 2020, with a total exposure of 1.3 × 1021

protons-on-target (POT). Data collected each year marks an individual run, starting with first-year

data considered as “Run 1”, etc. Figure 2.11 shows the accumulated POT delivered to Micro-

BooNE during Runs 1-5 data taking. The analysis presented in this thesis utilizes 6.868 × 1020

POT of data collected during the first three years of running (referred to as “Runs 123”).
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Figure 2.11: POT delivered to MicroBooNE over five-year data-taking period.
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Chapter 3: Simulation and Reconstruction in MicroBooNE

This chapter discusses the simulation and reconstruction of events in MicroBooNE. Section 3.1

describes general event simulation and background modeling in MicroBooNE, followed by Sec. 3.2

where the signal processing and pattern-recognition reconstruction are briefly discussed, and Sec. 3.3

focusing on high-level reconstruction specific to the analyses presented in this thesis.

3.1 Neutrino Interaction Simulation and Cosmic Modeling

Any new process search or precise cross-section measurement typically requires an accurate

MC simulation of the experiment for a reliable estimate of the contribution from different types of

backgrounds. MicroBooNE uses both MC simulation and data-driven techniques for background

evaluation.

3.1.1 Cosmic Modeling

As a detector operating on the Earth’s surface, without significant overburden, the Micro-

BooNE LArTPC sees a high rate of cosmic-ray muons at 5 kHz; this leads to O(10) cosmic muons

entering the detector volume during each 2.3 ms drift time window [88]. Thus, it is crucial to

have a precise model of the cosmic ray activity in the detector. MicroBooNE utilizes recorded data

collected when the neutrino beam is turned off to estimate the cosmic activity in the detector. Two

sets of beam-off data are recorded for different purposes. One data stream records cosmic activity

without any optical requirements, and is overlaid with simulated neutrino activity to account for

cosmic activity in the detector during the TPC readout window. The other data stream contains

events that are triggered by the optical signals from cosmic activity during the fake beam spill win-

dow and saved in the same manner as the NU stream. This data stream is used to estimate recorded
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events that are triggered by cosmic activity when no neutrino interacts in the detector during the

BNB beam-spill.

In MicroBooNE, the cosmic-ray rate can also be simulated using CORSIKA [89] v7.4003.

CORSIKA simulates a flux of the cosmic nuclei and the hadronic interactions in the air showers

initiated by the cosmic nuclei [88]; then the primary particles from the interaction and their in-

teraction/decay products are propagated through the MicroBooNE LArTPC using GEANT4 and

subsequent simulation tools in MicroBooNE.

3.1.2 Neutrino Interaction Simulation

In general simulation of neutrino interactions in MicroBooNE can be broken down into four

steps. First, the flux of the neutrino beam is simulated, as described in Sec. 2.1.2. Then, the

simulated neutrino flux profile is fed into the GENIE [90] neutrino event generator. MicroBooNE

adopted GENIE v3.0.6 as the core event generator with a customized tune [91] of the CCQE and

CC two-particle two-hole (CC2p2h) models to T2K CC0𝜋 data [92]. The GENIE simulation takes

into account the energy of the neutrino sampled, the materials the neutrino encounters, and the

cross-section of the interaction, and simulates neutrino interactions inside and outside the Micro-

BooNE cryostat.

The final state particles from GENIE interactions are passed to LArSoft [93] framework, which

is a toolkit for the full simulation in the detector, reconstruction as well as analysis of the LArTPC

events. The propagation of the final state particles in the detector is simulated by the GEANT4 [79]

toolkit v4_10_3_03c implemented in LArSoft. This includes the energy deposition, ionization

electrons, and optical photons produced along the path of the particle trajectory. LArSoft simulates

the propagation of scintillation light in the detector medium to the PMTs and the drift of the

ionization charge to the wires while taking into account different detector effects, such as Rayleigh

scattering, reflection, and partial absorption of the light in the medium, electron recombination

with argon ions [94], and space charge effects [95, 96, 97, 98].
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Then, a dedicated detector simulation is used to simulate the electric field response1 and elec-

tronics response of the detector [83], while taking into account the diffusion [99] and absorption

of the ionization charge during the drift. The field response functions of wires are calculated based

on the electron drift paths (example shown in Fig. 2.5) and the weighting fields of wires simulated

with the Garfield program [82]. The electronics response includes two parts and models the behav-

ior of the pre-amplifier that amplifies and shapes the analog signals from the TPC, and the behavior

of resistor-capacitor (RC) circuits employed to remove the baseline from the pre-amplifier and the

intermediate amplifier [100].

Eventually, the TPC signal for each channel is simulated as [83]:

𝑀 = (Idepo ⊗ Tdrift ⊗ Rduct + N) ⊗ Rdigit (3.1)

where

• Idepo represents the initial distribution of the ionization electrons due to energy deposition of

charged particles.

• Tdrift represents a function that transforms initial ionization charges to distributions of elec-

trons arriving at the wires, which includes various detector effects.

• Rduct represents the response of the wires, which is the convolution of field response and

electronics response.

• N represents simulated inherent electronics noise [83].

• Rdigit models the waveform digitization process.

Figure 3.1 shows the simulated waveform for a 5-GeV muon.

As discussed in Sec. 3.1.1, the MicroBooNE detector is exposed to a constant cosmic-ray rate.

Thus, to account for cosmic activities during the readout window, at last, the simulated waveforms

1Field response function is defined by the induced current on one wire due to a single electron charge [83].
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are overlaid with the data waveform collected for beam-off events; the resulting simulation sample

is referred to as Monte Carlo “overlay”. It’s worth-noting that the NC coherent 1𝛾 events, signal

targeted by one of the two analyses presented in this thesis, is simulated in a standalone GENIE,

not the default MicroBooNE GENIE tune. Therefore all steps remain the same for the simulation

of NC coherent 1𝛾 events, except the GENIE simulation step. This is discussed in more details in

Ch. 5.
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(a) Simulated waveforms. (b) Extracted charge distributions.

Figure 22. Simulated waveforms and reconstructed charge from a nearly isochronous track of a GEANT4-
based 5-GeV muon in liquid argon. The X-axis represents the channel (wire) from the three wire planes of
MicroBooNE. The Y-axis represents the sampled time ticks (per 0.5 µs). (a) Simulated waveforms including
inherent electronics noise in units of ADC counts. (b) Reconstructed charge in units of e− corresponding to
the simulated waveforms in (a).

of the digitizer. Their range is set by the size of the detector, which is related to the length of
time over which one exposure is digitized. With sub-millimeter field variability, 0.5 µs sampling,
a detector of several meters in extent, and a readout over several milliseconds, the size of each
dimension of these functions is 103–105. A naive implementation of the required convolution is
not possible with commercial computing hardware. The remainder of this section describes each
term in equation (4.1) including the methods employed to reduce the dimensionality.

– 34 –

Figure 3.1: Simulated waveforms from a GEANT4-based 5-GeV muon track in liquid argon. The
x-axis represents the channel (wire) of the three wire planes, the y-axis represents the sampled time
tick, and the z-axis shows the ADC value of the simulated waveform proportional to the energy
deposition per unit length. Taken from Fig. 22 in Ref. [83].
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3.2 Event Reconstruction

Event reconstruction is a sequential process, which includes processing of the TPC signals and

PMT light signals applied to all recorded data events, and high-level reconstructions leading to

reconstructed particle tracks and showers. Section 3.2.1 and 3.2.2 describes the TPC and optical

reconstruction respectively, and Sec. 3.2.3 briefly describes the Pandora [101] event reconstruction

used in the analyses presented in this thesis.

3.2.1 Light Signal Reconstruction

The optical reconstruction processes the raw waveform from all PMTs, and identifies PMT

signals close in time to form “flashes” which are usually caused by the neutrino or cosmic-ray

interactions in the detector. First, a baseline is estimated for the PMT ADC waveform, and PMT

pulses are formed from the waveform above a threshold relative to the baseline [102, 103]. Then, a

flash is formed if a group of pulses across several PMTs within the same time interval are identified.

The starting time of the flash is defined as the time of the maximal summed photoelectrons (PEs)

from all PMTs, and each flash window is 7.8 𝜇s long, in order to collect the slow component of the

scintillation light and exclude noise. Each flash is characterized by the time of flash with respect

to the trigger and the total PEs of the flash which are integrated across all PMTs over the entire

window. Flashes are used in charge-light matching later in the reconstruction chain to identify

neutrino interactions.

3.2.2 TPC Signal Reconstruction

The TPC signal processing starts with the removal of inherent noise from electronics, which

includes inherent noise from the cold ASICs, the intermediate amplifier, and the ADC. During the

initial operation of the detector from October 2015 through July 2016, excess noise was identified

in the TPC readout, and offline noise filtering was developed, which removes most of the excess

noise while preserving the signal [100]. Hardware upgrades were performed in the summer of
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2016, after which the noise level was suppressed by a factor of 3 for the induction planes and

a factor of 2 for the collection plane. The offline noise filter further suppresses the noise by an

additional 10−20%.

The second step of TPC signal processing is to reconstruct the ionization charge distribution.

As shown in Eq. 3.1, the raw wire signal is a result of convolution between the ionization electron

distribution and the detector response. MicroBooNE employs two-dimensional (2D) deconvolu-

tion [83, 104] to deconvolve the detector response and recover the ionization distribution. Unlike

traditional 1D deconvolution [105], which considers current induced by ionization electrons when

passing by the sense wire, 2D deconvolution also takes into account the contribution from ioniza-

tion electrons drifting in neighboring wire regions and thus involves both time and wire dimen-

sions. During the deconvolution, an additional software filter inspired by the Wiener filter [106]

is applied to attenuate high-frequency noise while excluding the suppression at low-frequency in

the Wiener filter. The 2D deconvolution method yields a more accurate recovery of the ionization

charge distribution, as highlighted in Fig. 3.2.

In order to reduce the data size, the region-of-interest (ROIs) technique [105] is applied on the

deconvolved signal distribution. For each channel, the root mean square (RMS) noise is calculated

from the deconvolved signal over the entire readout window (4.8 ms) and used to set the threshold

for ROI identification. Once ROIs are identified on the deconvolved signals, the entire TPC readout

is replaced by a set of ROIs2. Each ROI can contain more than one (typically less than five)

Gaussian pulses (referred to as “hits”), and a hit-finding algorithm [107] is utilized to identify these

Gaussian hits with associated hit time, width and peak amplitude information. These reconstructed

Gaussian hits serve as inputs to high-level reconstruction algorithms later in the reconstruction

chain.
2For the induction plane, additional linear baseline subtraction is performed in the ROI window, in order to suppress

the low-frequency noise arising from 2D deconvolution [83]. The baseline is calculated as the interpolation of baselines
at the start and end of the ROI window.
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Figure 11. A neutrino candidate from MicroBooNE data (event 41075, run 3493) measured on the U plane.
(a) Raw waveform after noise filtering in units of average baseline subtracted ADC scaled by 250 per 3 µs.
(b) Charge spectrum in units of electrons per 3 µs after signal processing with 1D deconvolution. (c) Charge
spectrum in units of electrons per 3 µs after signal processing with 2D deconvolution.

the measured signal contains electronics noise, which is not necessarily as suppressed at low
frequencies. Therefore, following equation (3.3), the low frequency noise will be amplified in the
deconvolution process. The amplification of low frequency noise can be seen clearly in figure 18a.
Left unmitigated, the amplification of low frequency noisewould lead to an unacceptable uncertainty
in the charge estimation.

In principle, the amplification of the low-frequency noise through the deconvolution process
can be suppressed through the application of low-frequency (high-pass) filters similar to the filters
suppressing high-frequency (low-pass) noise. However, as explained in section 3.1.1, applying such
a low-frequency filter would lead to an alteration of the charge distribution in extended (non-local)
time ranges, which is not desirable. Instead we turn to the technique of selecting a signal region of
interest (ROI) in the time domain.

The region of interest (ROI) technique was proposed [30] to reduce the data size and to speed
up the deconvolution process. The idea is to limit the deconvolution to a small time window that
is slightly bigger than the extent of the signal it contains. The entire event readout window (4.8ms
for MicroBooNE) is replaced by a set of ROIs. For induction wire signals, the ROI technique also
limits the low frequency noise. To illustrate this point, we consider a time window with N samples.

– 21 –

Figure 3.2: The U plane waveforms for a recorded neutrino candidate in MicroBooNE: the x-axis
represents the wire and the y-axis represents the time in units of 3 𝜇s (corresponding to 6 sampling
ticks). (a) Raw waveform after noise filtering, shown in unit of baseline subtracted ADC scaled
by 250. (b) Charge spectrum in units of electrons after 1D deconvolution. (c) Charge spectrum in
units of electrons after 2D deconvolution. Taken from Fig. 11 in Ref. [83].

3.2.3 Pandora High-level Reconstruction

MicroBooNE has explored multiple high-level reconstruction paradigms, including Pandora

reconstruction [101], Wire-Cell tomographic reconstruction [108], and Deep-learning based re-

construction [109]. The wire cell reconstruction leverages the sparsity of neutrino interaction and

utilizes the charge, light, and time information to identify energy deposition in 3D first, prior to

forming particle trajectories. The deep-learning based reconstruction takes advantage of Micro-

BooNE’s 2D readout from each plane and uses convolutional neural networks to associate pixels

with different particle activities. The Pandora reconstruction technique is used by the analyses

discussed in this thesis and is discussed in more detail below.

The Pandora reconstruction is integrated into the LArSoft framework, and it takes a multi-

47



algorithm approach to pattern recognition. Given reconstructed hits with wire number and wave-

form information as inputs, Pandora runs two reconstruction paths on them: “PandoraCosmic” and

“PandoraNu”, each involving multiple algorithms.

“PandoraCosmic” is run first, aiming to reconstruct cosmic-ray particles and associated delta

rays. The clustering algorithms are run on hits to identify 2D clusters, which are groups of con-

tinuous hits on each plane. Then, all combinations of clusters from three planes (one from each

plane) are examined, and the time and consistency of each group are checked to identify track-like

trajectories in 3D. The clustering algorithms and 3D track reconstruction algorithms are run back

and forth until there is no ambiguity in the clusters formed, and the final 3D tracks are taken as

the reconstructed cosmic-ray muons. After the track reconstruction, any hits that are not asso-

ciated with reconstructed tracks are regrouped in 2D and matched in 3D to reconstruct the delta

rays and associate them with parent muon tracks. For any reconstructed particle, 3D hits (called

“spacepoints”) are created from the 2D hits across planes.

“PandoraNu” then takes hits that are not reconstructed as cosmic activity by “PandoraCosmic”

and reconstructs neutrino interactions out of them. The same algorithms are run as in “Pandora-

Cosmic”, and the original 2D input hits are split into different groups (called “slices”) based on

the geometric information of associated 3D hits [101]. The 2D Gaussian hits in each slice are then

processed individually to reconstruct neutrino interactions.

In neutrino interaction reconstruction, a 3D vertex that defines the interaction point or the

first energy deposit is first identified. Vertex candidates are formed from pairs of 2D clusters

across different planes, scored based on cluster energy, distribution of hits, and the position of the

candidate vertex, and the vertex candidate with the highest score is picked.

Following the identification of interaction vertex, shower and track reconstruction starts. 2D

clusters are classified as shower-like or track-like based on the linearity, hit dispersion, and cluster

extent. On each plane, a long shower-like cluster that typically points back to the vertex is identified

and represents the shower spine, and small shower-like clusters are then added recursively to the

shower spine, eventually yielding a large, complete 2D shower cluster. The 2D shower clusters
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Conversion Constant Plane 0 Plane 1 Plane 2
Monte Carlo Overlay 235.5 249.7 237.6

Data 230.3 237.6 243.7

Table 3.1: The ADC-charge conversion constants measured for each plane for data and MC, in
units of 𝑒−/𝐴𝐷𝐶.

on three planes are matched to form 3D shower particles. Like the track reconstruction case, 2D

clustering and 3D matching processes are run recursively until unambiguous shower particles can

be formed. Track-like clusters are examined to form 3D track reconstruction in the same way as

discussed for “PandoraCosmic” path.

3.3 High-Level Energy Reconstruction

The output from Pandora is processed further to extract additional high-level information for

physics analysis. This section focuses on the two main calorimetric quantities associated with

reconstructed showers most relevant to analyses in this thesis: the total shower energy, and energy

loss per unit length (𝑑𝐸/𝑑𝑥) at the shower start.

3.3.1 Shower Energy Reconstruction

The energy of the reconstructed shower starts with the energy reconstruction of the hits making

up the shower, and involves two steps: 1) translating the integral of hit ADC waveforms to ion-

ization charge; and 2) using the charge to recover the deposited energy of the particle. To convert

from the hit integral (in ADC) to the charge (𝑄 in 𝑒−), the conversion constant is calculated for MC

simulation, and extracted for data using the 𝑑𝐸/𝑑𝑥 profile of stopping muons in the detector [97,

110]. The conversion constants measured for data and MC for each readout plane are summarized

in Tab. 3.1 [111].

Then to convert from charge to the energy of the particle, a simplified conversion is applied:

𝐸 =
𝑊 𝑓

𝑅𝐶
×𝑄 (3.2)
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where 𝑊 𝑓 = 23.6eV/𝑒− is the ionization work function of argon, and 𝑅𝐶 = 0.62 is the recombi-

nation factor, accounting for the fact that the dispersed drift electrons may quickly thermalize and

recombine with nearby ions. Using a fixed recombination factor is a simplification because the

recombination factor is a function of energy deposition. Larger energy deposition leads to a higher

density of positive ions, thus the probability that one of the liberated electrons can recombine with

an ion is higher and the recombination factor 𝑅𝐶 decreases. Here a simplified assumption of fixed

𝑅𝐶 is adopted, and its value is calculated using the so-called modified box model with parameter

values measured by the ArgoNeuT experiment [112] at MicroBooNE’s electric field strength of

273 V/cm.

The reconstructed energy of the entire shower is found by summing up the energy 𝐸 of all hits

on a plane-by-plane basis, and taking the max of all planes. This is due to the fact that clumps

of energy are often not associated to the shower on all planes, due to dead wires or incorrect

clustering, and choosing the maximum provides the most reliable information.

The shower 𝑑𝐸/𝑑𝑥 at the shower start is a powerful tool for distinguishing showers originating

from photons from those originating from electrons. A photon doesn’t ionize the argon until it

pair-produces an 𝑒+ and 𝑒− and the electromagnetic shower cascade happens. So while the initial

𝑑𝐸/𝑑𝑥 of electron showers corresponds to the 𝑑𝐸/𝑑𝑥 of minimum ionizing particle (MIP), show-

ers induced from photons will have higher initial 𝑑𝐸/𝑑𝑥 corresponding to twice that of MIPs. To

evaluate the 𝑑𝐸/𝑑𝑥 at the shower start, a Kalman filter [113] based procedure is applied to the

reconstructed shower to identify the main trunk of the shower and reject transversely or longitudi-

nally displaced hits. The values of 𝑑𝐸/𝑑𝑥 measured for the first 4-cm of the shower are extracted,

and the median 𝑑𝐸/𝑑𝑥 is used as the reconstructed 𝑑𝐸/𝑑𝑥 at the shower start.

3.3.2 Shower Energy Correction

As highlighted in Fig. 3.3a, the resulting reconstructed shower energy turns out to be systemat-

ically below the true shower energy. This is due to lossy effects such as thresholding, where small

local energy depositions created during the shower cascade may go undetected because they fall
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below the detection threshold, and mis-clustering, which refers to hits being missed during clus-

tering in the reconstruction leading to a partially reconstructed shower. On average, there is ∼20%

energy loss due to these effects [114].
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(b) Corrected

Figure 3.3: (a) 2D distribution of reconstructed shower energy (y-axis) v.s. true energy (x-axis) for
reconstructed showers with at least 30 MeV, evaluated with ∼100,000 simulated NC 𝜋0 events. The
points represent the most probable value in each true energy bin. (b) 2D distribution of corrected
shower energy (y-axis) v.s. true shower. Taken from Fig. 10 in Ref. [115]

To account for reconstructed energy bias, a shower energy correction factor is extracted using

simulated NC 𝜋0 sample with Run 1 overlay. Reconstructed shower energy is plotted against the

true photon energy for all showers with at least 30 MeV of simulated and reconstructed energy, as

shown in Fig. 3.3a. Then a linear fit is performed to the most probable value (MPV) in bins of

true shower energy. The various-sized bins are hand-tuned to account for lower statistics at high

energies and to provide a reasonable fit to the underlying 2D distribution. The correction equation

derived from linear fit result is:

𝐸corr = (1.21 ± 0.03)𝐸reco + (9.88 ± 4.86) MeV (3.3)

where 𝐸reco and 𝐸corr correspond to the reconstructed shower energy before and after correction,

respectively. This represents an approximately 20% correction, consistent with a previous Micro-

BooNE study [114]. Figure 3.3b shows the 2D distribution of the corrected shower energy and true

photon energy which are much closer after the correction. The validity of the reconstruction en-
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ergy correction for Runs 2 and 3 is cross-checked through the reconstructed 𝜋0 mass distributions

across different runs. Good data-MC agreements are seen, and fitting the 𝜋0 mass distributions

with Gaussian-plus-linear functions yields consistent 𝜋0 mass and width parameters across runs

that are consistent to the expected values [115].
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Chapter 4: MicroBooNE Neutral Current Delta Radiative Decay

Measurement

Single photons from NC Δ radiative decay is the second largest contribution to the photon

background at low energy in MiniBooNE’s 𝜈𝑒 measurement, as shown in Fig. 1.3a. NC Δ radiative

decay becomes a background because, while the nucleon from Δ decay is too heavy to generate

Cherenkov light in the MiniBooNE detector, the decay photon creates Cherenkov light which

cannot be separated from Cherenkov rings produced by electrons in MiniBooNE. On the other

hand, the extraordinary spatial and energy resolution offered by the MicroBooNE LArTPC enables

MicroBooNE to distinguish photons from electrons, making it ideal for investigating the root cause

of the MiniBooNE LEE.

This chapter gives a summary of the investigation of one of the leading interpretations of the

MiniBooNE LEE by MicroBooNE: an anomalous rate of neutrino-induced NC Δ radiative decay,

targeting specifically a 3.18 times enhancement of the process. The NC Δ radiative decay search

is the first search performed by MicroBooNE under the photon hypothesis of the MiniBooNE

LEE. Section 4.1 briefly discusses the motivation and analysis overview, Secs. 4.2 4.3, 4.4 and 4.5

describe different parts of the analysis in more detail. The full details of the analysis can be found

in Ref. [76, 115, 116].

4.1 Analysis Motivation and Overview

NC Δ radiative decay has never been directly measured in MiniBooNE; it was only indirectly

constrained through in-situ NC 𝜋0 measurements [117]. MiniBooNE’s latest data release shows

that a normalization scaling of 3.18 of the predicted NC Δ → 𝑁 + 𝛾 background provides the best

fit to the observed excess [74]. More specifically, different processes are tested through a shape-
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only fit to the vertex radial distribution of the excess with only statistical uncertainty, where each

process is normalized to explain the size of the excess. It was found that an enhancement of the

NC Δ → 𝑁𝛾 process (as predicted by the NUANCE [118] neutrino generator used by MiniBooNE)

by a factor of 3.18 fits the radial distribution the best, as highlighted in Fig. 4.1.

events relative to the proton beam microstructure
(52.81 MHz extraction frequency), which corresponds to
buckets of beam approximately every 18.9 ns. Figure 24
shows that the event excess peaks in the 8 ns window
associated with beam bunch time, as expected from

neutrino events in the detector, and is inconsistent with
external neutrino events or beam-off events, which would
be approximately flat in time. Also, the observed back-
ground level outside of the beam agrees well with the
predicted background estimate. In addition, good agree-
ment is obtained for the event excess with cos θ > 0.9. The
timing reconstruction performed here is similar to the
reconstruction in Ref. [24], but with a different time offset
applied.
The Δ → N þ γ background is determined from the NC

π0 event sample [30], which has contributions from Δ
production in 12C (52.2%), Δ production in H2 (15.1%),
coherent scattering on 12C (12.5%), coherent scattering on
H2 (3.1%), higher-mass resonances (12.9%), and nonreso-
nant background (4.2%). The fraction of Δ decays to π0 is
2=3 from the Clebsch-Gordon coefficients, and the prob-
ability of pion escape from the 12C nucleus is estimated to
be 62.5%. The Δ radiative branching fraction is 0.60% for
12C and 0.68% for H2 after integration over all the invariant
mass range, where the single gamma production branching
ratio increases below the pion production threshold. With
these values, the ratio of single gamma events to NC π0

events, R, can be estimated to be

R ¼ 0.151 × 0.0068 × 1.5þ 0.522 × 0.0060 × 1.5=0.625

¼ 0.0091:
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FIG. 23. The excess event radial distributions in neutrino mode with only statistical errors in the 200 < EQE
ν < 1250 MeV energy

range, where different processes are normalized to explain the event excess. The different processes are the following: (a) Δ → Nγ;
(b) external events; (c) νe and ν̄e from K0

L decay; (d) νe and ν̄e from K# decay; (e) νe and ν̄e from μ# decay; (f) other νe and ν̄e; (g) NC
π0; (h) best fit oscillations.

TABLE IV. The result of log-likelihood shape-only fits to the
radial distribution in neutrino mode, assuming only statistical
errors, where different processes are normalized to explain the
observed event excess. The two-neutrino hypothesis fits the radial
distribution best with a χ2 ¼ 8.4=9ndf, while the NC π0

hypothesis has a worse fit with a χ2 ¼ 17.2=9ndf. Also shown
is the multiplicative factor that is required for each hypothesis to
explain the observed event excess.

Hypothesis
Multiplicative

factor χ2=9ndf

NC Δ → Nγ background 3.18 10.0
External event background 5.98 44.9
νe and ν̄e from K0

L decay
background

7.85 14.8

νe and ν̄e from K# decay
background

2.95 16.3

νe and ν̄e from μ# decay background 1.88 16.1
Other νe and ν̄e background 3.21 12.5
NC π0 background 1.75 17.2
Best fit oscillations 1.24 8.4

A. A. AGUILAR-AREVALO et al. PHYS. REV. D 103, 052002 (2021)

052002-10

Figure 4.1: The vertex radial distribution of the excess in neutrino-mode data in MiniBooNE’s
𝜈𝜇 → 𝜈𝑒 oscillation measurement, overlaid with the prediction for NC Δ radiative decay in Mini-
BooNE scaled to explain the excess. This distribution shows the good shape agreement between
the observed excess and scaled NC Δ radiative decay prediction. Taken from Fig. 23 in Ref. [74].

A previous search of neutrino-induced NC 1𝛾 processes in the O(1) GeV neutrino energy

regime was performed by the T2K experiment [119], using a neutrino beam with ⟨𝐸𝜈⟩ ∼ 0.6 GeV.

The search had limited sensitivity and no positive evidence of NC 1𝛾 was observed by T2K. If

all NC 1𝛾 are assumed to be solely from NC Δ radiative decay, T2K’s result leads to an upper

limit on the NC Δ radiative decay rate at ∼ 100 times the SM predicted rate at 90% confidence

level (CL). Thus in order to test whether there was a factor of 3.18 enhancement of the Δ radiative

decay process with respect to the SM prediction sufficient to explain the MiniBooNE LEE, a highly

sensitive research for this process was warranted.

MicroBooNE tested the hypothesis of a factor of 3.18 enhancement of the Δ radiative decay

rate using the first three years of data (referred to as “Runs 1-3”) through four exclusive, indepen-

dent selections. First, in order to yield a pure and efficient selection of the NC Δ radiative decay
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events, two selections targeting exclusive topologies were developed to select events that have the

same topologies as and similar kinematics with the NC Δ radiative decay event in MicroBooNE

detector. Second, the NC 1𝜋0 process was anticipated to be a dominant background for the NC

Δ radiative decay search. Thus, in order to ensure the correct modeling of this important back-

ground, two mutually exclusive, high-statistic NC 1𝜋0 selections were developed. Moreover, due

to the high correlation of the NC 1𝜋0 selection with both the NC 1𝜋0 background in the NC Δ

single photon selections and the NC Δ radiative decay signal, the high-statistic NC 1𝜋0 selections

can constrain the background prediction and systematic uncertainty in the NC Δ single photon se-

lections. This was achieved through a combined fit performed with four selections simultaneously

and was critical in yielding a sensitive search of NC Δ single photon events. The result came out

in 2021 and was published in Physical Review Letters with editors’ suggestion [76]. My direct

contributions to this analysis are the rate validation of NC 𝜋0 background, and the exploration of

methods and tool development for the final combined fit, which extracts an ultimate limit on the

NC Δ radiative decay process; these are discussed in Sec. 4.4 and 4.5.

4.2 NC Δ Radiative Decay Targeted Selections

NC Δ → 𝑁 + 𝛾 creates two different topologies in the MicroBooNE detector, depending on the

type of the nucleon that excites:

1. If nucleon is proton, the corresponding Δ resonance decay is Δ+ → 𝑝 + 𝛾. Since the proton

is a charged particle, it will ionize the argon atoms along its path, leading to an identifiable

“track” in the detector. The photon from the decay will cascade and create “shower” some

distance away from the proton. An example of such topology is shown in Fig. 4.2a.

2. If nucleon is neutron, the corresponding Δ resonance decay is Δ0 → 𝑛 + 𝛾. Being a charge-

neutral particle, neutrons will not ionize argon atoms and will be invisible in the detector. So

in this case, only one “shower” from the decay photon is expected in the detector, with no

other associated vertex acitivities. An example of such topology is shown in Fig. 4.2b.
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 Mark Ross-Lonergan   - Wine & Cheese -     Oct 1st 2021 110

Hand scans of all 16 events showed results consistent with signal like 𝚫→N𝛾 and in agreement with that expected from 
simulations 

● Track Length : 35.0 cm
● Shower Energy 215.6 MeV
● Conversion Distance : 13.4 cm

● Track Length : 6.7 cm 
● Shower Energy 469.8 MeV
● Conversion Distance : 55.4 cm

Shower energy 0.215 GeV
Track length : 35.0 cm
Proton kinetic energy: 0.238 GeV
Shower conversion distance : 13.4 cm

Shower Energy 0.469 GeV
Track length : 6.7 cm 
Proton kinetic energy: 0.091 GeV
Shower conversion distance : 55.4 cm

Two example 1𝛾1p events from our signal search unblinded data!

(a) Candidate data event in 1𝛾1𝑝 selection

 Mark Ross-Lonergan   - Wine & Cheese -     Oct 1st 2021

Two example 1𝛾0p Event Displays 

130

(b) Candidate data event in 1𝛾0𝑝 selection

Figure 4.2: Event displays of selected candidate NC radiative decay event in 1𝛾1𝑝 selection (left)
and 1𝛾0𝑝 selection (right). The horizontal axis represents wires on a plane while the vertical axis
represents the time of the induced wire signal. Colored pixel represents the deposited energy in
each hit; the red pixels indicate higher energy deposition than the green pixels. In the selected 1𝛾1𝑝
event, we can see clean proton and photon candidates: the reconstructed track shows calorimetry
in good agreement with a proton-like Bragg peak, and the shower is displaced from the track start.
In the selected 1𝛾0𝑝 event, we see a single shower, and a track nearby. The track has an energy
deposition profile of a MIP, which is correctly identified to be cosmic-ray and not associated with
the reconstructed neutrino interaction.

Thus, two selections targeting different and exclusive topologies are developed: 1𝛾1𝑝 (1𝛾0𝑝),

selecting events with a single shower and exactly one (zero) protons exiting the nucleus with no

charged leptons in the final states. Note that particles from the interaction might experience final

state interactions on their way out of the nucleus. Thus, the actual particles exiting the nucleus

might be different from daughter particles from the decay. Hence the 1𝛾1𝑝 and 1𝛾0𝑝 selections

will end up with events from both decay modes.

With the specific topologies in mind, the 1𝛾 selections require events to have exactly one re-

constructed shower and one (or zero) reconstructed tracks, depending on whether it is the 1𝑝 or

0𝑝 selection. Preselection quality cuts are subsequently applied to the reconstructed objects, to

reject obvious muon background and ensure good reconstruction of the shower, and that the events

are well contained within the TPC active volume. Machine learning methods, specifically boosted

decision trees (BDTs) using the XGBoost library [120], are then used and optimized to separate

the NC Δ radiative decay signals from various neutrino-induced and cosmic backgrounds. There
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are five BDTs developed for the selection:

• Cosmic BDT rejects cosmogenic backgrounds and is trained on cosmic ray data events col-

lected when no neutrino beam was present. Track calorimetry is used to reject cosmic muons,

with track and shower directionality-based variables proving powerful discriminators.

• NC 𝜋0 BDT compares the relationship of the reconstructed shower and track to those ex-

pected from 𝜋0 decay kinematics to separate true single-photon events from 𝜋0 background

where a second photon from 𝜋0 decay is not reconstructed.

• CC 𝜈𝑒 BDT targets the intrinsic 𝜈𝑒 background events, which leverages the power of the

photon conversion distance and shower calorimetry variables.

• A dedicated “second-shower” BDT vetos events in which a second shower from a 𝜋0 decay

deposits some charge in the detector, but fails 3D shower reconstruction. Such events can

result in 2D charge hits near the neutrino interaction that are not associated with a 3D object.

A plane-by-plane clustering algorithm, DBSCAN [121], is used to group these unassociated

hits, and properties including direction, shape and energy of the cluster are used to determine

consistency with a second shower from a 𝜋0 decay. The clustering procedure for the second

shower clusters is described in more detail in Sec. 6.4.1.

• CC 𝜈𝜇-focused BDT removes any remaining backgrounds, primarily targeting the muon

track through track calorimetry variables.

The 1𝛾0𝑝 sample is limited to shower-only variables due to the absence of a track. As such, it

uses variations of the cosmic and NC𝜋0 BDTs, and a third BDT merging the functionality of the

CC 𝜈𝑒 and CC 𝜈𝜇-focused BDTs, targeting all remaining backgrounds. The BDTs for the 1𝛾1𝑝

and 1𝛾0𝑝 selections are trained and optimized independently for each selection towards the highest

statistical significance of the NC Δ → 𝑁𝛾 signal over background in each sample. The topological,

pre-selection, BDT selection, and combined signal efficiencies are summarized in Table 4.1.
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Selection Efficiencies of NC Δ 1𝛾1𝑝 and 1𝛾0𝑝 selections
Selection Stage 1𝛾1𝑝 eff. 1𝛾0𝑝 eff.
Topological 19.4% 13.5%
Pre-selection 63.9% 98.4 %
BDT Selection 32.1% 39.8%
Combined 3.99% 5.29%

Table 4.1: Signal efficiencies for the 1𝛾1𝑝 and 1𝛾0𝑝 selections. The topological and combined
efficiencies are evaluated relative to all true NC Δ → 𝑁𝛾 events inside the active TPC in the
simulation (124.1 events expected for 6.80 × 1020 POT). The pre-selection and BDT selection
efficiencies are evaluated relative to their respective preceding selection stage.Taken from Tab. I in
Ref. [76].

1𝛾1𝑝 1𝛾0𝑝
Unconstr. bkgd. 27.0 ± 8.1 165.4 ± 31.7
Constr. bkgd. 20.5 ± 3.6 145.1 ± 13.8
NC Δ → 𝑁𝛾 4.88 6.55
LEE (𝑥MB = 3.18) 15.5 20.1
Data 16 153

Table 4.2: Number of predicted background, predicted signal, and observed data events for the
1𝛾1𝑝 and 1𝛾0𝑝 samples, with background systematic uncertainties. “Unconstr. bkgd.” represents
the nominal MC prediction for the backgrounds, while “Constr. bkgd.” represents the prediction
for background after constraint from the NC 𝜋0 selections is applied. The constraint is discussed
later in Sec. 4.5. The table is taken from Tab. IV in Ref. [76].

For MicroBooNE’s Runs 1-3 data, with an exposure equivalent to 6.8 × 1020 POT, a total of

16 data events are selected in the 1𝛾1𝑝 channel and 153 in the 1𝛾0𝑝 channel [76], compared to an

expected constrained1 background of 20.5±3.6(sys.)±4.5(stat.) events in the 1𝛾1𝑝 sample and of

145.1±13.8(sys.)±12.0(stat.) events in the 1𝛾0𝑝 sample. The expected signal, overall background

predictions, and observed data in both 1𝛾 selections are summarized in Tab. 4.2. The small number

of events selected arises from the fact that strict cuts on the BDTs are required to improve the

signal-to-background ratio due to the sheer amount of (cosmic-ray) background present and the

difficulty of cleanly separating signals from background events thanks to the overlapping kinematic

phase space.

The distribution of the final selected events in the 1𝛾1𝑝 and 1𝛾0𝑝 samples with MicroBooNE

1Constraint is discussed later in Sec. 4.5.
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Runs 1-3 data are shown in Fig. 4.3. Compared to the 0𝑝 channel, the 1𝑝 selection leverages the

presence of the reconstructed track to aid in the rejection of CC background and yield higher purity

and less diverse backgrounds. In both 1𝛾1𝑝 and 1𝛾0𝑝 selections, the observed data agree better

with the central value prediction than the prediction with enhanced NC Δ radiative decay rate.

exception of a small subset of the data consisting of 0.51 ×
1020 POT, used for analysis validation. After 1γ1p and
1γ0p event samples were unblinded, 16 data events with an
expected constrained background of 20.5� 3.6ðsystÞ
events were observed in the 1γ1p event sample, and 153
data events with an expected constrained background of
145.1� 13.8ðsystÞ events were observed in the 1γ0p event
sample. The reconstructed shower energy distributions of
selected 1γ1p and 1γ0p events are shown in Fig. 2. Overall,
a systematic deficit of data relative to the unconstrained
MC prediction is observed, which is within systematic and
statistical uncertainties, and consistent with a similar deficit

in the 2γ event samples. The expected signal and back-
ground predictions are summarized in Table IV and Fig. 3,
and compared to the observed data, both before and after
applying the 2γ conditional constraint. The 2γ constraint
reduces the total background prediction, consistently with
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FIG. 2. Energy spectra for the (a) 1γ1p and (b) 1γ0p selected
events. The upper section in each figure shows the unconstrained
background predictions and breakdowns as a function of recon-
structed shower energy. The lower section shows the total
background prediction with systematic uncertainty both before
and after the 2γ constraint. The local significance of the data
fluctuation in the 200–250 MeV bin of (b) corresponds to 1.6σ
(χ2=d:o:f: ¼ 3.66=1) before the 2γ constraint, and 2.7σ
(χ2=d:o:f: ¼ 8.54=1) after. From MC studies, the probability
of any one bin across all 16 1γ bins giving rise to a constrained
χ2 ≥ 8.54 is 4.74%.

TABLE IV. Number of predicted background, predicted signal,
and observed data events for the 1γ1p and 1γ0p samples, with
background systematic uncertainties.

1γ1p 1γ0p

Unconstr. bkgd. 27.0� 8.1 165.4� 31.7
Constr. bkgd. 20.5� 3.6 145.1� 13.8

NC Δ → Nγ 4.88 6.55
LEE (xMB ¼ 3.18) 15.5 20.1
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FIG. 3. The observed event rates for the (a) 1γ1p and (b) 1γ0p
event samples, and comparisons to unconstrained (left) and
constrained (right) background and LEE model predictions.
The event rates are the sum of all events with reconstructed
shower energy between 0–600 MeV and 100–700 MeV for (a)
and (b), respectively. The one-bin background only conditionally
constrained χ2 is 0.63 and 0.18 for 1γ1p and 1γ0p, respectively.
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exception of a small subset of the data consisting of 0.51 ×
1020 POT, used for analysis validation. After 1γ1p and
1γ0p event samples were unblinded, 16 data events with an
expected constrained background of 20.5� 3.6ðsystÞ
events were observed in the 1γ1p event sample, and 153
data events with an expected constrained background of
145.1� 13.8ðsystÞ events were observed in the 1γ0p event
sample. The reconstructed shower energy distributions of
selected 1γ1p and 1γ0p events are shown in Fig. 2. Overall,
a systematic deficit of data relative to the unconstrained
MC prediction is observed, which is within systematic and
statistical uncertainties, and consistent with a similar deficit

in the 2γ event samples. The expected signal and back-
ground predictions are summarized in Table IV and Fig. 3,
and compared to the observed data, both before and after
applying the 2γ conditional constraint. The 2γ constraint
reduces the total background prediction, consistently with
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FIG. 2. Energy spectra for the (a) 1γ1p and (b) 1γ0p selected
events. The upper section in each figure shows the unconstrained
background predictions and breakdowns as a function of recon-
structed shower energy. The lower section shows the total
background prediction with systematic uncertainty both before
and after the 2γ constraint. The local significance of the data
fluctuation in the 200–250 MeV bin of (b) corresponds to 1.6σ
(χ2=d:o:f: ¼ 3.66=1) before the 2γ constraint, and 2.7σ
(χ2=d:o:f: ¼ 8.54=1) after. From MC studies, the probability
of any one bin across all 16 1γ bins giving rise to a constrained
χ2 ≥ 8.54 is 4.74%.

TABLE IV. Number of predicted background, predicted signal,
and observed data events for the 1γ1p and 1γ0p samples, with
background systematic uncertainties.

1γ1p 1γ0p

Unconstr. bkgd. 27.0� 8.1 165.4� 31.7
Constr. bkgd. 20.5� 3.6 145.1� 13.8

NC Δ → Nγ 4.88 6.55
LEE (xMB ¼ 3.18) 15.5 20.1
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FIG. 3. The observed event rates for the (a) 1γ1p and (b) 1γ0p
event samples, and comparisons to unconstrained (left) and
constrained (right) background and LEE model predictions.
The event rates are the sum of all events with reconstructed
shower energy between 0–600 MeV and 100–700 MeV for (a)
and (b), respectively. The one-bin background only conditionally
constrained χ2 is 0.63 and 0.18 for 1γ1p and 1γ0p, respectively.

PHYSICAL REVIEW LETTERS 128, 111801 (2022)

111801-6

Figure 4.3: Distribution of reconstructed shower energy of the final selected sample in 1𝛾1𝑝 (left)
and 1𝛾0𝑝 (right) analysis. The upper panel of both plots show the observed data overlaid on top of
the MC prediction before any constraint. Prediction of only backgrounds is shown as the stacked
histogram beneath the predicted signal in yellow; central value spectrum including the background
and nominal NC Δ radiative decay prediction is shown as the stack of all colored histograms;
overall prediction with enhanced NC Δ radiative decay rate at a factor of 3.18 is highlighted in
yellow dashed line. The error band represents the systematic uncertainty evaluated on the predicted
background only. The bottom panel shows the comparison between data and overall predictions
before (dashed line) and after (solid line) the constraint from 2𝛾 selection is applied. Taken from
Fig. 2 in Ref. [76]

4.3 NC 1𝜋0 Targeted Selection

As shown in Fig. 4.3, NC 𝜋0 by far dominates the background in the 1𝛾 selections. This

occurs when one of the decay photons from 𝜋0 is missed by the reconstruction either due to the

low photon energy below the detection threshold, or because the photon pairproduces outside the

detector active volume. For BNB with ⟨𝐸𝜈⟩ ∼ 0.8 GeV, NC 𝜋0 events are mainly from the NC Δ

resonance production followed by Δ → 𝑁+𝜋0 decay. The Δ resonance decay to 𝜋0 has a branching

ratio of 99.4%, compared to the Δ radiative decay branching ratio of 0.55 ∼ 0.65% [35]. Thus NC

𝜋0 events are much more abundant than NC Δ radiative decay events in MicroBooNE. Moreover,
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a high correlation exists between 𝜋0s and single photons originating from the same type of parent

resonances. Therefore acquiring a high-statistic NC 𝜋0 sample not only allows us to validate the

modeling of this key background in 1𝛾 selections, but also provides us a constraining sample to

help constrain the systematic uncertainty in the 1𝛾 channels through correlations.

In order to get a pure, high-statistic sample of NC 𝜋0 events, exactly two reconstructed show-

ers are required. In a similar vein as the 1𝛾 analyses, exclusive 2𝛾1𝑝 and 2𝛾0𝑝 selections are

developed to select NC 1𝜋0 events with one or zero protons exiting the nucleus. The 2𝛾 selections

follow the same selection scheme (topological, preselection quality cut, followed by BDT selec-

tion) as the 1𝛾 selections, and yield an NC 1𝜋0 purity of 63.4% and 59.6% in the 2𝛾1𝑝 and 2𝛾0𝑝

selections respectively.

The distributions of the selected 2𝛾1𝑝 and 2𝛾0𝑝 sample with MicroBooNE’s Runs 1-3 data are

shown in Fig. 4.4, as a function of the reconstructed 𝜋0 momentum [116]. Slight deficits in data

are observed in both selections, with the data-to-MC simulation ratio of 0.80 ± 0.22 (stat ⊕ sys) in

2𝛾1𝑝 and 0.91± 0.19 (stat ⊕ sys) in 2𝛾0𝑝, suggesting a correction to NC 𝜋0 background in the 1𝛾

selections may be warranted.

between the track and shower associated with Δð1232Þ
resonance decay, particularly for the 1γ1p selection. The
BDTs for the 1γ1p and 1γ0p selections are trained and
optimized for each selection independently, through a scan
over grids of their BDT classifier scores. The optimized
BDT classifier score cuts correspond to the highest stat-
istical significance of the NC Δ → Nγ signal over back-
ground in each sample. The topological, preselection, BDT
selection, and combined signal efficiencies are summarized
in Table I.
The number of predicted background (both from sim-

ulation and cosmic ray data) events and NC Δ → Nγ signal
events after BDT selection are summarized in Table II. A
significant background to the search for single-photon
events is NC π0 events in which one of the decay photons
is not reconstructed. This happens for a variety of reasons:
(a) one of the photons from the π0 decay may leave the
detector active TPC volume before interacting, (b) the π0

decay may be highly asymmetric leading to a secondary
photon that is low in energy and not reconstructed, (c) both
photons may be approximately colinear and overlapping
and thus reconstructed as a single shower, or (d) the
secondary photon may fall in a region of unresponsive

wires, leading to poor reconstruction efficiency. Motivated
by the background contribution of NC π0 events, the 2γ1p
and 2γ0p event samples serve to constrain the rate of NC π0

background. The 2γ samples follow the same topological,
preselection, and BDT selection scheme as the 1γ samples
(see Supplemental Material [20]). The selected 2γ1p
and 2γ0p events are shown in Fig. 1 as a function of
reconstructed π0 momentum, with a true NC 1π0 event
purity of 63.4% and 59.6%, respectively. The data-to-MC
simulation ratio in the 2γ1p and 2γ0p samples is 0.80�
0.22ðstat ⊕ systÞ and 0.91� 0.19ðstat ⊕ systÞ, respec-
tively, showing an overall deficit but one that is within 1σ.
The selected data and MC predictions are compared in

a fit with a single free parameter corresponding to the
normalization (xΔ) of the nominal rate of NC Δ → Nγ.
A single bin is used for each of the 1γ1p and 1γ0p
event samples, with reconstructed shower energy bin
boundaries of 0–600 MeVand 100–700 MeV, respectively.

TABLE I. Signal efficiencies for the 1γ1p and 1γ0p selections.
The topological and combined efficiencies are evaluated relative
to all true NC Δ → Nγ events inside the active TPC in the
simulation (124.1 events expected for 6.80 × 1020 POT). The
preselection and BDT selection efficiencies are evaluated relative
to their respective preceding selection stage.

Selection stage 1γ1p eff. 1γ0p eff.

Topological 19.4% 13.5%
Preselection 63.9% 98.4%
BDT selection 32.1% 39.8%

Combined 3.99% 5.29%

TABLE II. The expected event rates in the 1γ1p and 1γ0p
samples. “Dirt (outside TPC)” represents any neutrino interaction
that originates outside the active TPC, but scatters inside. Relative
to the topological selection stage, the νe CC rejection is 99.8%
and 87.6% for 1γ1p and 1γ0p, respectively.

Process 1γ1p 1γ0p

NC 1π0 Noncoherent 24.0 68.1
NC 1π0 Coherent 0.0 7.6
CC νμ 1π0 0.5 14.0
CC νe and ν̄e 0.4 11.1
BNB other 2.1 18.1
Dirt (outside TPC) 0.0 36.4
Cosmic ray data 0.0 10.0

Total background (unconstr.) 27.0 165.4
NC Δ → Nγ 4.88 6.55
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FIG. 1. Data and MC comparisons of the reconstructed π0

momentum distributions for the (a) 2γ1p and (b) 2γ0p selected
events.
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between the track and shower associated with Δð1232Þ
resonance decay, particularly for the 1γ1p selection. The
BDTs for the 1γ1p and 1γ0p selections are trained and
optimized for each selection independently, through a scan
over grids of their BDT classifier scores. The optimized
BDT classifier score cuts correspond to the highest stat-
istical significance of the NC Δ → Nγ signal over back-
ground in each sample. The topological, preselection, BDT
selection, and combined signal efficiencies are summarized
in Table I.
The number of predicted background (both from sim-

ulation and cosmic ray data) events and NC Δ → Nγ signal
events after BDT selection are summarized in Table II. A
significant background to the search for single-photon
events is NC π0 events in which one of the decay photons
is not reconstructed. This happens for a variety of reasons:
(a) one of the photons from the π0 decay may leave the
detector active TPC volume before interacting, (b) the π0

decay may be highly asymmetric leading to a secondary
photon that is low in energy and not reconstructed, (c) both
photons may be approximately colinear and overlapping
and thus reconstructed as a single shower, or (d) the
secondary photon may fall in a region of unresponsive

wires, leading to poor reconstruction efficiency. Motivated
by the background contribution of NC π0 events, the 2γ1p
and 2γ0p event samples serve to constrain the rate of NC π0

background. The 2γ samples follow the same topological,
preselection, and BDT selection scheme as the 1γ samples
(see Supplemental Material [20]). The selected 2γ1p
and 2γ0p events are shown in Fig. 1 as a function of
reconstructed π0 momentum, with a true NC 1π0 event
purity of 63.4% and 59.6%, respectively. The data-to-MC
simulation ratio in the 2γ1p and 2γ0p samples is 0.80�
0.22ðstat ⊕ systÞ and 0.91� 0.19ðstat ⊕ systÞ, respec-
tively, showing an overall deficit but one that is within 1σ.
The selected data and MC predictions are compared in

a fit with a single free parameter corresponding to the
normalization (xΔ) of the nominal rate of NC Δ → Nγ.
A single bin is used for each of the 1γ1p and 1γ0p
event samples, with reconstructed shower energy bin
boundaries of 0–600 MeVand 100–700 MeV, respectively.

TABLE I. Signal efficiencies for the 1γ1p and 1γ0p selections.
The topological and combined efficiencies are evaluated relative
to all true NC Δ → Nγ events inside the active TPC in the
simulation (124.1 events expected for 6.80 × 1020 POT). The
preselection and BDT selection efficiencies are evaluated relative
to their respective preceding selection stage.

Selection stage 1γ1p eff. 1γ0p eff.

Topological 19.4% 13.5%
Preselection 63.9% 98.4%
BDT selection 32.1% 39.8%

Combined 3.99% 5.29%

TABLE II. The expected event rates in the 1γ1p and 1γ0p
samples. “Dirt (outside TPC)” represents any neutrino interaction
that originates outside the active TPC, but scatters inside. Relative
to the topological selection stage, the νe CC rejection is 99.8%
and 87.6% for 1γ1p and 1γ0p, respectively.

Process 1γ1p 1γ0p

NC 1π0 Noncoherent 24.0 68.1
NC 1π0 Coherent 0.0 7.6
CC νμ 1π0 0.5 14.0
CC νe and ν̄e 0.4 11.1
BNB other 2.1 18.1
Dirt (outside TPC) 0.0 36.4
Cosmic ray data 0.0 10.0

Total background (unconstr.) 27.0 165.4
NC Δ → Nγ 4.88 6.55
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FIG. 1. Data and MC comparisons of the reconstructed π0

momentum distributions for the (a) 2γ1p and (b) 2γ0p selected
events.
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Figure 4.4: Distribution of reconstructed 𝜋0 momentum of the final selected sample in 2𝛾1𝑝 (left)
and 2𝛾0𝑝 (right) analysis. The upper panel of both plots shows the observed data compared with
the central value prediction; the bottom panel shows the data-MC simulation ratio in each bin. The
error band shows the size of systematic uncertainties. Taken from Fig. 1 in Ref. [76]
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4.4 NC 1𝜋0 Rate Validation

The high-statistic NC 1𝜋0 samples is used to validate the observed overall rate of this process

as currently modeled with GENIE, which is of critical importance to the NC Δ radiative decay

search. Assuming GENIE provides a sufficient description of the observed data, we can use NC 1𝜋0

samples to provide an in situ constraint on NC 1𝜋0 mis-identified backgrounds for NC Δ radiative

decay search. Alternatively, these measurements can be used to increase our understanding of our

current NC 𝜋0 modelling and potentially motivate GENIE tuning.

As shown in Fig. 4.4, both the 2𝛾1𝑝 and the 2𝛾0𝑝 selections see an overall deficit in data rela-

tive to the MC prediction. The deficit is more pronounced in the 2𝛾1𝑝 selection with an indication

of dependence on the 𝜋0 momentum. As it is also known that the GENIE branching fraction of

coherent NC 1𝜋0 production on argon is significantly lower than expectation extrapolated from

MiniBooNE’s 𝜋0 measurement on mineral oil [122], the possibility of a correction to GENIE pre-

dictions on both non-coherent and coherent NC 1𝜋0 production is explicitly examined. The MC

predictions are fitted to data allowing both coherent and non-coherent NC 1𝜋0 rates to vary. Both

normalization-only and normalization plus shape variations to the coherent and non-coherent rates

are explored; all yield similar conclusions. Here, I focus on the normalization plus shape variation

fit.

The normalization plus shape variation fit is performed as a function of reconstructed 𝜋0

momentum for both 2𝛾1𝑝 and 2𝛾0𝑝 selections, using [0, 0.075, 0.15, 0.225, 0.3, 0.375, 0.45,

0.525, 0.6, 0.675, and 0.9] GeV/c bin limits. In the fit, the predicted NC coherent 1𝜋0 events are

scaled by a normalization factor 𝑁𝑐𝑜ℎ, and predicted NC non-coherent 1𝜋0 events are scaled on an

event-by-event basis depending on their corresponding true 𝜋0 momentum according to formula

(𝑎 + 𝑏 | ®𝑝 𝑡𝑟𝑢𝑒

𝜋0 |), where the true 𝜋0 momentum is given in [GeV/c]. This linear scaling as a function

of 𝜋0 momentum was chosen because it was the simplest implementation that was consistent with

the observed data-to-MC deficit, as observed in Fig. 4.4.

At each set of fitting parameters (𝑁𝑐𝑜ℎ, 𝑎, 𝑏), the consistency between the scaled prediction for
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this parameter set and the observed data is evaluated by the Combined-Neyman-Pearson (CNP)

𝜒2 [123]:

𝜒2 =
∑︁
𝑖, 𝑗

(𝑃scaled
𝑖 − 𝐷𝑖) (𝑀stat + 𝑀syst)−1

𝑖, 𝑗 (𝑃scaled
𝑗 − 𝐷 𝑗 ) (4.1)

𝑀stat𝑖, 𝑗 =
3

1/𝐷𝑖 + 2/𝑀𝐶𝑖 𝛿𝑖 𝑗 (4.2)

where 𝐷 is the observed data spectrum; 𝑃scaled is the MC spectrum scaled according to the set of

scaling factors (𝑁𝑐𝑜ℎ, 𝑎, 𝑏); 𝑀stat is a diagonal matrix with CNP statistical uncertainty terms; and

𝑀syst is the covariance matrix incorporating systematic uncertainties and correlations. Flux, cross

section, detector and hadronic reinteraction systematic uncertainties are included in the fit includ-

ing bin-to-bin systematic correlations. As the goal of the fit is to extract the normalization and

scaling parameters of the coherent and non-coherent NC 1𝜋0 rates, the cross-section normalization

uncertainties of NC coherent and non-coherent 1𝜋0 are not included2. The fit is performed in an

iterative approach, where the 𝑀stat and 𝑀syst matrices are evaluated with the MC prediction at the

best-fit parameters from previous interaction and kept fixed during each iteration, and stops until

the difference in 𝜒2 between two iterations converge.

The data-extracted best-fit parameters correspond to 𝑎 = 0.98 and 𝑏 = −1.0 [c/GeV] for the

scaling parameters of the NC non-coherent 1𝜋0 events, and 𝑁𝑐𝑜ℎ = 2.6 for the NC coherent 1𝜋0

normalization factor with no enhancement, 𝑁𝑐𝑜ℎ = 1, being allowed within the 1𝜎 error bands.

This best-fit gives a 𝜒2 per degree of freedom (𝑑𝑜 𝑓 ) of 8.46/17. The 𝜒2/𝑑𝑜 𝑓 at the GENIE central

value (CV) prediction is 13.74/20 yielding a Δ𝜒2 between the GENIE CV and the best-fit point of

5.28 for 3 𝑑𝑜 𝑓 . Although the goodness-of-fit 𝜒2/𝑑𝑜 𝑓 values for both scenarios are acceptable due

to the generally large uncertainties, the momentum-dependent shift is preferred over the GENIE

CV at the 1.43𝜎 level.

The 1D marginalized Δ𝜒2 distributions in Fig. 4.5 also confirm that the GENIE CV prediction

agrees with data within uncertainty. The data and MC comparisons of the reconstructed 𝜋0 mo-
2Note that the cross-section normalization uncertainties of coherent and non-coherent NC 1𝜋0 are only removed

for the purposes of this fit and not for the constraint discussed in the next section.
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Figure 4.5: The distribution of marginalized Δ𝜒2, as a function of flat normalization factor for (a)
coherent NC 1𝜋0 momentum-independent scaling factor, (b) non-coherent NC 1𝜋0 momentum-
independent scaling factor, and (c) coefficient of momentum-dependent scaling factor for NC non-
coherent 1𝜋0, marginalized over the other two parameters. The red arrows indicate parameter
values expected for the GENIE central value prediction. The 1𝜎, 90% and 99% C.L. lines are
based on the assumption that the distribution follows a 𝜒2 distribution with 1 degree of freedom.
Taken from Fig. 10 in Ref. [116].

mentum distributions scaled to the best-fit parameters are provided in Fig. 4.6 and, compared to

those corresponding to the GENIE CV, show better agreement with data after the fit.

While the data suggest that GENIE may over-estimate NC 1𝜋0 production, the results demon-

strate that the GENIE prediction of NC 1𝜋0s is accurate within uncertainty. This validates the

approach of using the measured NC 1𝜋0 event rate as a powerful in situ constraint of GENIE-

predicted NC 1𝜋0 backgrounds in the NC Δ radiative decay search. It should be stressed that while

this result motivates a momentum dependent shift in how NC 𝜋0 events are modeled, this change

is not applied to our modeling, relying instead on the fact that the assigned uncertainty covers the

observed discrepancy.
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(b) 2𝛾0𝑝

Figure 4.6: The data-MC comparison for (a) 2𝛾1𝑝 and (b) 2𝛾0𝑝 selections, as a function of re-
constructed 𝜋0 momentum. Monte Carlo predictions at the central value and at the best-fit point
(N𝑐𝑜ℎ = 2.6, 𝑎 = 0.98, 𝑏 = −1.0 [c/GeV]) are both shown, with prediction and corresponding
systematic error evaluated at the GENIE central value in salmon, and at the best-fit in blue. Note
that the systematic uncertainties on the plot include MC intrinsic statistical error and all the sys-
tematic errors (flux, cross-section and detector), with the exception of cross section normalization
uncertainties on coherent and non-coherent NC 1𝜋0. Taken from Fig. 11 in Ref. [116].

4.5 NC 1𝜋0 Constraint and Fit Results

As mentioned in the previous section, the selected 2𝛾 samples are expected to be highly corre-

lated with the 1𝛾 samples. Figure 4.7 highlights the strong correlation between the final selected

1𝛾1𝑝, 1𝛾0𝑝, 2𝛾1𝑝 and 2𝛾0𝑝 samples. Through the correlation, the information of the observed

data deficit in 2𝛾 selection can be translated to the 1𝛾 selections through a fit involving a full

systematic covariance matrix.

To illustrate the power of the NC 1𝜋0 constraint on the 1𝛾, the conditional constraint proce-

dure [124] is performed. The bin-to-bin covariance matrix for 1𝛾 and 2𝛾 selections is shown in

Eq. 4.3. It can be divided into block matrices: correlation matrix within 1𝛾 selections Σ1𝛾, cor-

relation matrix within 2𝛾 selections Σ2𝛾, and the covariance matrix between 1𝛾 and 2𝛾 selections

Σ1𝛾,2𝛾 and Σ2𝛾,1𝛾.

Σ =
©«
Σ1𝛾 Σ1𝛾,2𝛾

Σ2𝛾,1𝛾 Σ2𝛾

ª®®¬ (4.3)

Given the bin-to-bin covariance matrix Eq. 4.3, the predicted spectrum for 1𝛾 selection 𝑃1𝛾, the
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FIG. 2. (a) The total fractional systematic covariance matrix for the final selected 1�1p, 1�0p, 2�1p, and 2�0p event samples,
in bins of reconstructed shower energy for the 1� distributions, and reconstructed ⇡0 momentum for the 2� distributions. The
bin boundaries are defined in Sec. II. (b) The systematic correlation matrix for the same covariance matrix, highlighting the
strong correlations between 1� and 2� final selected event samples.

Figure 4.7: The systematic correlation between the final selected 1𝛾1𝑝, 1𝛾0𝑝, 2𝛾1𝑝 and 2𝛾0𝑝
samples. The 1𝛾 selections are shown in single bins due to low statistics, while the 2𝛾 selections
are shown in the same binning as in Fig. 4.4. The binning shown here is the same as the ones
adopted in the fit to extract the normalization scaling of NC Δ radiative decay branching ratio.
Taken from Fig. 2 in the supplementary material of Ref. [76].

prediction for 2𝛾 selection 𝑃2𝛾, and the observation for 2𝛾 selection𝑂2𝛾, the constrained prediction

for the 1𝛾 selections can be calculated via formula:

𝑃
1𝛾
𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑒𝑑

= 𝑃1𝛾 + Σ1𝛾,2𝛾 (Σ2𝛾)−1(𝑂2𝛾 − 𝑃2𝛾) (4.4)

and the constrained systematic covariance matrix for the 1𝛾 selections follows:

Σ
1𝛾,1𝛾
𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑒𝑑

= Σ1𝛾 − Σ1𝛾,2𝛾 (Σ2𝛾)−1Σ2𝛾,1𝛾 (4.5)

The result of the constraint is shown in the bottom panels of Fig. 4.3, where the predicted

spectra of the 1𝛾 selections before and after the 2𝛾 constraint are shown and compared to the

observed data. The impact of the 2𝛾 constraint on the overall normalizations of 1𝛾 selections

is shown in Tab. 4.2. The constraint from 2𝛾 channels reduces the total background prediction

by an amount consistent with the data-MC ratio observed in the 2𝛾 selections, and significantly

suppresses the systematic uncertainties by 40% and 50% respectively for the 1𝛾1𝑝 and 1𝛾0𝑝

selections.
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A single parameter 𝑥Δ, the normalization factor on the nominal rate of NC Δ radiative decay, is

extracted from the observation through a fit, and a simultaneous fit strategy with all four selected

samples (1𝛾1𝑝, 1𝛾0𝑝, 2𝛾1𝑝 and 2𝛾0𝑝) is adopted. The extracted 𝑥Δ is compared with the 3.18

scaling factor required to explain the MiniBooNE LEE, to provide a test for this specific photon

hypothesis. Unlike the illustration above where the NC 𝜋0 constraint is directly applied on the 1𝛾

selection, in the fit 2𝛾 selections implicitly constrain the systematic uncertainty and background

prediction in the 1𝛾 selections through correlation.

The CNP 𝜒2 test statistic in Eq. 4.1 is used for the fit. The 𝑀syst matrix encapsulates the full

systematic uncertainties except the uncertainty on the braching ratio of Δ → 𝑁𝛾 decay, since the

branching ratio is closely related to the 𝑥Δ parameter of interest. The fit is performed once, and

the 𝑀stat and 𝑀syst matrices are reevaluated at every 𝑥Δ value for 𝜒2 calculation across the grid.

During the fit, the 1𝛾1𝑝, 1𝛾0𝑝 samples each are binned in one bin due to low statistics, and the

binning of 2𝛾1𝑝 and 2𝛾0𝑝 samples is the same as shown in Fig. 4.4.

the data to MC simulation ratio observed in the
2γ event samples.
The best-fit value for xΔ obtained from the fit is 0,

with a χ2bf of 5.53 for 15 degrees of freedom (d.o.f.).
This measurement is in agreement with the nominal NC
Δ → Nγ rate (corresponding to xΔ ¼ 1) within 1σ
(67.8% C.L.) with a χ2 of 6.47 for 16 d.o.f. The
Feldman-Cousins calculated confidence limit leads to a
one-sided bound on the normalization of NC Δ → Nγ
events of xΔ < 2.3, corresponding to BeffðΔ → NγÞ <
1.38% and σArNCΔ→Nγ < 19.8 × 10−42 cm−2=nucleon, at
90% C.L. This is summarized in Fig. 4.
This result represents the most stringent limit on

neutrino-induced NC Δ → Nγ on any nuclear target [8,9],
and a significant improvement over previous searches, in
particular in the neutrino energy range below 1 GeV. Under
a two-hypothesis test, the data rule out the interpretation of
the MiniBooNE anomalous excess [30] as a factor of 3.18
enhancement to the rate ofΔ → Nγ, in favor of the nominal
prediction at 94.8% C.L. (1.9σ). While this is a model-
dependent test of the MiniBooNE LEE, and does not apply
universally to all other photonlike interpretations, it pro-
vides an important constraint on this process and a first
direct test of the MiniBooNE LEE, and opens the door to
further searches that focus on a broader range of models.
Those include coherent single-photon production [5],
anomalous contributions of which could give rise to addi-
tional events and would be expected to leave an imprint in
the 1γ0p selection, as well as more exotic beyond-SM

processes that manifest as single-photon events, such as
colinear eþe− pairs from Z0 [31,32] or scalar [33] decays,
among others. Follow-up MicroBooNE analyses will
explicitly target and quantify sensitivity to these alternative
hypotheses, as well as model-independent single-photon
searches.
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FIG. 4. The resulting Δχ2 curve after fitting to xΔ using the
Feldman-Cousins procedure, showing extracted confidence in-
tervals. The best fit is found to be at xΔ ¼ 0 with a χ2bf ¼ 5.53.
Shown also is the reinterpretation of this scaling factor as both an
effective branching fraction, BeffðΔ → NγÞ, and a cross section,
σArNCΔ→Nγ . The default GENIE value corresponds to xΔ ¼ 1. The
error on the LEE model is estimated from the MiniBooNE result
[3] with statistical and systematic uncertainty. It should be noted
that this uncertainty does not account for systematic correlations
between MiniBooNE and MicroBooNE.

PHYSICAL REVIEW LETTERS 128, 111801 (2022)

111801-7

Figure 4.8: The resulting Δ𝜒2 from the fit to 𝑥Δ using the Feldman-Cousins procedure, showing
extracted confidence intervals. The best fit is found to be at 𝑥Δ = 0 with a 𝜒2

𝑏 𝑓
= 5.53. Shown

also is the reinterpretation of this scaling factor as both an effective branching fraction and a cross
section. Taken from Fig. 4 in Ref. [76].

The result of the fit is shown in Fig. 4.8 with a best-fit value at 𝑥Δ = 0 and corresponding
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𝜒2/𝑛𝑑𝑜 𝑓 of 5.53/15. The confidence level of the analysis is evaluated with the Feldman-Cousins

frequentist method [125], and a one-sided bound is placed at 𝑥Δ < 2.3 with 90% CL. Under a

two-hypothesis test, the interpretation of the MiniBooNE LEE as a factor of 3.18 enhancement to

the Δ radiative decay rate is ruled out by the data while the nominal prediction is favored at 94.8%

CL [76].
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Chapter 5: Neutrino-induced NC Coherent Single Photon Production in

MicroBooNE

In Ch. 4, MicroBooNE’s search for NC Δ resonance production followed by radiative decay

Δ → 𝑁𝛾 (𝑁 = 𝑝, 𝑛) is discussed, and a tight limit on the Δ radiative decay branching ratio

is reported. Besides the incoherent NC 1𝛾 emission, there are also contributions from coherent

channels that are expected to be roughly ten times smaller [126]. NC coherent 1𝛾 is interesting to

search for because, currently, only theoretical predictions exist; the NC coherent 1𝛾 process has

never been directly measured or constrained. An experimental search for this process could allow

evaluation of its cross-section and serve as a check of the theoretical models.

The last chapter of the thesis focuses on the search for NC coherent 1𝛾 events in MicroBooNE

with Runs 1-3 data. Given current theoretical predictions [127, 128], the amount of statistics

MicroBooNE collected is likely insufficient to discover this process experimentally. Nevertheless,

the methodology and tools developed can be applied in future experiments with higher statistics.

One example of such experiments is the SBND experiment [129]: it will start to take data very

soon and expects to collect approximately 20× more data than MicroBooNE, thus can observe this

process experimentally. This chapter discusses the state-of-the-art theoretical modeling of the NC

coherent 1𝛾 process and its simulation in MicroBooNE, while the following chapter details the

selection chain and results with MicroBooNE data.

5.1 Theoretical Model of Neutral Current Coherent 1𝛾 Process

The neutrino-induced NC coherent 1𝛾 process studied in this thesis concerns the scattering of

O(1) GeV neutrinos on argon atoms that specifically leads to a weak photon production and leaves
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the nucleus in its ground state:

𝜈 + Ar𝑔𝑠 → 𝜈 + Ar𝑔𝑠 + 𝛾 (5.1)

𝜈 + Ar𝑔𝑠 → 𝜈 + Ar𝑔𝑠 + 𝛾 (5.2)

The theoretical model of this process was developed by L. Alvarez-Ruso et al. [126], following the

same procedure as neutrino-induced coherent pion modeling in [130]. It is built upon the coherent

sum of photon production amplitudes of a neutrino on single nucleons[126]. The nucleon wave

function remains unchanged during the scattering; thus, after summing over all nucleons in the

nucleus, we obtain the nuclear densities.

The NC coherent photon emission off of a nucleon takes into account contributions from direct

and crossed baryon pole terms with the nucleon and other resonances; this includes the resonant

contributions from Δ(1232), 𝑁∗(1440), 𝑁∗(1520), and 𝑁∗(1535), as well as non-resonant contri-

butions from nucleon-pole terms, and contribution from t-channel pion exchange 𝜋𝐸𝑥, shown in

Feynman diagrams in Fig. 5.1. E. Wang et al. / Physics Letters B 740 (2015) 16–22 17

Fig. 1. (Color online.) Feynman diagrams for the hadronic current of NC photon 
emission considered in Ref. [18]. The first two diagrams stand for direct and crossed 
baryon pole terms with nucleons and resonances in the intermediate state: BP and 
CBP with B = N , !(1232), N∗(1440), N∗(1520), N∗(1535). The third diagram rep-
resents the t-channel pion exchange: π Ex.

closer to the MiniBooNE estimate, was obtained in Ref. [14], based 
on the chiral effective field theory of nuclei [15–17], phenomeno-
logically extended to the intermediate energies (Eν ∼ 1 GeV) of 
the ν/ν̄ beams at MiniBooNE. In this model, a rather strong in-
medium suppression of the !(1232) excitation is compensated by 
rapidly growing contact terms which are not well understood at 
Eν ! 1 GeV, being a source of uncontrolled systematics.

In Ref. [18], we have studied the NCγ reaction on nucleons 
and nuclei at intermediate energies with a realistic model that 
extends and improves relevant aspects of the previous work. For 
free nucleons, the model respects chiral symmetry at low mo-
menta and accounts for the dominant !(1232) excitation using 
N − !(1232) transition form factors extracted from phenomenol-
ogy. Mechanisms involving the excitation of baryon states from 
the second resonance region [N∗(1440), N∗(1520) and N∗(1535)] 
have also been incorporated in order to extend the validity of the 
approach towards higher energies. Both incoherent and coherent 
reaction channels on nuclear targets have been calculated applying 
standard nuclear corrections, in particular, the broadening of the 
!(1232) resonance in nuclear matter.

With this model, using the available information about the 
MiniBooNE (anti)neutrino flux [5,19], detector mass and compo-
sition [5], and detection efficiency [20], we now predict the NCγ
events at MiniBooNE. We investigate the photon energy and an-
gle, as well as the reconstructed (anti)neutrino energy distribu-
tions, evaluating the uncertainty in the theoretical model. We pay 
attention to the contribution of antineutrinos in neutrino mode 
(and vice versa), and discuss the impact of N∗ excitation mech-
anisms. Our predictions are compared to the MiniBooNE in situ 
estimate [5,20] and the results of Ref. [14].

In Section 2 the theoretical model of the NCγ reaction on 
nucleons and nuclei is briefly described. We refer the reader to 
Ref. [18] for more details. The expressions for the single photon 
electron-like events in the conditions of the MiniBooNE experi-
ment are given in Section 3. We show our results and the compar-
isons to former estimates in Section 4, followed by the conclusions 
in Section 5.

2. Theoretical description of NC photon emission on nucleons 
and nuclei

The model of Ref. [18] for NC photon emission off nucleons,

ν(ν̄) + N → ν(ν̄) + N + γ , (1)

is defined by the set of Feynman diagrams for the hadronic current 
shown in Fig. 1.

The structure of nucleon pole terms, NP and CNP, at thresh-
old is fully constrained by gauge and chiral symmetries, and the 
partial conservation of the axial current (PCAC). They are infrared 
divergent when the photon energy Eγ → 0 but this becomes irrel-
evant when the experimental detection threshold (Eγ > 140 MeV
in the case of MiniBooNE [21]) is taken into account. The exten-
sion towards higher energy transfers required to make predictions 

at Eν ∼ 1 GeV is performed using phenomenological parametriza-
tions of the weak and electromagnetic form factors. Strange form 
factors, whose present values are consistent with zero [22] have 
been neglected.

The most prominent contribution to the cross section arises 
from the weak excitation of the !(1232) resonance followed by 
its radiative decay. The !P and C!P terms can be written in 
terms of vector and axial N − ! transition form factors. The vec-
tor form factors are related to the helicity amplitudes extracted in 
the analysis of pion photo- and electro-production data. We have 
adopted the parametrizations of the helicity amplitudes obtained 
with the unitary isobar model MAID [23]. After adopting the Adler 
model [24,25], the axial transition is expressed in terms of a single 
form factor, C A

5 in the notation of Ref. [26], for which we assume a 
standard dipole dependence on the square of the four-momentum 
transferred to the nucleon by the neutrino (q2)

C A
5
(
q2) = C A

5 (0)

(
1 − q2

M2
A!

)−2

, (2)

with C A
5 (0) and M A! determined in a fit to νµd → µ−!++n BNL 

and ANL data [27]. There is no solid theoretical reason to favor this 
ansatz over other parametrizations that can be found in the litera-
ture (see for example Refs. [28,29] and references therein). Unfor-
tunately, the available BNL and ANL data on neutrino induced pion 
production do not allow to discriminate between parametrizations. 
Our choice of Eq. (2) follows our source of empirical information 
about this form factor [27].

A similar strategy has been followed for the N∗ P and C N∗ P
amplitudes: the electroweak N − N∗ transition currents, whose 
general structure depends on the spin and parity of the excited 
resonance, are parametrized in terms of vector and axial transition 
form factors. The vector form factors are expressed in terms of the 
empirical helicity amplitudes extracted in the MAID analysis. There 
is no experimental information that could be used to constrain the 
axial form factors. Following Ref. [30], we have kept only the lead-
ing axial terms and used PCAC to derive off-diagonal Goldberger–
Treiman relations between the corresponding axial couplings and 
the N∗ → Nπ partial decay widths. For the q2 dependence we 
have assumed a dipole ansatz like in Eq. (2) with a natural value 
of M∗

A = 1.0 GeV.
Finally, the π Ex mechanism originates from the Zγπ0 ver-

tex fixed by the axial anomaly of QCD. It is nominally of higher 
order [15] and gives a negligible contribution to the NCγ cross 
section. We have assumed that other higher order terms can be 
also neglected.

The integrated NCγ cross sections and other observables have 
been computed with this model: Section IV A of Ref. [18]. Although 
the !(1232) is dominant, the nucleon–pole terms and the contri-
bution of the N∗(1520) become important at Eν > 1 GeV.

The model has been then extended to nuclear targets for both 
the incoherent

ν(ν̄) + A Z |gs → ν(ν̄) + X + γ (3)

and coherent

ν(ν̄) + A Z |gs → ν(ν̄) + A Z |gs + γ (4)

reactions. For the incoherent process we have taken into account 
Fermi motion and Pauli blocking in a local Fermi gas, with Fermi 
momenta determined from proton and neutron density distribu-
tions. For the coherent one we have followed the framework de-
rived in Ref. [31] for weak coherent pion production reactions. 
The nuclear current is obtained by summing the contributions of 

Figure 5.1: Feynman diagrams for the hadronic weak couplings considered in the calculation of NC
photon emission off nucleon. (Left) direct nucleon and resonance pole terms; (Middle) crossed nu-
cleon and resonance pole terms; (Right) t-channel pion exchange term. 𝑁∗ represents (𝑁∗(1440),
𝑁∗(1520), and 𝑁∗(1535)) resonances. Taken from Fig. 1 in Ref. [127]

Kinematic variables of all particles involved in the coherent photon emission off of a nucleon

are labeled as:

𝜈(𝑘) + 𝑁 (𝑝) → 𝜈(𝑘 ′) + 𝑁 (𝑝′) + 𝛾(𝑘𝛾) (5.3)

𝜈(𝑘) + 𝑁 (𝑝) → 𝜈(𝑘 ′) + 𝑁 (𝑝′) + 𝛾(𝑘𝛾) (5.4)
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where ®𝑘𝛾, ®𝑘 and ®𝑘 ′ are the outgoing photon, incoming neutrino, and outgoing neutrino momenta;

®𝑝 and ®𝑝′ are the nucleon momenta before and after the scattering, all in the laboratory frame.

The differential cross section derived from this model with respect to the photon kinematics in the

laboratory frame is given by:

𝑑2𝜎(𝜈, 𝜈)
𝑑𝐸𝛾𝑑Ω(𝑘𝛾)

=
𝐸𝛾

| ®𝑘 |
𝐺2

16𝜋2

∫
𝑑3𝑘

′

| ®𝑘 ′ |
𝐿
(𝜈,𝜈)
𝜇,𝜎 𝑊

𝜇,𝜎

NC,𝛾 (5.5)

where 𝐸𝛾 = | ®𝑘𝛾 | is the energy of the outgoing photon, and neutrinos are assumed massless.

𝐺 = 1.1664 × 1011 MeV−2 is the Fermi constant, and 𝐿 (𝜈,𝜈) and 𝑊NC,𝛾 represent the leptonic

and hadronic tensors respectively. The leptonic tensor is

𝐿
(𝜈,𝜈)
𝜇,𝜎 = 𝑘

′
𝜇𝑘𝜎 + 𝑘 ′

𝜎𝑘𝜇 + 𝑔𝜇𝜎
𝑞2

2
± 𝑖𝜖𝜇𝜎𝛼𝛽𝑘 ′𝛼𝑘 𝛽 (+ → 𝜈,− → 𝜈) (5.6)

where 𝑞 = 𝑘 − 𝑘
′

is the momentum-transfer and 𝑞2 = −2𝑘 · 𝑘 ′
. The hadronic tensor includes

nonleptonic vertices and is evaluated to be:

𝑊
𝜇,𝜎

NC,𝛾 = −𝛿(𝐸𝛾 − 𝑞
0)

64𝜋3𝑀2 A𝜇,𝜌 (𝑞, 𝑘𝛾) (A𝜎
.𝜌 (𝑞, 𝑘𝛾))∗ (5.7)

A𝜇,𝜌 (𝑞, 𝑘𝛾) =
∫

𝑑3𝑟𝑒𝑖( ®𝑞− ®𝑘𝛾)·®𝑟{𝜌𝑝 (𝑟)Γ̂𝜇,𝜌𝑝 (𝑟; 𝑞, 𝑘𝛾) + 𝜌𝑛 (𝑟)Γ̂𝜇,𝜌𝑛 (𝑟; 𝑞, 𝑘𝛾)} (5.8)

where 𝑀 is the mass of the nucleon; 𝜌𝑝(𝑛) (𝑟) is the local density of proton (neutron) normalized to

the number of protons (neutrons). 𝛿(𝐸𝛾−𝑞0) term imposes 𝑞0 = 𝐸𝛾 for energy conservation which

is justified by the large nucleus mass. Term Γ̂
𝜇,𝜌

𝑁
represents the nucleon helicity averaged photon

production amplitudes off nucleon, where contributions from diagrams in Fig. 5.1 are taken into
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account.

Γ̂
𝜇,𝜌

𝑁
(𝑟; 𝑞, 𝑘𝛾) =

∑︁
𝑖

Γ̂
𝜇,𝜌

𝑖;𝑁 (𝑟; 𝑞, 𝑘𝛾) (5.9)

=
∑︁
𝑖

1
2

Tr[(/𝑝 + 𝑀)𝛾0Γ
𝜇,𝜌

𝑖;𝑁 ] ×
𝑀

𝑝0 (5.10)

𝑖 = 𝑁𝑃,𝐶𝑁𝑃, 𝜋𝐸𝑥, 𝑅𝑃, 𝐶𝑅𝑃 [𝑅 = Δ(1232), 𝑁∗(1440), 𝑁∗(1520), 𝑁∗(1535)]
(5.11)

Here, four-vector matrices Γ
𝜇,𝜌

𝑖;𝑁 are the amputated photon production amplitude off a nucleon for

different channels shown in Fig. 5.1 (See Eq. 10-12 in Ref. [130] for details). During the evaluation,

the momentum transfer is accommodated by the nucleon wave function and taken to be equally

shared between the initial and final nucleon:

𝑝𝜇 = (
√︂
𝑀2 + 1

4
( ®𝑘𝛾 − ®𝑞)2,

®𝑘𝛾 − ®𝑞
2

) (5.12)

𝑝
′𝜇 = 𝑞 − 𝑘𝛾 + 𝑝 = (

√︂
𝑀2 + 1

4
( ®𝑘𝛾 − ®𝑞)2,−

®𝑘𝛾 − ®𝑞
2

) (5.13)

which greatly simplifies the calculation. Nuclear medium corrections, including the Pauli blocking,

Fermi motion, and the Δ resonance broadening in the medium, are also considered during the

calculation.

Infrared divergence arises from the nucleon-pole terms (NP and CNP) when the energy of the

outgoing photon 𝐸𝛾 → 0. This divergence should be canceled by others in the electromagnetic

radiative corrections to neutrino elastic scattering [126]. Driven by the MiniBooNE detection

threshold on photons of 𝐸𝛾 ≳ 140 MeV [131], an artificial cut-off is introduced within the GENIE

implementation to the outgoing photon energy 𝐸𝛾 at 140 MeV. This is a caveat for the MicroBooNE

search since the MicroBooNE detector has a much lower detection threshold for photons.

The leptonic and hadronic tensors are independent of neutrino flavors, thus the cross section is

the same for the electron, muon, or tau (anti)neutrinos. The predicted total cross sections for neu-

trinos and antineutrinos on different nucleus targets are shown in Fig. 5.2, generally on the order
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of 𝜎
𝐴
∼ O(10−43cm2). Figure 5.3 shows the differential cross section as a function of the outgoing

photon angle with respect to the incoming neutrino beam and energy for incident neutrino energy

𝐸𝜈 = 1 GeV. The peak at ∼ 0.3 GeV in the photon energy distribution is due to the dominant Δ con-

tribution and the second small peak at ∼ 0.8 GeV that can be observed for neutrinos corresponds

to the 𝑁∗(1520) resonance.
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For comparison, the predictions from the (�P + C�P +
NP + CNP ) part of the model of Ref. [60] are also plotted.
They are slightly above our corresponding results (without
N∗), and within the uncertainty band of our full-model curve,
up to (anti)neutrino energies of 1.4–1.5 GeV. Above these
energies, there is a a change of slope and a pronounced
enhancement [60]. Moreover, in the model of this reference,
the cross section above Eν,ν̄ = 0.65 GeV is not dominated by
the (N + �) mechanism, but by contact terms from higher
order effective Lagrangians whose extrapolation to higher
energies is uncertain. Indeed, for some choices of parameters,
coherent cross sections as large as 25 × 10−42 cm2 were
obtained for Eν,ν̄ = 1.5 GeV [60]. This amounts to a factor 3–4
larger than our predictions. We should remind here that below
500 MeV, the contact terms in the nucleon amplitudes are very
small as expected based on the power counting established
in Ref. [38]. Because of the substantial reduction of the �
mechanisms, the contact terms in Ref. [60] acquire further
relevance when the processes take place in nuclei, especially
for the coherent reaction.

Our results for coherent NCγ total and differential cross
sections on different nuclei are shown in Fig. 12. Neutrino
(antineutrino) coherent cross sections are about a factor 15
(10) smaller than the incoherent ones given in Fig. 10. Thus,
the relative relevance of the coherent channel with respect
to the incoherent channel is comparable, if not greater than
in the pion production reactions induced by neutrinos and
antineutrinos, where it is of the order of a few percent [39,95].
Notice that in these latter reactions the coherent cross section
is further reduced (by around a factor of two) because of the
strong distortion of the outgoing pion, which is not present
in photon production. It is also true that the incoherent cross
section is reduced (∼20%–30%) by final state interactions,
again absent for photons.

The coherent cross sections neither scale with A, like the
incoherent one approximately does, nor with A2 as one would

expect from the coherence of the dominant isoscalar �P mech-
anism (sum of neutron and proton amplitudes). This is due to
the presence of the nuclear form factor (Fourier transform
of the nuclear density for momentum �q − �kγ ); see the first
paragraph of Sec. III B and Eq. (70). The nuclear form factor
gets its maximum values when �q = �kγ , which corresponds to
q2 = 0. In this forward kinematics, the lepton tensor L(ν,ν̄)

μσ ∼
qμqσ , and the vector part of the amplitude squared is zero due
to CVC. Furthermore, the axial contribution, which is purely
transverse ∼(�kγ × �q) also vanishes. Therefore, the largest
differential cross sections arise in kinematics that optimize the
product of the amplitude squared of the elementary process
times the nuclear form factor. Such a balance also appears in
the (3He,3H π+) reaction on nuclear targets [96] or in electron-
and photon-induced reactions, making the electromagnetic
coherent pion production cross section a rather small fraction
of the total inclusive nuclear absorption one [74,75].

The described pattern strongly influences the photon
angular dependence of this reaction shown in the middle
panels of Fig. 12 although in a nontrivial way because the
θγ angle is given with respect to the direction of the incoming
(anti)neutrino beam; it is not the angle formed by �q and �kγ ,
which is not observable. Actually, for each value of θγ , and
integration over all possible �q is carried out. The details of the
angular distributions are determined by interferences between
the dominant �P mechanism and the C�P and N (1520) ones,
enhanced by the kinematic constrains imposed by the nuclear
form factor. The impact of the latter is apparent in the width
of the angular distributions which are narrower for heavier
nuclei.

Finally, in Fig. 12 we display the outgoing photon energy
distributions (right panels). In the coherent NCγ reaction,
there are two massless particles in the final state, and a third
one (the nucleus) which is very massive and has a small
(negligible) kinetic energy but can carry large momenta. The
prominent peak observed for all nuclei is due to the dominant
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FIG. 12. (Color online) Neutrino (top) and antineutrino (bottom) total cross sections (left panels) photon angular (middle panels) and photon
energy (right panels) differential distributions for the coherent NCγ reaction, obtained with our full model. The angle θγ is referred to the
direction of the incoming (anti)neutrino beam. The kinematic region of Eγ < 140 MeV was cut out. Results for different nuclei (12C,16O,40Ar,
40Ca,56Fe, and 208Pb) divided by the number of nucleons are shown.
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Figure 5.2: The predicted total cross section as a function of incoming neutrino energy for neutri-
nos (top) and antineutrinos (bottom), on different nuclei targets. Taken from Fig. 12 in Ref. [126].

5.2 Simulation of NC Coherent 1𝛾 in MicroBooNE

The model of NC coherent 1𝛾 process is not implemented in the GENIE v3.0.6 generator

incorporated in MicroBooNE software. Instead it has been successfully implemented and vali-

dated [132] in an updated GENIE version [133]1. Thus, differently from background events, which

are simulated following the simulation chain discussed in Sec. 3.1 with default GENIE, the NC

coherent 1𝛾 signal events for this analysis are simulated in a standalone GENIE generator.
1More specifically the signal simulation used in this analysis is produced with a development branch (NCGam-

maFix) of GENIE with source code at git repository: GENIE generator.
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For comparison, the predictions from the (�P + C�P +
NP + CNP ) part of the model of Ref. [60] are also plotted.
They are slightly above our corresponding results (without
N∗), and within the uncertainty band of our full-model curve,
up to (anti)neutrino energies of 1.4–1.5 GeV. Above these
energies, there is a a change of slope and a pronounced
enhancement [60]. Moreover, in the model of this reference,
the cross section above Eν,ν̄ = 0.65 GeV is not dominated by
the (N + �) mechanism, but by contact terms from higher
order effective Lagrangians whose extrapolation to higher
energies is uncertain. Indeed, for some choices of parameters,
coherent cross sections as large as 25 × 10−42 cm2 were
obtained for Eν,ν̄ = 1.5 GeV [60]. This amounts to a factor 3–4
larger than our predictions. We should remind here that below
500 MeV, the contact terms in the nucleon amplitudes are very
small as expected based on the power counting established
in Ref. [38]. Because of the substantial reduction of the �
mechanisms, the contact terms in Ref. [60] acquire further
relevance when the processes take place in nuclei, especially
for the coherent reaction.

Our results for coherent NCγ total and differential cross
sections on different nuclei are shown in Fig. 12. Neutrino
(antineutrino) coherent cross sections are about a factor 15
(10) smaller than the incoherent ones given in Fig. 10. Thus,
the relative relevance of the coherent channel with respect
to the incoherent channel is comparable, if not greater than
in the pion production reactions induced by neutrinos and
antineutrinos, where it is of the order of a few percent [39,95].
Notice that in these latter reactions the coherent cross section
is further reduced (by around a factor of two) because of the
strong distortion of the outgoing pion, which is not present
in photon production. It is also true that the incoherent cross
section is reduced (∼20%–30%) by final state interactions,
again absent for photons.

The coherent cross sections neither scale with A, like the
incoherent one approximately does, nor with A2 as one would

expect from the coherence of the dominant isoscalar �P mech-
anism (sum of neutron and proton amplitudes). This is due to
the presence of the nuclear form factor (Fourier transform
of the nuclear density for momentum �q − �kγ ); see the first
paragraph of Sec. III B and Eq. (70). The nuclear form factor
gets its maximum values when �q = �kγ , which corresponds to
q2 = 0. In this forward kinematics, the lepton tensor L(ν,ν̄)

μσ ∼
qμqσ , and the vector part of the amplitude squared is zero due
to CVC. Furthermore, the axial contribution, which is purely
transverse ∼(�kγ × �q) also vanishes. Therefore, the largest
differential cross sections arise in kinematics that optimize the
product of the amplitude squared of the elementary process
times the nuclear form factor. Such a balance also appears in
the (3He,3H π+) reaction on nuclear targets [96] or in electron-
and photon-induced reactions, making the electromagnetic
coherent pion production cross section a rather small fraction
of the total inclusive nuclear absorption one [74,75].

The described pattern strongly influences the photon
angular dependence of this reaction shown in the middle
panels of Fig. 12 although in a nontrivial way because the
θγ angle is given with respect to the direction of the incoming
(anti)neutrino beam; it is not the angle formed by �q and �kγ ,
which is not observable. Actually, for each value of θγ , and
integration over all possible �q is carried out. The details of the
angular distributions are determined by interferences between
the dominant �P mechanism and the C�P and N (1520) ones,
enhanced by the kinematic constrains imposed by the nuclear
form factor. The impact of the latter is apparent in the width
of the angular distributions which are narrower for heavier
nuclei.

Finally, in Fig. 12 we display the outgoing photon energy
distributions (right panels). In the coherent NCγ reaction,
there are two massless particles in the final state, and a third
one (the nucleus) which is very massive and has a small
(negligible) kinetic energy but can carry large momenta. The
prominent peak observed for all nuclei is due to the dominant
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FIG. 12. (Color online) Neutrino (top) and antineutrino (bottom) total cross sections (left panels) photon angular (middle panels) and photon
energy (right panels) differential distributions for the coherent NCγ reaction, obtained with our full model. The angle θγ is referred to the
direction of the incoming (anti)neutrino beam. The kinematic region of Eγ < 140 MeV was cut out. Results for different nuclei (12C,16O,40Ar,
40Ca,56Fe, and 208Pb) divided by the number of nucleons are shown.
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Figure 5.3: The predicted differential cross-section as a function of the outgoing photon angle
(left) and outgoing photon energy for incoming (anti)neutrino of 1 GeV on different nuclei targets.
Taken from Fig. 12 (c)-(f) in Ref. [126].

The GENIE generator takes as input the BNB 𝜈𝜇 flux profile expected in the MicroBooNE

detector and simulates the production of neutrino-induced NC coherent 1𝛾 emission on argon.

Then, the relevant truth information from GENIE output is saved in plain text-based HEPEVT [134]

format. For computing efficiency, the simulated signal event is assumed to happen within the

1.6𝜇s beam spill with the interaction vertex randomly scattered in the detector active volume. The

HEPEVT file is then fed into MicroBooNE software for a full simulation of the final states from this

process in the detector, including the particle propagation in the detector as well as the detector

response discussed in Sec. 3.1.

The distributions of the simulated signal in the MicroBooNE detector are shown in Fig. 5.4

highlighting the energy range and forward nature of the final state photons. Note that compared

to Fig. 5.3, there is no longer a bump at ∼ 0.8 GeV in the photon energy distribution in Fig. 5.4.

This is because, different from the full model discussed in Sec. 5.1, the current implementation of

the model includes only contribution from the Δ resonance. This is a small effect since the BNB

neutrino has an average energy of ⟨𝐸𝜈⟩ ∼ 0.8 GeV and the higher-order resonance contribution
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is expected to be smaller than shown in Fig. 5.3. A 2D distribution of the simulated signals is

provided in Fig. 5.5 showing the correlations between the shower angle and energy.
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Figure 5.4: Distribution of true photon energy (left) and photon angle with respect to the incoming
neutrino beam (right) of all simulated NC coherent 1𝛾 events in MicroBooNE detector. Note the
140 MeV cut-off introduced in the GENIE implementation.
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Figure 5.5: Correlation between true photon energy and angle with respect to the beam of all
simulated NC 1𝛾 coherent events.

A caveat for the above signal simulation is that only contribution from the 𝜈𝜇 flux is simulated,

while for NC processes contributions from all neutrino species are expected. As such, every sim-

ulated event is assigned a unique scaling weight based on its associated true 𝜈 energy, to take into

account contributions from 𝜈𝜇, 𝜈𝑒 and 𝜈𝑒. For the detailed procedure of how the scaling weight is

determined, please see App. B.
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5.3 Normalization of NC Coherent 1𝛾 Simulation

To evaluate the number of predicted events at a given POT, the simulated NC coherent sample

needs to be carefully normalized. More specifically, the number of NC coherent 1𝛾 events needs

to be mapped to the amount of POT it’s equivalent to. This is done based on the GENIE simulated

cross-section splines for the NC coherent 1𝛾 process and the simulated neutrino flux profile.

The cross-section spline 𝑆(𝐸𝜈) from GENIE provides the cross-section as a function of the true

neutrino energy in units of [cm2]. The simulated neutrino flux 𝐹 (𝐸𝜈) at MicroBooNE is expressed

as a function of true neutrino energy in units of [POT−1 ∗ bin−1 ∗ cm−2], which gives the number

of neutrinos predicted in each bin for unit area per POT. Given the number of target atom 𝑁𝑡𝑎𝑟𝑔𝑒𝑡 ,

the number of interactions per POT can be calculated as

𝑃per POT = 𝑁𝑡𝑎𝑟𝑔𝑒𝑡 ∗
∫ inf

0
𝑆(𝐸𝜈) ∗ 𝐹 (𝐸𝜈)𝑑𝐸𝜈 (5.14)

Naturally, the corresponding POT of 𝑛 predicted events is 𝑛/𝑃per POT. The BNB beam contains

neutrinos of four flavors: 𝜈𝜇, 𝜈𝜇 , 𝜈𝑒 and 𝜈𝑒, thus Eq. 5.14 is updated to:

𝑃per POT = 𝑁𝑡𝑎𝑟𝑔𝑒𝑡 ∗
∫ inf

0

∑︁
𝑘

𝑆𝑘 (𝐸𝜈) ∗ 𝐹𝑘 (𝐸𝜈)𝑑𝐸𝜈 (5.15)

where 𝑘 denotes different neutrino flavors.

The flux prediction of neutrino beam 𝐹𝑘 (𝐸𝜈) at MicroBooNE can be found in Ref. [72]. The

cross sections 𝑆𝑘 (𝐸𝜈) for 𝜈(𝜈)-induced NC coherent single photon interaction on argon are shown

in Fig. 5.6, as a function of neutrino energy. For the MicroBooNE detector dimensions, the number

of argon atoms 𝑁𝑡𝑎𝑟𝑔𝑒𝑡 is calculated to be 1.30 × 1030. This leads to a prediction of 10.43 NC

coherent 1𝛾 events for 6.80 × 1020 POT.
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Figure 5.6: Cross section for neutrino induced neutral current coherent single photon interaction,
as a function of true neutrino energy. (left): predicted cross section for neutrinos (𝜈𝜇, 𝜈𝑒 and 𝜈𝜏);
(right): predicted cross section for antineutrinos (𝜈𝜇, 𝜈𝑒 and 𝜈𝜏). The cross-section is shown as
per-nucleus cross-section, in a unit of 10−38cm2.
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Chapter 6: MicroBooNE NC Coherent Single Photon Search

With the expected topology of single shower with no hadronic activity nearby, the search for

NC coherent 1𝛾 focuses on events with a single reconstructed shower and zero reconstructed tracks.

The analysis builds upon the framework and tools developed for the NC Δ radiative decay search

discussed in Ch. 4, and takes a similar analysis approach. Starting with outputs from Pandora re-

construction [101], it combines tranditional selection cuts with BDTs to help reject background and

utilizes the high-statistic NC 𝜋0 samples to help constrain background and systematic uncertainty.

Given the extreme rarity of the NC coherent 1𝛾 process (∼ 10 events expected in the Micro-

BooNE detector over three years of data), a total of six BDT’s are developed to maximize the

background rejection while preserving the coherent single photon signal events. Though some

BDTs share the same names as the ones in the NC Δ radiative decay search, all BDTs in this

analysis are developed and trained independently to target the different signal definition. A major

difference from the previous NC Δ radiative decay search is a new proton-stub veto (PSV) tool

developed to reject events with visible proton-candidate activities. The PSV specifically targets

events with protons exiting the nucleus that are too low-energy to be reconstructed, through tiny

but visible traces of energy deposition the protons leave in the detector. The PSV tool proves to be

very efficient in removing NC background with exiting protons.

This analysis makes use of MicroBooNE Runs 1-3 data, and it is designed to be a blind analysis

and developed using MC overlay samples without full access to the data. A small subset of “open

data” that is ∼ 10% of the full Runs 1-3 data is accessible during the analysis development, and

is used to validate data-MC agreement in BDT training and other important variables. Fake data

studies are performed to ensure that the selection is sensitive to the injected signal, and a sideband

sample exclusive of the signal region is inspected with full Runs 1-3 data before the signal region

is unblinded. The following sections describe the detailed selection, sideband result, and final data
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result of the analysis. Full details of the selection, fake data studies, and sideband studies can be

found in Ref. [135].

6.1 Monte Carlo Prediction Breakdown

In this analysis, MC simulations are broken down into different categories based on truth infor-

mation, in a similar manner as the NC Δ analysis in Ch. 4. The definitions of different categories

are described below, and their corresponding color scheme can be found in Fig. 6.1:

• NC coherent 1𝛾: This is the targeted signal. It includes all NC coherent single-photon

production on argon inside the active TPC volume, regardless of incoming neutrino flavor.

• NC 1𝜋0: All NC interactions in the active volume that produce one exiting 𝜋0 regardless

of incoming neutrino flavor. This category is further split into two sub-categories, “NC

1𝜋0 Coherent” and “NC 1𝜋0 Non-Coherent” contributions, based on their interaction types.

Non-Coherent scattering occurs when a neutrino interacts with a nucleon inside the argon

nucleus, potentially knocking out one or more nucleons. NC 1𝜋0 Coherent, like the NC

coherent 1𝛾 signal, is produced from coherent scattering of the neutrino with the nucleus,

and the resulting 𝜋0 tends to be very forward relative to the incoming neutrino beam.

• NC Δ → 𝑁𝛾: NC single-photon production from the radiative decay of the Δ(1232) baryon

in the active volume. This is the largest contribution of NC single photon production relevant

to the BNB beam. In this analysis, this is further broken down into two exclusive sets, NC

Δ → 𝑁𝛾 (1+p) and NC Δ → 𝑁𝛾 (0p), depending on the outgoing nucleon and its kinetic

energy (KE). NC Δ → 𝑁𝛾 (1+p) refers to NC Δ radiative decay events that have at least one

proton exiting the nucleus with KE larger than 50MeV. Δ → 𝑁𝛾 (0p) is the complementary

set and includes NC Δ radiative decay events with either no protons exiting the nucleus, or

protons exiting the nucleus but with low KE (< 50MeV).

• CC 𝜈𝜇 1𝜋0: All 𝜈𝜇 CC interactions in the active volume that have one true exiting 𝜋0.
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• CC 𝜈𝑒/𝜈𝑒 Intrinsic: All CC 𝜈𝑒 or 𝜈𝑒 interactions in the active volume.

• BNB Other: All remaining BNB neutrino interactions that take place in the active TPC

volume and are not covered by the above five categories, such as multiple 𝜋0 events and 𝜂

meson decay.

• Dirt (Outside TPC): All BNB neutrino interactions that take place outside the MicroBooNE

active TPC but have final states that enter and deposit energy inside the active TPC detector.

This can originate from scattering off liquid argon in the cryostat vessel outside the active

TPC volume or from interactions in the concrete and “dirt” surrounding the cryostat itself.

• Cosmic Data: Coincident cosmic ray interactions that take place during a BNB beam-spill

but without any true neutrino interaction present.

6.2 Topological selection and Preselection
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Figure 6.1: MC predicted background distribution as a function of the reconstructed shower energy
after pre-selection. The orange histogram overlaid shows the distribution of NC coherent 1𝛾 signal
scaled by 2500 times for it to be visible. At this stage, the signal and backgrounds populate
different regions of phase space in the reconstructed shower energy.

The event selection starts with a topological selection on outputs from Pandora, specifically

requiring one reconstructed shower and zero reconstructed tracks (1𝛾0𝑝), which is the expected
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topology for NC coherent 1𝛾 signal in the detector. It’s worth noting that 71.9% of simulated NC

coherent 1𝛾 events are removed by the 1𝛾0𝑝 topological requirement, because 32.7% of the signal

events are reconstructed with no track or shower by Pandora, while 39.2% are reconstructed with

either ≥ 1 tracks or ≥ 2 showers.

Then, loose preselection cuts are applied in order to remove obvious backgrounds. The pre-

selection requires that the reconstructed shower energy be larger than 50 MeV to remove Michel

electrons from cosmic muon decays. Additionally a fiducial volume cut of at least 2 cm away

from the space charge boundary [96] is made on the reconstructed shower start, in order to remove

showers originating from particles scattering into the TPC. Relative to the topological stage, the

preselection cuts further reject 33.9% of the overall background, mostly dirt and cosmic back-

ground, while preserving 98.6% of the signal.

After preselection stage, 27.7% of the NC coherent 1𝛾 signal remains out of all simulated signal

events in the TPC, and the corresponding signal to background ratio is ∼ 1 : 2696. Figure 6.1

shows the predicted NC coherent 1𝛾 signal scaled by a factor of 2500 and the nominal predicted

background after the preselection requirements are applied, highlighting the rarity of the signal

and different regions of phase space in reconstructed shower energy populated by the signal and

backgrounds.

6.3 Event-level Boosted Decision Tree Based Selection

After the preselection, BDTs are developed and optimized to further differentiate the signal

from background events. There are in total six (6) tailored BDTs developed using the XGBoost

library [120], each trained with variables derived from reconstructed objects. Every BDT targets

a different background and thus is trained with different labeled background events. There are

four BDTs trained with event-level variables, which are variables unique in each event, and two

BDTs trained with cluster-level variables associated with clusters of reconstructed hits in each

event. Simulated MC events are separated into statistically exclusive sets; test sets independent

from the BDT training sets are used to obtain the MC prediction, which later is used in signal
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region selection optimization and data-MC comparison. The event-level BDTs are discussed first

in this section, and the cluster formation and cluster-level BDTs are described in Sec. 6.4.

The largest background contributions remaining after preselection are cosmic-ray background,

dirt (∼ 50% of which is 𝜋0 events), BNB Other, and NC non-coherent 1𝜋0, ordered by the size

of predicted contributions in decreasing order. Three event-level BDTs are employed to target

these backgrounds, and another BDT is designed to specifically target the electron background

from CC interactions induced by the intrinsic 𝜈𝑒/𝜈𝑒 in the beam. To enhance the ability of BDTs

in learning the differences between NC coherent 1𝛾 events and backgrounds, all four BDTs are

trained with selections of events passing the preselection requirements. The same NC coherent 1𝛾

overlay sample is used as the “signal” during training in four BDTs, with the requirements that the

reconstructed shower originates from photon activity in truth and > 50% of the reconstructed hits in

the shower result from energy deposition of the simulated activities, in addition to the preselection

requirements. The background definitions used and the key features in training the four BDTs are

described below:

Cosmic BDT: The goal of the cosmic BDT is to differentiate NC coherent 1𝛾 signal from

misidentified cosmic backgrounds. The cosmic BDT trains on BNB external data as background,

and makes use of the fact that cosmic rays usually travel from the top of the detector down to Earth

vertically, resulting in reconstructed showers that are oriented more vertically and have less extent

in the beam direction when compared to that of the signals.

CC 𝜈𝑒 BDT: CC 𝜈𝑒 BDT aims to remove reconstructed showers originating from electrons in-

stead of photons, and trains on simulated, preselected CC 𝜈𝑒/𝜈𝑒 events. One key handle for pho-

ton/electron separation is the shower 𝑑𝐸/𝑑𝑥. Most photons in the energy range relevant to this

analysis lose energy through 𝑒+𝑒− pairproduction; these then further radiate, producing an electro-

magnetic shower. Compared to the electron shower, whose 𝑑𝐸/𝑑𝑥 at the shower start is similar to

the 𝑑𝐸/𝑑𝑥 of a MIP around 2 MeV/cm, the photon shower start has 𝑑𝐸/𝑑𝑥 ∼ 4 MeV/cm.
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CC 𝜈𝜇 focused BDT: The CC 𝜈𝜇 focused BDT aims to remove any backgrounds other than the

cosmic, NC Δ radiative decay, CC 𝜈𝑒/𝜈𝑒 and NC 1𝜋0. Among these background events, ∼76% are

CC 𝜈𝜇/𝜈𝜇 events, 60% of which are CC events without 𝜋0 exiting the nucleus, and for which the

muon is mis-reconstructed as a shower. Since muons are MIPs, variables such as shower 𝑑𝐸/𝑑𝑥,

averaged energy per hit in the reconstructed shower, and Pandora score are of importance for the

separation of mis-identified muons from the true coherent single photons. The CC 𝜈𝜇 focused BDT

is trained with simulated 𝜈/�̄�-interactions other than NC Δ radiative decay, CC 𝜈𝑒/𝜈𝑒 and NC 1𝜋0

as background events.

NC 1𝜋0 BDT: NC 1𝜋0 background is harder to remove compared to cosmic and other 𝜈-induced

backgrounds because in most cases the reconstructed shower in mis-identified NC 1𝜋0 is indeed

from a true photon (most likely the leading photon from 𝜋0 decay). There are a variety of reasons

that could lead to single shower reconstruction in 𝜋0 sample:

1. The second shower from 𝜋0 decay is not visible in the detector; this could happen when the

photon is absorbed by the medium, leaves the detector before pair-producing, or is too low

energy to be detected.

2. The second shower deposits energy in the detector but the 3D reconstruction fails; this could

happen when the cluster-matching across planes in Pandora fails.

3. The hits from the second photon are reconstructed in 3D but not associated with the neutrino

interaction; this happens when cosmic-rays interfere with the energy deposition on one or

more planes.

To mitigate failure case (2), a cluster-level second-shower veto (SSV) BDT is developed following

the exact same approach as in the NC Δ analysis [76] to identify the possible presence of the

second shower that misses reconstruction. The SSV BDT is discussed in more detail in Sec. 6.4,

and a selection of the SSV BDT outputs is used to train the NC 1𝜋0 BDT. In addition to variables

involving the missing second shower, variables associated with the primary reconstructed shower
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that contribute the most in separating the signal from NC 1𝜋0 backgrounds are the reconstructed

shower energy, angle, and projected momentum on the vertical plane (perpendicular to the neutrino

beam direction).
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(a) Cosmic BDT score
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(b) CC 𝜈𝑒 BDT
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(c) CC 𝜈𝜇 focused BDT
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(d) NC 1𝜋0 BDT

Figure 6.2: The BDT classifier scores for (a) the Cosmic BDT; (b) CC 𝜈𝑒 BDT; (c) CC 𝜈𝜇 focused
BDT and (d) NC 1𝜋0 BDT. Higher scores indicate more NC coherent 1𝛾 signal-like events. The
stacked histograms show the predicted background distribution, while the yellow hollow histogram
represents the distribution for the NC coherent 1𝛾 signal, both after preselection. The signal his-
togram is significantly scaled for visual purposes by 1000 times in (a), (b), (d) and by 500 times in
(c).

The outputs of the event-level BDTs are scores in the range of [0,1]; a higher event-level BDT

score indicates the event is more NC coherent 1𝛾 signal like. Figure 6.2 shows the predicted BDT

score distributions after the preselection requirement. The NC coherent 1𝛾 signal is scaled up

in order to highlight the separation between the signal and the targeted background in the BDT

responses.

Cut positions for these four event-level BDTs are optimized towards maximizing the statistical
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significance of the NC coherent 1𝛾 signal, i.e. 𝑁sig√
𝑁bkg

1. The possible cut values are explored

simultaneously on all four BDTs and the signal significance is evaluated after every choice of cut

values. Significant degeneracy is found in the four-dimensional space of possible cuts. A set of cuts

chosen to maximize signal selection efficiency within the degenerate region is shown in Tab. 6.1.

A selection of events pass requirements on these four BDTs if their BDT scores are higher than the

corresponding cut values and comprise the “semi-final” selection.

Event-level BDTs Optimized BDT Score Cut
Cosmic 0.990
CC 𝜈𝑒 0.885
CC 𝜈𝜇 0.992

NC 1𝜋0 0.891

Table 6.1: Final cut positions on the four primary event-level BDTs, optimized based on the signal
statistical significance ( 𝑁sig√

𝑁bkg
).

6.4 Cluster-level Boosted Decision Tree Based Selection

Cluster-level BDTs are designed to identify activities of interest that are missed by Pandora

pattern recognition. There are two cluster-level BDTs employed in this analysis. First, a second-

shower veto (SSV) BDT targets missing second shower from 𝜋0 decay in 𝜋0 backgrounds. Second,

a proton-stub veto (PSV) BDT aims to identify proton activity near the shower vertex, in order to

remove non-coherent backgrounds. Both BDTs build on hits that are not reconstructed in 3D by

Pandora: individual scattered hits are clustered together to form candidate clusters of interest which

get classified by the BDTs. We will discuss the clustering mechanism first before describing the

specifics of each BDT.

1Primary event-level BDT optimization with neutrino flux and cross-section uncertainty taken into account is ex-
plored and found to prone to cuts with very low MC statistics remaining. Since low MC statistics make it impossible
for reliable systematic uncertainty evaluation, this optimization approach is not adopted.
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6.4.1 Hit Clustering

Each reconstructed hit consists of an ADC waveform and associated wire and timing infor-

mation. Nearby neighboring hits are grouped together on a plane-by-plane basis; this is referred

to as “hit clustering”. Hits with summed ADC lower than 25 are considered “noise” hits and ig-

nored during clustering formation. The separation of two hits on the same plane is defined by the

following metric:

𝐷 =

√︂
((𝑤1 − 𝑤2) ∗ 0.3cm)2 + ( 𝑡1 − 𝑡2

25cm−1 )2 (6.1)

where 𝑤1, 𝑤2 are the wire number of two hits, 𝑡1, 𝑡2 are the associated time tick (1 tick = 0.5 𝜇s)

information and where the normalization factors are chosen to make the wire spacing and time

interval difference comparable in physical extent.

The clustering is performed using the density-based spatial clustering of applications with noise

(DBSCAN) algorithm [121] with two parameters:

• 𝑁minPts: the minimum number of hits required to form a cluster.

• 𝜖 : the maximum distance between two hits. This distance requirement is used in both initial

cluster formation, which requires at least 𝑁minPts hits all within a distance of 𝜖 from each

other, and cluster expansion, where an additional hit is absorbed as long as it is within a

distance of 𝜖 from at least one hit in an existing cluster.

The result of DBSCAN is a group of clusters on three planes that are robust to spatial outlier hits

and arbitrarily shaped complying with the restriction from 𝜖 .

6.4.2 Second shower veto BDT

The SSV BDT targets the second shower from the 𝜋0 decay in the detector, which has an

expected topology of a sparse cascade of hits near the primary reconstructed shower. Thus, the

candidate clusters for the second shower are formed with 𝑁minPts = 8 and 𝜖 = 4 cm. Undesirable

clusters can result from electronic noise along a single wire during continuous time intervals and
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correlated noises across several wires at the same time. To avoid clustering on such noise, the

candidate clusters are required to span at least four (4) time ticks and three different wires. Further,

the spatial variance of hits within a cluster along any single axis cannot exceed 99.9% of the total

spatial variance of the cluster, which is evaluated through principal component analysis (PCA).

This further reduces the mis-clustering of noise and yields one or more second shower candidate

clusters per plane per event.
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Figure 6.3: Distribution of the maximum SSV BDT score of all clusters formed in events passing
the preselection requirements. Nominal predictions for backgrounds are stacked in the colored
histograms, while the signal prediction is scaled by a factor of 1000 and plotted separately in the
yellow hollow histogram. Higher score means a higher probability of a second shower present in
the event. Note that, if no second shower candidate cluster is formed in an event, the maximum
SSV BDT score for this event is set to zero.

The reconstructed calorimetric and spatial variables associated with second shower candidate

clusters are the inputs to the SSV BDT. More specifically, second shower candidate clusters that

are truth-matched to a different photon from the primary reconstructed shower in the NC 1𝜋0

sample serve as the training signal, while second shower candidate clusters formed in simulated NC

coherent 1𝛾 events are used as training background. The output of the BDT is a score assigned to

each cluster from 0 to 1. The higher the score, the higher the probability that the cluster originates

from a photon from 𝜋0 decay. The result of SSV BDT is not directly used in event selection;

instead, high-level variables such as the maximum SSV BDT score of all clusters on each plane
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are input variables to the NC 1𝜋0 BDT. Figure 6.3 shows the distribution of the maximum SSV

BDT scores of all clusters formed in events.

6.4.3 Proton stub veto BDT

Besides the SSV score, another handle is leveraged to aid in the rejection of background: tiny

proton traces. MicroBooNE’s detection threshold for protons is 40 MeV in KE; however, hand

scanning of NC Δ radiative decay events shows visible true proton-like activity on one or more

planes near the reconstructed shower in some 1𝛾0𝑝 events. These proton-like activities usually

sit very close to the backward projection of the shower direction. The PSV BDT is designed

to identify such indications of missed protons, through which non-coherent backgrounds can be

removed, specifically misidentified NC backgrounds with protons exiting the nucleus.

The building block of the PSV BDT is proton candidate clusters, similarly to the SSV BDT.

Since most protons that are missed by the reconstruction are low energy, and proton tracks are

expected to be very straight with dense energy deposition, proton candidate clusters are required

to be dense by setting 𝜖 = 1 cm during the DBSCAN clustering. Driven by handscan observations,

𝑁minPts is set to 1 to allow the capture of tiny clusters originating from proton activities. This

allows small noise hits to leak in, leading to O(100) proton candidate clusters per event. Thus the

PSV BDT must be efficient in correctly identifying true proton clusters from substantial amount

of background clusters arising from other activity. Two handles help solve this problem: the

geometric relation between true proton candidate clusters and the reconstructed shower, and the

distinct calorimetric profile of proton track.

The cartoon in Fig. 6.4 shows a potential geometric relation between a proton candidate cluster

and the reconstructed shower on a plane. In backgrounds that have true protons exiting the nucleus

and reconstructed shower from a true photon, the proton cluster is expected to intersect the line of

backward projection of the reconstructed shower. This means the minimum perpendicular distance

from the candidate cluster to the direction of the primary reconstructed shower, i.e. the impact

parameter of the cluster, should be zero for the proton candidate clusters. Additionally, the PSV
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BDT also takes advantage of the straightness and the Bragg peak signature expected for a proton

track to identify true proton clusters.

Prim
ary Reconstructed Shower

Shower Start Point

Reco Shower 

Direction

Proton Stub 

Cluster Candidate

Impact 
Parameter

Min dist from 
cluster to shower start

Figure 6.4: Cartoon showing the relative position of a proton candidate cluster to the primary re-
constructed shower on a plane. Two important variables for the PSV BDT are also highlighted: the
minimum distance between the proton cluster and the reconstructed shower start, and the impact
parameter of the candidate cluster to the shower direction. If the proton stub candidate is indeed
from a proton that comes from the same vertex as the reconstructed shower, the impact parameter
is expected to be close to zero, assuming the reconstructed shower direction is accurate.

The simulated NC Δ radiative decay sample is used to train the PSV BDT: proton candidate

clusters in the NC Δ sample that are truly from protons are used as training signals, while the

remaining candidate clusters are the training background. Unlike the SSV BDT which is not used

as a selection cut, a cut is applied directly on the derived PSV BDT output to further improve the

signal-to-background ratio after the semi-final selection.

The derived PSV BDT output used is the maximum PSV BDT score of all proton candidate

clusters on plane 0 and plane 2 (abbreviated as “maximum PSV score on Planes 02”). The reason

for not including clusters formed on plane 1 is due to the fact that an excess amount of proton can-

didate clusters is found in data in the open dataset [135, 136]. The excess is localized in specific

regions on plane 1 and found to be due to mismatch of run periods used in the simulation overlay

sample and the open data. This is successfully resolved by requiring the overlay sample in simu-

lation and the collected data to come from overlapping run periods. However, to be conservative,

PSV BDT score information on plane 1 is dropped.
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Figure 6.5 shows the distribution of the maximum PSV score on Planes 02 for the predicted

background after preselection. As expected, the NC coherent 1𝛾 signal and most of the background

pile up on the left, while the right corner is most populated by the NC non-coherent 1𝜋0. The

distribution of the same variable with the cosmic, CC 𝜈𝑒 and CC 𝜈𝜇-focused BDT requirements

applied is shown in Fig. 6.6. The resulting sample is a photon-rich sample dominated by the

NC non-coherent 1𝜋0s. The peak near 1 is mostly populated by NC non-coherent 1𝜋0 background,

highlighting the strong separation power of the PSV BDT. The NC coherent 1𝛾 signal and majority

of the NC coherent 1𝜋0 background cluster at low BDT score regions due to their coherent nature,

as expected.
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Figure 6.5: The maximum PSV score among all clusters on plane 0 and plane 2 for events passing
the preselection requirements. Higher score indicates increasing confidence there is proton exiting
the nucleus that’s missed by Pandora. Nominal predictions for backgrounds are stacked in colored
histograms, while the signal prediction is scaled by a factor of 1000 and plotted separately in the
yellow hollow histogram.

The requirement on the maximum PSV score on Planes 02 is applied to events in the semi-final

selection, and the cut value is optimized to maximize the signal significance with the neutrino flux

and neutrino interaction uncertainties (discussed in Sec. 6.6) included and constrained from the 2𝛾

samples (discussed in Sec. 6.7). The optimized cut position for the maximum PSV score on Planes

02 is found to be 0.2. Events that have a maximum PSV score on Planes 02 less than the cut value
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Figure 6.6: The maximum PSV score among all clusters on plane 0 and plane 2 for events passing
the three event-level BDTs (cosmic, CC 𝜈𝑒 and CC 𝜈𝜇 focused BDTs). Nominal prediction for the
signal is on top of the background stacked histograms shown as orange filled histogram, which can
be seen on the first bin on the left.

(0.2) comprise the final signal selection.

Figure 6.7 shows the rejection efficiency of the PSV BDT on simulated NC non-coherent 1𝜋0,

NC Δ → 𝑁𝛾 (1+p) and 0𝑝. The rejection efficiency is evaluated by calculating the fraction of

events that pass the PSV BDT requirement in each bin, relative to selected events passing the

topological, preselection, and cosmic, CC 𝜈𝑒 and CC 𝜈𝜇 BDT requirements. The PSV yields a

high rejection efficiency on protons at low energies on all three samples, with an average ∼ 70%

rejection for protons with KE less than 50 MeV.

6.5 Final Selections

Figure 6.8 shows the prediction at the semi-final stage in three variables that highlight the

reconstructed shower energy and angle, as well as the PSV features of signal and backgrounds.

The selection has a reconstructed shower distribution with an energy peak of around 300 MeV

and a very forward angle, which is expected for the NC coherent 1𝛾 signals. As expected, the

NC non-coherent 1𝜋0 is the most dominant background, and the PSV distribution suggests that an

additional requirement on the PSV variable could further reject a large fraction of it.
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Figure 6.7: The rejection efficiency of the PSV BDT as a function of the KE of the leading proton
exiting the nucleus. Note that, NC Δ → 𝑁𝛾 (0p) contains events with exiting protons (with KE less
than 0.05 GeV), hence the pink line representing the rejection efficiency on NC Δ → 𝑁𝛾 (0p) only
extends to 0.05 GeV. The rejection efficiency on the complementary NC Δ → 𝑁𝛾 (1+p) sample
instead starts from proton KE of 0.05 GeV (in yellow). The error bar represents the uncertainty
arising from finite MC statistics.

Table 6.2 shows all backgrounds and signal predictions for the semi-final and final selection,

normalized to 6.868 × 1020 POT, expected for Runs 1-3. At the semi-final stage, there are a total

of 55.8 predicted background and 1.3 signal events, leading to a signal-to-background ratio of

1:42. The PSV requirement further improves the signal-to-background ratio to 1:30 by filtering

out almost half of the NC non-coherent 1𝜋0 background. Figure 6.9 shows the selection efficiency

for the simulated NC coherent 1𝛾 signal in the active TPC at different stages, as a function of the

true energy and angle of the outgoing photon.

The selection efficiencies for all background categories at different analysis stages are included

in Tab. 6.3, calculated relative to predictions after the topological selection. The event-level BDTs

successfully reject all types of backgrounds by a large fraction, especially the intrinsic CC 𝜈𝑒, BNB

Other, dirt and cosmic backgrounds. Transitioning from semi-final stage to final selection stage,

the cut on the PSV BDT acts mostly on the NC Δ → 𝑁𝛾 (1+p), NC Δ → 𝑁𝛾 (0p) and NC non-

coherent 1𝜋0 backgrounds, with corresponding rejection efficiency of 68.8%, 47.9% and 47.4%
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Figure 6.8: Distributions of semi-final selection in: (a) reconstructed shower energy; (b) recon-
structed shower cos(𝜃); and (c) the maximum PSV score on Planes 02. The selected events have
reconstructed shower with energy peak at ∼ 300 MeV in very forward directions, which is ex-
pected for the NC coherent 1𝛾 signal. The distribution of the maximum PSV score on Planes 02
suggests the PSV cut at 0.2 could reject a significant fraction of NC non-coherent 1𝜋0 background.
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Stage Semi-Final Final
NC coherent 1𝛾 (Signal) 1.3 1.1
NC Δ → 𝑁𝛾 (1+p) 0.3 0.1
NC Δ → 𝑁𝛾 (0p) 2.5 1.3
NC 1𝜋0 Non-Coherent 29.9 15.8
NC 1𝜋0 Coherent 3.8 3.1
CC 𝜈𝜇 1𝜋0 5.0 3.6
CC 𝜈𝑒 and �̄�𝑒 0.6 0.4
BNB Other 3.5 2.9
Dirt (outside TPC) 6.4 4.8
Cosmic Ray Data 2.4 0.8
Total Prediction (Unconstr.) 55.8 34.0
Total Prediction (Constr.) 45.8 29.0

Table 6.2: The expected event rates in the semi-final and final selection for all event types, normal-
ized to the Runs 1-3 data POT (6.868 × 1020). The constrained total prediction is evaluated with
the conditional constraint from the 2𝛾1𝑝 and 2𝛾0𝑝 samples.

respectively. Note that NC Δ → 𝑁𝛾 (0p) consists of NC Δ radiative decay events with exiting

neutrons out of the nucleus as well as NC Δ radiative decay events with exiting protons with

KE < 50 MeV, the latter of which is specifically targeted by the PSV. Overall, compared to the

topological selection, the final selection achieves 97.5% rejection efficiency on NC non-coherent

1𝜋0 and 99.99% rejection efficiency on the cosmic background while keeping signal efficiency at

39%.

Category Pre-Selection Eff [%] Semi-Final Eff. [%] Final Eff. [%]
NC Coherent 1 𝛾 98.59 45.85 39.09%
NC Δ → 𝑁𝛾 (0p) 98.30 19.18 9.99

NC Δ → 𝑁𝛾 (1+p) 97.13 7.99 2.49
NC 1 𝜋0 Coherent 96.91 8.38 6.83

NC 1 𝜋0 Non-Coherent 96.39 4.75 2.50
CC 𝜈𝜇1𝜋0 90.21 3.07 2.24

BNB Other 82.17 0.30 0.25
CC 𝜈𝑒/𝜈𝑒 Intrinsic 94.59 0.69 0.47
Dirt (Outside TPC) 61.67 0.25 0.18

Cosmic Data 61.01 0.03 0.01

Table 6.3: Selection efficiencies for signal and background categories at different stages of the
analysis, calculated with respect to selections of events after topological requirement.
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Figure 6.9: Efficiencies at various stages of the selection for the NC coherent 1𝛾 signal as a function
of (a) true photon energy and (b) true photon angle with respect to the neutrino beam, highlighting
the focus on the photon phase space targeted by this analysis. The “photon-rich stage” refers to
the stage where the three event-level BDTs (cosmic, CC 𝜈𝑒 and CC 𝜈𝜇 focused BDTs) are applied.
The efficiencies are calculated using the selected NC coherent 1𝛾 within the range plotted for each
variable with respect to the total prediction of NC coherent 1𝛾.

6.6 Systematic Uncertainty and Evaluation

The sources of systematic uncertainties considered in this analysis are broken down into con-

tributions from 1) neutrino flux, 2) neutrino interaction cross-sections, 3) hadron-argon reinterac-

tions, 4) detector response, and 5) finite MC statistics.

94



6.6.1 Neutrino Flux Uncertainty

The flux uncertainty includes proton delivery, hadron production, hadronic interactions and the

modeling of the horn magnetic field [72, 80]. The intensity of the proton beam delivered to the

BNB and striking position on the target is monitored, and the associated uncertainty with proton

delivery is estimated to be a 2% normalization uncertainty. The hadronic production concerns

the production of secondary particles (𝜋±, 𝐾±, 𝐾0
𝐿

which decay to produce neutrinos. Hadronic

interaction cross-sections impact the rate of proton-Be interaction and the rate of pion absorption in

the target and the horn, which ultimately affects the rate and shape of the neutrino flux. Uncertainty

on the horn magnetic field modeling comes from two resources: the intrinsic variation in the horn

current, and uncertainty in the modeling of the current within the inner cylinder in the horn.

Tools and techniques developed by MiniBooNE [72] are adopted to evaluate flux uncertainty in

MicroBooNE. The “multisim” technique is employed for flux uncertainty evaluation where mul-

tiuniverses are generated and, in each universe, events are reweighted independently based on

neutrino parentage, neutrino type, and energy.

6.6.2 Neutrino Cross-section Uncertainty

The neutrino interaction cross-section uncertainties arise from uncertainties in the model pa-

rameters used in GENIE prediction. This includes uncertainty in NC resonant production, branch-

ing ratio and angular uncertainty on NC Δ radiative decay, uncertainties on CC quasielastic, CC

resonance as well as other NC and CC interactions, and final state interactions. More details on

the treatment of cross-section parameter uncertainties can be found in Ref. [91].

Simulated events are reweighed using GENIE reweighting tools when model parameters are

varied. For cross-section uncertainty evaluation, there exist universes resulting from single param-

eter variation for certain model parameters as well as universes with multiple parameters varied

simultaneously, which allows incorporating correlations between model parameters. Due to tech-

nical limitations2, the NC and CC coherent 𝜋 production cross-sections are assigned with ±100%

2While in GENIE v3.0.6 reweighing tools allow varying two parameters relevant for coherent 𝜋0 production, the
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normalization uncertainty.

6.6.3 Hadron-argon Reinteraction Uncertainty

Hadron-argon reinteractions refer to the scattering of charged hadrons off the argon nuclei

through hadronic interactions during propagation, which could significantly bend the particle tra-

jectory or lead to additional particle production. GEANT4 is used to simulate hadrons propagating

through the detector medium [137], and events are reweighed independently for 𝜋+, 𝜋−, proton

interactions via GEANT4REWEIGHT tool [138].

6.6.4 Detector Uncertainty

The detector systematic uncertainty stems from the difference between detector simulation and

the actual detector response. There are three main different types of uncertainties: 1) uncertainty in

TPC waveform from the electronic response simulation, 2) uncertainty in the light yield simulation,

and 3) other detector effects concerning the distribution of drifting electrons.

MicroBooNE employs a novel data-driven technique to evaluate the uncertainty on TPC wire

waveforms, by parameterizing the differences between simulated cosmic and observed cosmic data

at the level of Gaussian hits after waveform deconvolution [139]. This avoids heavy computation

involved in detector simulation and signal deconvolution and allows the detector uncertainty to be

evaluated in a model-agnostic way. Four variations as functions of x position (drifting direction),

yz position (vertical and beam direction), and the angular variables 𝜃𝑋𝑍 and 𝜃𝑌𝑍 for the particle

trajectory, respectively, are considered.

Variations associated with the light yield consider an overall 25% reduction in the light yield,

variation in the attenuation of light yield, and changes in light yield due to Rayleigh scattering

length variations. Other detector effects, including the space charge effect due to the buildup of

argon ions [98, 95], and variations in the ion recombination model [112] are accounted for through

additional variations.

implementation of Berger-Sehgal coherent 𝜋0 model leads to incompatibility with those weight calculators.
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Independent central value (CV) MC simulations, apart from the samples used in training the

BDTs and making the final predictions, are generated together with the corresponding detector

variations discussed above. The detector CV and variation samples are run through the reconstruc-

tion and analysis selection chain before being compared for detector uncertainty evaluation.

6.6.5 Uncertainty Evaluation

The systematic uncertainties are encapsulated in covariance matrices, which describe the co-

variance across bins in a predicted spectrum or across different predicted spectra. One covariance

matrix is constructed for each systematic error source and is built via:

𝑀𝑖 𝑗 =
1
𝑁

𝑁∑︁
𝑘=1

(𝑛𝑘𝑖 − 𝑛𝐶𝑉𝑖 ) (𝑛𝑘𝑗 − 𝑛𝐶𝑉𝑗 ) (6.2)

where 𝑀𝑖 𝑗 is the resulting covariance matrix describing the covariance between bin 𝑖 and bin 𝑗 in

the predicted spectrum, 𝑁 is the number of universes generated for a given systematic error source,

𝑛𝑘
𝑖

is the prediction at bin 𝑖 in the 𝑘th universe and 𝑛𝐶𝑉
𝑖

is the prediction at the same bin by the CV

simulation. For reweighable systematics, the 𝑛𝑘 spectrum is calculated by reweighing simulated

events in the selection, and for the detector systematics, the 𝑛𝑘 spectrum is the spectrum of the

variation sample after applying analysis-specific requirements discussed in previous sections.

The breakdown of uncertainty contributions into the four main categories for the semi-final

selection is shown in Fig. 6.10 as a function of the reconstructed shower energy. The dominant

uncertainty contribution at the semi-final stage is the uncertainty in detector modeling, followed

by the uncertainty in cross-section modeling. Figure 6.11 shows the size of systematic errors for

the final selection; cross-section and detector uncertainty remain the two largest contributions.

6.7 NC 1𝜋0 constraint

The goal of this analysis is to search for the NC coherent 1𝛾 process from the observed data.

This is quantified by a normalization scaling factor 𝑥 of the nominal SM predicted rate for this
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Figure 6.10: Overall systematic uncertainty for selection at the semi-final stage, as a function of
the reconstructed shower energy. Contribution from each source is highlighted in different colors.
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Figure 6.11: Overall systematic uncertainty for the final selection, with contribution from each
source highlighted in different colors. Driven by the low statistics available at the final stage, a
single normalization bin is used.
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process. Extraction of parameter 𝑥 and its range is achieved by fitting the MC prediction to the

observed data while allowing the scaling factor 𝑥 to vary. In order to yield higher sensitivity to

parameter 𝑥, external high-statistic measurements are used in the fit to constrain the predicted

background and systematic uncertainty in the signal region, in a similar manner to the NC Δ anal-

ysis in Ch. 4 and other MicroBooNE’s LEE analyses [78, 140, 141, 142].

The NC 1𝜋0 selections, originally developed in the NC Δ → 𝑁𝛾 analysis for background

validation and constraint, are used to constrain the 𝜋0 background in this analysis as well, with

recent updates on the analysis selection requirements and ≈20% more data available for the Runs

1-3 [143].
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Figure 6.12: Distributions of the 2𝛾1𝑝 and 2𝛾0𝑝 constraining samples in reconstructed 𝜋0 mo-
mentum, shown in binning used in the simultaneous fit. A mild deficit in data is observed in the
2𝛾1𝑝 sample, but in general, good data-MC agreement is seen within systematic uncertainty.

Three samples (signal selection, 2𝛾1𝑝 and 2𝛾0𝑝 selection) are fitted simultaneously in order

to maximize the sensitivity to the NC coherent 1𝛾 process. The distributions of the 2𝛾 samples

used in the fit are shown in Fig. 6.12. The effect of the constraint from the 2𝛾 samples is illustrated

in Fig. 6.13 following the conditional constraint approach [124] described in Sec. 4.5. The 2𝛾

constraint reduces the MC prediction from 34.0 to 29.0 for the signal region with a 25% reduction

in the systematic uncertainty.
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Figure 6.13: Final distribution of reconstructed shower energy in the signal sample with full sys-
tematic uncertainty, before and after the conditional constraint from 2𝛾 selections are applied. The
red dashed line and the pink band represent the MC CV prediction and full systematic error; the
green solid line and green band represent the prediction and systematic uncertainty after applying
the constraint from high-statistic 2𝛾1𝑝 and 2𝛾0𝑝 samples.

6.8 Results with Runs 1-3 Data

6.8.1 Sideband

The analysis is designed as a blind analysis, where 10% of the total data during the first run

periods is open and utilized to develop the analysis and validate the agreement between data and

MC in variables of interest and input variables to all BDTs involved. The backgrounds involved in

this analysis are similar to those of the NC Δ → 𝑁𝛾 analysis, where the NC 𝜋0 and BNB Other

backgrounds with single shower topology are validated [115]. The performance of the shower

energy reconstruction and validation of NC 𝜋0 modeling are demonstrated in the 2𝛾1𝑝 and 2𝛾0𝑝

NC 𝜋0 measurements (as in Secs. 3.3.2 and 4.4).

To validate the performance of the PSV BDT, a sideband that is proton-rich is isolated by re-

versing the cut on the NC 𝜋0 BDT while relaxing cuts on other event-level BDTs. A total of 850.0

events are predicted, of which 54.0% events are predicted to have protons exiting the nucleus (re-

gardless of proton KE). Consistency between data and MC is inspected through the goodness-of-fit

test that incorporates systematic uncertainties and Combined-Neyman-Pearson statistical uncer-
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tainty [123].

Figure 6.14 shows the distributions of the reconstructed shower energy, angle, and the maxi-

mum PSV score on Planes 02 for the sideband sample. A mild deficit in data is observed in the

region of high PSV score; the subsample of events with high PSV score (above 0.8) is isolated

and is found to be flat in kinematic variables [135]. Overall, the data-MC agreement for the PSV

variable is good, with corresponding 𝑝value = 0.78 when full systematic uncertainty is taken into

account. Consistency in event-level and cluster-level variables including all BDT input variables

is inspected, and good agreement is observed within systematic uncertainty.

6.8.2 Semi-final and Final selection Results

For the semi-final selection, 70 events are observed in data compared to an MC prediction of

55.8, leading to a data-MC ratio of 1.25 ± 0.32(sys). Distributions of the reconstructed shower

energy, angle (cos𝜃) and the maximum PSV score on Planes 02 are shown in Fig. 6.15. A data ex-

cess is observed in the reconstructed shower energy region [100, 300] MeV, especially for showers

with energy less than 200 MeV. The significance of the excess in the first energy bin is calcu-

lated to be 2.64𝜎 (2.78𝜎) before (after) the 2𝛾 constraint. Hand scanning of data events in this

bin suggests that all selected events are good showers, with 4 out of 10 containing visible second

shower, suggesting a 𝜋0 origin. Overall, the agreement between data-MC is good according to the

goodness-of-fit tests.

For the final selection, 34 data events are observed, compared to a constrained prediction of

29.0 ± 5.2(syst) ± 5.4(stats) and an unconstrained prediction of 34.0 ± 8.4(syst) ± 5.8(stats). The

comparison between data and MC together with results from goodness-of-fit tests are shown in

Fig 6.16. Data-MC agreement slightly worsens after the constraint from 2𝛾 channels is applied,

from 𝑝value = 1.00 to 𝑝value = 0.51.

The observed data in the final selection is fit to extract a normalization scaling factor for NC

coherent 1𝛾 process 𝑥, with full systematic uncertainty except the GENIE cross-section uncer-

tainty for the signal process. The best-fit for 𝑥 is found to be 𝑥 = 6.20 with 𝜒2/𝑛𝑑𝑓 = 9.7/15.
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Figure 6.17 shows the confidence level (C.L.) for different values of 𝑥 as is evaluated using data

and the Feldman-Counsins (FC) frequentist method [125], with the C.L. under the assumption of

Wilks’ theorem overlaid. Curves from FC and Wilks theorem agree with each other in the majority

of the parameter space and start to differ in the parameter region near the boundary, which is ex-

pected. Given the observed data, the bound at 90% C.L. is placed at 𝑥 = 24.0 with 95% C.L bound

at 𝑥 = 28.0 for the NC coherent 1𝛾. Note that the noisy confidence level curve for the FC method

is due to the insufficient amount of pseudo-experiments used.
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Figure 6.14: Distributions of the sideband sample in: (a) reconstructed shower energy; (b) re-
constructed shower cos(𝜃); and (c) the maximum PSV score on Plane 02. A mild data deficit is
observed in the highest PSV score bin, but data is found to be consistent with prediction within
systematic uncertainty over all three variables.

103



0.1 0.2 0.3 0.4 0.5 0.6 0.7
Reconstructed Shower Energy [GeV]

10

20

30

40

50

E
ve

nt
s γNC Coherent 1  (1+p)γ N→ ∆NC 

 (0p)γ N→ ∆NC  Coherent0πNC 1 
 Non-Coherent0πNC 1 0π 1 µνCC 

BNB Other  Intrinsiceν/eνCC 
Dirt (Outside TPC) Cosmic Data
Total Prediction: 55.8 Data, Total: 70
Full Systematic Error

 POT)20Preliminary (6.87x10
MicroBooNE Data

0.1 0.2 0.3 0.4 0.5 0.6 0.7

Reconstructed Shower Energy [GeV]

0

0.5

1

1.5

2

D
at

a/
P

re
di

ct
io

n

(a) Reconstructed Shower Energy

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
)θReconstructed Shower cos(

10

20

30

40

50

60

70

80

90

E
ve

nt
s γNC Coherent 1  (1+p)γ N→ ∆NC 

 (0p)γ N→ ∆NC  Coherent0πNC 1 
 Non-Coherent0πNC 1 0π 1 µνCC 

BNB Other  Intrinsiceν/eνCC 
Dirt (Outside TPC) Cosmic Data
Total Prediction: 55.8 Data, Total: 70
Full Systematic Error

 POT)20Preliminary (6.87x10
MicroBooNE Data

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

)θReconstructed Shower cos(

0

0.5

1

1.5

2

D
at

a/
P

re
di

ct
io

n

(b) Reconstructed Shower cos(𝜃)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Max PSV BDT score of Plane 0 and 2 clusters

10

20

30

40

50

60

70

80

90

E
ve

nt
s γNC Coherent 1  (1+p)γ N→ ∆NC 

 (0p)γ N→ ∆NC  Coherent0πNC 1 
 Non-Coherent0πNC 1 0π 1 µνCC 

BNB Other  Intrinsiceν/eνCC 
Dirt (Outside TPC) Cosmic Data
Total Prediction: 55.8 Data, Total: 70
Full Systematic Error

 POT)20Preliminary (6.87x10
MicroBooNE Data

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Max PSV BDT score of Plane 0 and 2 clusters

0

0.5

1

1.5

2

D
at

a/
P

re
di

ct
io

n

(c) Maximum PSV score on Plane 02

Figure 6.15: Distributions of selected semi-final sample in: (a) reconstructed shower energy; (b)
reconstructed shower cos(𝜃); and (c) the maximum PSV score on Plane 02.
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Figure 6.16: Comparison of observed data and MC CV predictions for the final selection. The red
(green) line and surrounding band represent the MC prediction and associated systematic uncer-
tainty before (after) the 2𝛾 constraint is applied.
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shown in pink with C.L. assuming the validity of Wilks’ theorem overlaid in purple.
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6.9 Summary

This chapter has presented the world’s first search for the neutrino-induced NC coherent single

photon process with the first three years of data from the MicroBooNE detector. Differences in

the shower kinematic properties between the shower originating from coherent photons and that

from other backgrounds are leveraged to yield effective background removal, leading to 99.97%

and > 95% rejection efficiency on the cosmic background and NC non-coherent 1𝜋0 relative to

topological selection. Furthermore, tools utilizing low-level information are developed to identify

and reject low-energy proton traces near the vertex, which further reduces the dominant NC non-

coherent 1𝜋0 background by 48%. This search yields a signal-to-background ratio of ∼ 1 : 30 in

the final selection, and good agreement between data and MC is observed with MicroBooNE Runs

1-3 data. This leads to the world’s first experimental limit on the cross-section of neutrino-induced

NC coherent single photon production on argon nucleus below 1 GeV, of 1.49 × 10−41cm2 at 90%

CL, corresponding to 24.0 times the prediction in Ref. [126].

The proton veto tool developed in this analysis has shown great potential in rejecting low-

energy protons and can be easily adapted to other coherent interaction searches. Furthermore, it

indicates the way forward for enhancing the reconstruction of low-energy particles. While this

search has limited sensitivity, the selections developed can be applied to future LArTPC experi-

ments for a search of this process with high statistics. An example of this is the upcoming SBND

experiment which is expected to collect O(20) times more data [129] than MicroBooNE, bringing

the limit on this process to a few times of the SM predicted rate.
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Conclusion

This thesis presents MicroBooNE’s searches for anomalously large production of neutrino-

induced NC single photon events, specifically NC Δ production followed by Δ → 𝑁𝛾 decay,

and NC coherent single photon production. Both searches make use of the first three years of

MicroBooNE data, and yield the world-leading constraints on the two processes.

The NC Δ → 𝑁𝛾 decay is one of the dominant photon backgrounds at low energy in Mini-

BooNE’s 𝜈𝑒 measurement. A model-dependent search for NC Δ → 𝑁𝛾 decay is performed. Two

selections are developed and topological and kinematic properties of final state particles from the

NC Δ → 𝑁𝛾 decay are leveraged to achieve excellent signal-background separation. Additional,

independent high-statistics NC 𝜋0 measurements are developed, and utilized to validate and con-

strain the dominant 𝜋0 background as well as systematic uncertainties involved in this analysis.

With Runs 1-3 data, good consistency is observed between data and simulation, which leads to

a bound on the normalization 𝑥Δ of the nominally predicted SM NC Δ radiative decay rate of

𝑥Δ < 2.3 times at the 90% CL. This is more than a 50-fold improvement over the bound on single-

photon production in the sub-GeV neutrino energy range from the T2K experiment [119]. The

measurement disfavors the candidate photon interpretation of the MiniBooNE LEE as a factor of

3.18 times the nominal NC Δ radiative decay rate at the 94.8% CL, while favoring the nominal

prediction.

The NC coherent single photon process contributes subdominantly to the total NC single pho-

ton production. It is an extremely rare SM-predicted process with a predicted rate less than 1
10 of

the NC Δ → 𝑁𝛾 decay rate. Due to the limited handles available for signal-background differ-
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entiation, from the single-shower-only topology of the signal, the search for NC coherent 1𝛾 has

limited sensitivity, with a final signal-to-background ratio of 1 : 30. Good agreement between data

and simulation is observed with Runs 1-3 data, and a world-leading limit on the cross-section of

this process is placed at 1.49×10−41cm2 at 90% CL, corresponding to 24.0 times the SM predicted

cross-section.

For possible future improvements, since both analyses are statistics-limited, improved sensi-

tivities are expected with MicroBooNE’s full five years of data. Future LArTPC experiments that

expect much higher statistics should offer better constraints of these processes, such as the SBND

experiment [129]. The two leading systematic uncertainties in both analyses are detector system-

atics and neutrino background cross-section uncertainty. Thus, precise neutrino interaction mea-

surements, a better understanding and a more complete and consistent implementation of model

parameters should significantly improve the sensitivity. The current approach for the detector sys-

tematic uncertainty evaluation in MicroBooNE faces the issue of limited statistics in the simulated

detector variation samples, especially for rare event searches like the ones presented in this thesis,

thus leading to a conservative overestimation of the detector uncertainty. Therefore, increasing the

statistics in the detector variations samples or improvements in the detector systematic evaluation

approach may yield better modeling of the detector uncertainty and improve the sensitivity.

Specifically focusing on the NC coherent 1𝛾 search, it is seen that the majority (∼ 70%) of

the signal is removed at the topological selection, almost half of which is due to reconstruction

inefficiency. Thus improving the shower reconstruction efficiency (particularly for forward-going

showers with energy of ∼ 300 MeV) is critical in enhancing the search sensitivity in the future. The

developed proton veto tool demonstrated high efficiency in identifying proton activity. Although

the proton veto tool only identifies potential proton activity in the detector at this stage, it has the

potential to be adopted in the reconstruction chain and assist in low-energy proton reconstruction

in the future.
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Appendix A: Possible Explanations for the MiniBooNE LEE

This appendix discusses briefly some possible resolutions for the MiniBooNE LEE. For a more

comprehensive overview please refer to Ref. [75].

A.1 Underestimated Background

As shown in Fig. 1.3a, main contributions in the low energy region where the excess is pro-

nounced can be divided into two categories: interactions of intrinsic 𝜈𝑒 in the beam and interactions

that generate photon as final-state particle which is mis-reconstructed as 𝜈𝑒 CCQE events. It’s pos-

sible that the excess observed is due to underestimated background in either or both categories.

Regarding the intrinsic 𝜈𝑒 contribution, MicroBooNE has explicitly tested the hypothesis that

there is anomalous 𝜈𝑒 rate in the neutrino beam, using three distinctive reconstruction techniques

and targeting three different event topologies [142, 141, 140, 78]. Figure A.1 is reproduced sum-

marizing the ratio between observed data and MC prediction for different analyses with first three

years of data. No excess of 𝜈𝑒 events is seen across all analyses with exception of 1𝑒0𝑝0𝜋 topology

which has the lowest purity of 𝜈𝑒 interaction. Thus a consistent picture with the nominal 𝜈𝑒 rate

expectation is seen, and the hypothesis that anomalous 𝜈𝑒 CC interaction is fully responsible for

the LEE is rejected by MicroBooNE at > 97% confidence level for the three analyses with high 𝜈𝑒

interaction purity.

Regarding the mis-reconstructed photon contribution, the dominant contribution is from NC

𝜋0s, which has been constrained by MiniBooNE’s in-situ high-statistic NC 𝜋0 measurements [117].

The second highest contribution is from Δ resonance production and following Δ → N𝛾 radiative

decay. Δ contribution is also constrained through its correlation with NC 𝜋0 events in MiniBooNE.

Dirt events are these originating outside the detector with final-state particles scattered in, and
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the future will need to consider correlated uncertainties in the
neutrino flux and cross section models, as well as additional
kinematic measurements.
Prior to unblinding of the data, each analysis defined a

signal-enhanced low-energy region and determined the
predicted number of events with and without the excess
model in that region. Those predictions and the observed
number of events are shown in Table II (top) and as ratios
relative to the x ¼ 0 prediction in Fig. 4.
Each analysis performs two statistical analyses to test

the signal hypothesis. First, a simple hypothesis test uses
Δχ2CNP ¼ χ2x¼0 − χ2x¼1 as a test statistic, comparing the
observations to a frequentist Δχ2CNP distribution derived
from model simulations assuming x ¼ 0 and x ¼ 1. The p
values corresponding toΔχ2CNP being less than the observed
value assuming an eLEE (no eLEE) signal is 1.6 × 10−4

(0.02), 0.021 (0.29), 0.93 (0.98), and 9.0 × 10−5ð0.33Þ in
the 1e1p CCQE, 1eNp0π, 1e0p0π, and 1eX selections,
respectively. Each selection shows a strong preference for
the absence of an electronlike MiniBooNE signal, with the
exception of the 1e0p0π selection, driven by a data excess
in the lowest energy bins, which also contain the highest
contributions from non-νe backgrounds.
Second, each analysis performs a nested hypothesis test

where the eLEE signal strength x is varied, with a lower
bound constraint at x ¼ 0. Each analysis independently
finds a best-fit signal strength, xmin, by minimizing χ2CNP.
Following this, a test statistic defined as Δχ2ðxÞ ¼
χ2CNPðxÞ − χ2CNPðxminÞ can be constructed for varying hypo-
thetical signal strengths. A Feldman-Cousins method [77]

is used to construct confidence intervals around the best-fit
signal strength, which are shown in Table II (bottom) and
Fig. 5. Consistent with the observed deficit of events at low
reconstructed energies, the 1e1p CCQE, 1eNp0π, and 1eX
selections each find a best fit signal strength of x ¼ 0,
corresponding to the absence of an observed event excess,
with 2σ upper bounds at x < 0.38, < 1.06, and < 0.51,
respectively. The expected 2σ upper bounds for these
selections, assuming no signal, are shown in Table II.
Consistent with the fact that in most analyses the observed
number of events is less than the predicted number in
the low energy regions, the measured upper endpoints of
the 2σ interval are lower than expected. The best-fit signal
strength for the 1e0p0π selection is x ¼ 4.0, but with a
wide confidence interval due to the low sensitivity of this
channel. The best-fit signal strength for the 1eNp0π and
1e0p0π channels combined is x ¼ 0.36, with x < 1.86
at the 2σ confidence level (and an expected upper
bound where there is no signal at x < 1.37), with more
details in [62].
Conclusions.—The MicroBooNE experiment has per-

formed a set of inclusive and exclusive searches for νe CC
events using 7 × 1020 POT of Fermilab BNB neutrino-
mode data, about half of the collected dataset, with each
analysis considering a hypothesis for the nature of the
MiniBooNE low-energy excess. This work and Ref. [52]
represent the first detailed study of this excess, noting that
future MicroBooNE and short-baseline neutrino [78] mea-
surements will continue to scrutinize the MiniBooNE
results. The independent MicroBooNE search approaches
have been led by distinct groups with each using a different
fully automated event reconstruction software and common

FIG. 5. Result of best-fit eLEE signal strength (x) in each
analysis (black), along with the 1 and 2σ confidence intervals
(solid and dashed lines, respectively). The expected 2σ upper
bound for each analysis, assuming no eLEE signal, is also shown
(red). Signal strength values approximated from the MiniBooNE
statistical and systematic errors (at 1σ) are shown for comparison
(blue). Note that the vertical scale is presented as linear from
x ¼ 0 to x ¼ 2, while in logarithmic scale beyond that.

FIG. 4. Ratio of observed to predicted νe candidate events—
assuming no eLEE—in each analysis’s signal-enhanced neutrino
energy range (see Table II, left) with the relative contributions
shown from non-νe backgrounds (light blue) and intrinsic νe’s
(green). Statistical errors are shown on the observations (black),
while systematic errors are shown around the prediction (gray).
The expected ratio assuming the MiniBooNE-like eLEE signal
model with its median signal strength is also shown (red).
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Figure A.1: Ratio of observed to predicted 𝜈𝑒 candidate events in each analysis’s signal-enhanced
neutrino energy range. The observed data-MC ratio and statistical error are shown in black. The
grey solid line and dashed region shows the prediction and associated systematic uncertainty while
relative contributions from non-𝜈𝑒 backgrounds are shown in light blue and intrinsic 𝜈𝑒’s in green.
The expected ratio assuming enhanced 𝜈𝑒 rate enough to explain MiniBooNE LEE is shown in red.
Taken from Fig. 4 of Ref. [142]

their contribution can be measured using MiniBooNE data [144]. While NC Δ radiative decay is

indirectly constrained, it has never measured directly and MiniBooNE’s latest result on 𝜈𝑒 CCQE

measurement shows that a flat scaling of 3.18 on the NC Δ radiative decay fits the shape and nor-

malization of the LEE well [74]. MicroBooNE has examined the hypothesis that the MiniBooNE

LEE is caused by an enhancement of 3.18 on the NC Δ production and radiative decay making use

of first three years of data [76], and the observed data disfavors this hypothesis at 94.8% confidence

level while in favor of the nominal prediction. This is discussed in more details in Sec. ??.

A.2 Sterile Neutrino Oscillation

With MiniBooNE’s mission being to investigate the Δ𝑚2 ∼ O(1)eV2 prefered by LSND result,

it’s natural to check if neutrino oscillation can provide sufficient description to MiniBooNE LEE

and how MiniBooNE result can help constrain the parameter space of different oscillation models.

As mentioned above MiniBooNE is a short-baseline experiment with 𝐿/𝐸 ∼ O(1) m/MeV

and is sensitive to oscillation with Δ𝑚2 ∼ O(1)eV2, the simplest model to accomodate this Δ𝑚2
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range is to introduce additional sterile neutrino heavier than the three SM neutrinos, which we

refer to (3+1) model. In this model, the three SM neutrinos and sterile neutrino mix with four mass

eigenstates, and the PMNS matrix is extended from 3×3 to 4×4. By assuming that the mass of 𝜈4 is

much larger than 𝜈1, 𝜈2 and 𝜈3, for short-baseline experiment we can safely ignore the contribution

from Δ𝑚2
12 Δ𝑚2

13 and Δ𝑚2
23 during oscillation probability calculation, and the neutrino oscillation

probability can be simplified to:

𝑃(𝜈𝛼 → 𝜈𝛼) ≃ 1 − 4|𝑈𝛼4 |2(1 − |𝑈𝛼4 |2) sin2(Δ𝑚
2
41𝐿

4𝐸
) ≡ 1 − sin2(2𝜃𝛼𝛼) sin2(Δ𝑚

2
41𝐿

4𝐸
) (A.1)

𝑃(𝜈𝛼 → 𝜈𝛽) ≃ 4|𝑈𝛼4 |2 |𝑈𝛽4 |2 sin2(Δ𝑚
2
41𝐿

4𝐸
) ≡ sin2(2𝜃𝛼𝛽) sin2(Δ𝑚

2
41𝐿

4𝐸
) (A.2)

where 𝛼, 𝛽 denote the weak flavor of neutrinos;𝑈𝛼4 (𝑈𝛽4) denotes the mixing between 𝜈𝛼 (𝜈𝛽) and

the fourth mass eigenstate 𝜈4; Δ𝑚2
41 the mass-square difference between 𝜈4 and other three mass

eigenstates, and sin2(2𝜃𝛼𝛽) are defined as mixing angles.

MiniBooNE has performed neutrino oscillation fits to its data assuming only two neutrino

hypothesis. The best-fit oscillation parameter and sensitivity curve is shown in Fig. A.2. As

showns in Fig. 1.4, oscillation with (3+1) model is not sufficient to cover the large excess in the

low energy region. Moreover, independent efforts have been put into global fits to (3+1) model

with data from various short baseline oscillation experiments [145, 146, 147]. Consistent tension

is found between the appearance data and disappearance data, as highlighted in Fig. A.3.

This motivates explorations of more general model like (3+N) model where there are N ster-

ile neutrinos beyond three active ones. However the same issue would remain, as observed 𝜈𝑒

appearance would always imply sizable 𝜈𝜇 disappearance which is not found experimentally.

More complex models have been also proposed to “mitigate” this tension. For example, refer-

ence [148] considers a model with three active neutrinos and three sterile neutrinos, where the

lowest mass eigenstate with mass ∼ O(1)eV would make observable neutrino oscillation signals at

MiniBooNE, while the highest mass eigenstates with mass ∼ O(100)MeV will decay into active

neutrino and photon, which will be mis-reconstructed and contribute to prediction at low-energy
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backgrounds in the MiniBooNE detector. The νμ CC
background has been well measured [29] by using the
Michel electrons from muon decay to identify the event
topology. Likewise, the NC π0 background has also been
well measured [30] by reconstructing the two-gamma
invariant mass.
In addition, a fit to the vertex radial distribution, shown

in Fig. 22, allows a constraint to be placed on the NC π0

background, due to this background having more events
near the edge of the 5 m radius fiducial volume. (NC π0

events near the edge of the fiducial volume have a greater
chance of one photon leaving the detector with the
remaining photon then misreconstructing as an electron
candidate.) Figure 23 shows the excess event radial dis-
tributions, where different processes are normalized to
explain the event excess, while Table IV shows the result
of log-likelihood shape-only fits to the radial distribution
and the multiplicative factor that is required for each
hypothesis to explain the observed event excess. The
two-neutrino oscillation hypothesis fits the radial distribu-
tion best with a χ2 ¼ 8.4=9ndf, while the NC π0 hypoth-
esis has a worse fit with a χ2 ¼ 17.2=9ndf. The intrinsic νe
backgrounds have a worse χ2 than the two-neutrino

oscillation hypothesis due to higher energy νe events
having a different radial distribution than lower energy
νe events.
Single-gamma backgrounds from external neutrino inter-

actions (“dirt” backgrounds) are estimated using topologi-
cal and spatial cuts to isolate the events whose vertices are
near the edge of the detector and point towards the detector
center [31]. The external event background estimate has
been confirmed by measuring the absolute time of signal
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FIG. 20. MiniBooNE allowed regions for combined neutrino
mode (18.75 × 1020 POT) and antineutrino mode (11.27 × 1020

POT) data sets for events with 200 < EQE
ν < 3000 MeV within a

two-neutrino oscillation model. The shaded areas show the 90%
and 99% C.L. LSND ν̄μ → ν̄e allowed regions. The black point
shows the MiniBooNE best fit point. Also shown are 90% C.L.
limits from the KARMEN [27] and OPERA [28] experiments.

FIG. 21. A comparison between the L=EQE
ν distributions for

the MiniBooNE data excesses in neutrino mode (18.75 × 1020

POT) and antineutrino mode (11.27 × 1020 POT) to the L=E
distribution from LSND [1]. The error bars show statistical
uncertainties only. The curves show fits to the MiniBooNE data,
assuming two-neutrino oscillations, while the shaded area is the
MiniBooNE 1σ allowed band. The best-fit curve corresponds to
ðsin22θ;Δm2Þ ¼ ð0.807; 0.043 eV2Þ, while the dashed curve
corresponds to a 1σ fit point at ðsin22θ;Δm2Þ ¼ ð0.01; 0.4 eV2Þ.
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ν < 1250 MeV energy range, for νe CCQE data
(points with statistical errors) and background (histogram). The
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assuming two-neutrino oscillations.
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Figure A.2: MiniBooNE allowed regions for 𝜈𝜇 → 𝜈𝑒 oscillation within a two-neutrino oscillation
model using combined neutrino mode data sets for events with 200 < 𝐸QE

𝜈 < 3000 MeV. The black
point shows the MiniBooNE best fit point at (sin2 2𝜃,Δ𝑚2) = (0.807; 0.043ev2). Taken from Fig.
20 of Ref. [74]
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Fig. 18. Frequentist Confidence Intervals for 3+1 global fits to only appearance (above) data sets and disappearance (below) datasets. These fits
demonstrate the tension that is seen within the 3+1 sterile neutrino model.

Fig. 19. Bayesian Credible Regions for a 3+1 global fit, showing the 99%, 90%, and 68% Highest Posterior Density regions in blue, red, and black
respectively. The maximum likelihood point is highlighted by the yellow star.
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Fig. 18. Frequentist Confidence Intervals for 3+1 global fits to only appearance (above) data sets and disappearance (below) datasets. These fits
demonstrate the tension that is seen within the 3+1 sterile neutrino model.

Fig. 19. Bayesian Credible Regions for a 3+1 global fit, showing the 99%, 90%, and 68% Highest Posterior Density regions in blue, red, and black
respectively. The maximum likelihood point is highlighted by the yellow star.

Figure A.3: Best-fit oscillation parameters and confidence intervals using frequentist method for
(3+1) global fits to only appearance (left) data sets and disappearance (right) datasets. Taken from
Fig. 18 of Ref. [145].
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region. A region of parameter space is found to produce consistent spectra with both 𝐸QE
𝜈 and cos 𝜃

distributions MiniBooNE observed shown in Fig. A.4 and prediction at selected point is compared

to the MiniBooNE observed excess in Fig. A.5 which shows good agreement.
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FIG. 2. Preferred regions to explain the MiniBooNE excess
in EQEν (pink) and cos θ (green) as a function of dipole cou-
pling and N mass. The black star indicates {d, mN } =
{2.8 × 10−7 GeV−1, 376 MeV}, which lies in the joint 95%
CL allowed region for both distributions. Constraints from
other experiments are also shown at the 95% CL.

where Mn, Mp, and Me are the neutron, proton and
electron masses, and B is the binding energy of carbon.
This formula accurately describes the neutrino energy in
the case of two-body charged-current neutrino scattering
with no final state interactions, assuming the neutrinos
enter the detector along the axis from which θ is mea-
sured. Thus, it is applicable to the oscillation compo-
nent of the excess. Though EQEν has no physical mean-
ing when applied to the photons from N decay, the decay
kinematics cause most events to be show up at low EQEν .
We performed a fit to the MiniBooNE excess in EQEν
using statistical and systematic uncertainties. We also
performed a separate fit to the scattering angle distribu-
tion, although only statistical uncertainty is available in
this case.

To isolate the decay component, we subtracted from
the MiniBooNE excess the predicted contribution of the
oscillation component, which was determined from the
3 + 1-only global fit without MiniBooNE data. The re-
maining excess was fit to the model for dipole produc-
tion, decay, and observation in the detector as described
above. Fig. 2 shows confidence regions for both fits in
{d,mN } parameter space, computed assuming Wilks’
theorem with two degrees of freedom is valid for the test
statistic χ2(d,m) − mind,m(χ2(d,m)) [98]. We found a
region of parameter space consistent with both distri-
butions at the 95% CL near d = 3 × 10−7 GeV−1 and
mN = 400 MeV.

RESULTS

Fig. 2 shows that the allowed regions from MiniBooNE
fits are substantially lower in d than the NOMAD or
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FIG. 3. EQEν (left) and cos θ (right) distributions of the
MiniBooNE excess for a representative point of the 3 + 1 +
N -decay model. The error bars on the energy distribution
include systematic and statistical errors, while for the angular
distribution only statistical errors are included.

LSND limits. The overlapping solution is also at substan-
tially higher mN than kinematically accessible by LSND.
Supernova results [17] set limits in a band from approx-
imately d = 10−7 to 10−11 GeV−1, which is below the
solution we found for MiniBooNE. Thus, our preferred
region lies in a window of allowed parameters.

We now consider an example HNL decay contribution
for d = 2.8×10−7 GeV−1 and mN = 376 MeV, indicated
by the star in Fig. 2. This corresponds to the best fit to
the EQEν distribution within the joint 95% CL allowed
region from the EQEν and cos θ fits. Table II shows the
χ2 values for the 3 + 1 and 3 + 1 +N -decay fits to both
distributions, indicating significant improvement for the
3 + 1 + N -decay model. The global oscillation fit gives
tight constraints requiring ∆m2 ≈ 1.32 eV2, but allows
values of sin2 2θµe ∈ [3× 10−4, 2× 10−3] at the 90% CL.
The same N decay fit procedure outlined above has been
performed for each end of the allowed sin2 2θµe range.
In each case we again examined the {d,mN } point that
best fits the EQEν distribution within the joint 95% CL
region. The χ2 values for these fits are also given in
Table II, indicating a preference for a smaller oscillation
contribution in MiniBooNE in order to explain both the
cos θ and EQEν distributions via N → νγ. Table II also
gives the χ2 values for the null case, with neither eV-scale
oscillations nor HNL decay.

Parameters χ2/dof
(sin2 2θ,d,mN ) 3 + 1 +N 3 + 1

EQEν cos θ EQEν cos θ
(0.30, 3.1, 376) 5.7/8 32.1/18 30.5/10 86.4/20
(0.69, 2.8, 376) 7.9/8 31.4/18 27.3/10 71.8/20
(2.00, 5.6, 35) 20.2/8 36.7/18 27.6/10 40.8/20

(0, 0, 0) 34.1/10 99.4/20 same same

TABLE II. χ2/dof values for 3+1 and 3+1+N -decay models
obtained by comparing expectations to the MiniBooNE excess
in EQEν and cos θ. The parameters in column one refer to
(sin2 2θµe × 10−3, d × 10−7 [GeV−1], mN [MeV]). The mass
splitting is 1.32 eV2 in all cases. The null case (no oscillations
and no HNL decay) is also shown in the last row.

Fig. 3 presents the MiniBooNE excess in EQEν (left)
and cos θ (right) compared with the model prediction.

Figure A.4: Preferred regions to explain the MiniBooNE excess in 𝐸QE
𝜈 (pink) and cos 𝜃 (green) as

a function of model parameters: dipole coupling and heaviest neutrino mass. Taken from Fig. 2 of
Ref. [148].
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FIG. 2. Preferred regions to explain the MiniBooNE excess
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{2.8 × 10−7 GeV−1, 376 MeV}, which lies in the joint 95%
CL allowed region for both distributions. Constraints from
other experiments are also shown at the 95% CL.

where Mn, Mp, and Me are the neutron, proton and
electron masses, and B is the binding energy of carbon.
This formula accurately describes the neutrino energy in
the case of two-body charged-current neutrino scattering
with no final state interactions, assuming the neutrinos
enter the detector along the axis from which θ is mea-
sured. Thus, it is applicable to the oscillation compo-
nent of the excess. Though EQEν has no physical mean-
ing when applied to the photons from N decay, the decay
kinematics cause most events to be show up at low EQEν .
We performed a fit to the MiniBooNE excess in EQEν
using statistical and systematic uncertainties. We also
performed a separate fit to the scattering angle distribu-
tion, although only statistical uncertainty is available in
this case.

To isolate the decay component, we subtracted from
the MiniBooNE excess the predicted contribution of the
oscillation component, which was determined from the
3 + 1-only global fit without MiniBooNE data. The re-
maining excess was fit to the model for dipole produc-
tion, decay, and observation in the detector as described
above. Fig. 2 shows confidence regions for both fits in
{d,mN } parameter space, computed assuming Wilks’
theorem with two degrees of freedom is valid for the test
statistic χ2(d,m) − mind,m(χ2(d,m)) [98]. We found a
region of parameter space consistent with both distri-
butions at the 95% CL near d = 3 × 10−7 GeV−1 and
mN = 400 MeV.

RESULTS

Fig. 2 shows that the allowed regions from MiniBooNE
fits are substantially lower in d than the NOMAD or
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FIG. 3. EQEν (left) and cos θ (right) distributions of the
MiniBooNE excess for a representative point of the 3 + 1 +
N -decay model. The error bars on the energy distribution
include systematic and statistical errors, while for the angular
distribution only statistical errors are included.

LSND limits. The overlapping solution is also at substan-
tially higher mN than kinematically accessible by LSND.
Supernova results [17] set limits in a band from approx-
imately d = 10−7 to 10−11 GeV−1, which is below the
solution we found for MiniBooNE. Thus, our preferred
region lies in a window of allowed parameters.

We now consider an example HNL decay contribution
for d = 2.8×10−7 GeV−1 and mN = 376 MeV, indicated
by the star in Fig. 2. This corresponds to the best fit to
the EQEν distribution within the joint 95% CL allowed
region from the EQEν and cos θ fits. Table II shows the
χ2 values for the 3 + 1 and 3 + 1 +N -decay fits to both
distributions, indicating significant improvement for the
3 + 1 + N -decay model. The global oscillation fit gives
tight constraints requiring ∆m2 ≈ 1.32 eV2, but allows
values of sin2 2θµe ∈ [3× 10−4, 2× 10−3] at the 90% CL.
The same N decay fit procedure outlined above has been
performed for each end of the allowed sin2 2θµe range.
In each case we again examined the {d,mN } point that
best fits the EQEν distribution within the joint 95% CL
region. The χ2 values for these fits are also given in
Table II, indicating a preference for a smaller oscillation
contribution in MiniBooNE in order to explain both the
cos θ and EQEν distributions via N → νγ. Table II also
gives the χ2 values for the null case, with neither eV-scale
oscillations nor HNL decay.

Parameters χ2/dof
(sin2 2θ,d,mN ) 3 + 1 +N 3 + 1

EQEν cos θ EQEν cos θ
(0.30, 3.1, 376) 5.7/8 32.1/18 30.5/10 86.4/20
(0.69, 2.8, 376) 7.9/8 31.4/18 27.3/10 71.8/20
(2.00, 5.6, 35) 20.2/8 36.7/18 27.6/10 40.8/20

(0, 0, 0) 34.1/10 99.4/20 same same

TABLE II. χ2/dof values for 3+1 and 3+1+N -decay models
obtained by comparing expectations to the MiniBooNE excess
in EQEν and cos θ. The parameters in column one refer to
(sin2 2θµe × 10−3, d × 10−7 [GeV−1], mN [MeV]). The mass
splitting is 1.32 eV2 in all cases. The null case (no oscillations
and no HNL decay) is also shown in the last row.

Fig. 3 presents the MiniBooNE excess in EQEν (left)
and cos θ (right) compared with the model prediction.
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where Mn, Mp, and Me are the neutron, proton and
electron masses, and B is the binding energy of carbon.
This formula accurately describes the neutrino energy in
the case of two-body charged-current neutrino scattering
with no final state interactions, assuming the neutrinos
enter the detector along the axis from which θ is mea-
sured. Thus, it is applicable to the oscillation compo-
nent of the excess. Though EQEν has no physical mean-
ing when applied to the photons from N decay, the decay
kinematics cause most events to be show up at low EQEν .
We performed a fit to the MiniBooNE excess in EQEν
using statistical and systematic uncertainties. We also
performed a separate fit to the scattering angle distribu-
tion, although only statistical uncertainty is available in
this case.

To isolate the decay component, we subtracted from
the MiniBooNE excess the predicted contribution of the
oscillation component, which was determined from the
3 + 1-only global fit without MiniBooNE data. The re-
maining excess was fit to the model for dipole produc-
tion, decay, and observation in the detector as described
above. Fig. 2 shows confidence regions for both fits in
{d,mN } parameter space, computed assuming Wilks’
theorem with two degrees of freedom is valid for the test
statistic χ2(d,m) − mind,m(χ2(d,m)) [98]. We found a
region of parameter space consistent with both distri-
butions at the 95% CL near d = 3 × 10−7 GeV−1 and
mN = 400 MeV.

RESULTS

Fig. 2 shows that the allowed regions from MiniBooNE
fits are substantially lower in d than the NOMAD or
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FIG. 3. EQEν (left) and cos θ (right) distributions of the
MiniBooNE excess for a representative point of the 3 + 1 +
N -decay model. The error bars on the energy distribution
include systematic and statistical errors, while for the angular
distribution only statistical errors are included.

LSND limits. The overlapping solution is also at substan-
tially higher mN than kinematically accessible by LSND.
Supernova results [17] set limits in a band from approx-
imately d = 10−7 to 10−11 GeV−1, which is below the
solution we found for MiniBooNE. Thus, our preferred
region lies in a window of allowed parameters.

We now consider an example HNL decay contribution
for d = 2.8×10−7 GeV−1 and mN = 376 MeV, indicated
by the star in Fig. 2. This corresponds to the best fit to
the EQEν distribution within the joint 95% CL allowed
region from the EQEν and cos θ fits. Table II shows the
χ2 values for the 3 + 1 and 3 + 1 +N -decay fits to both
distributions, indicating significant improvement for the
3 + 1 + N -decay model. The global oscillation fit gives
tight constraints requiring ∆m2 ≈ 1.32 eV2, but allows
values of sin2 2θµe ∈ [3× 10−4, 2× 10−3] at the 90% CL.
The same N decay fit procedure outlined above has been
performed for each end of the allowed sin2 2θµe range.
In each case we again examined the {d,mN } point that
best fits the EQEν distribution within the joint 95% CL
region. The χ2 values for these fits are also given in
Table II, indicating a preference for a smaller oscillation
contribution in MiniBooNE in order to explain both the
cos θ and EQEν distributions via N → νγ. Table II also
gives the χ2 values for the null case, with neither eV-scale
oscillations nor HNL decay.

Parameters χ2/dof
(sin2 2θ,d,mN ) 3 + 1 +N 3 + 1

EQEν cos θ EQEν cos θ
(0.30, 3.1, 376) 5.7/8 32.1/18 30.5/10 86.4/20
(0.69, 2.8, 376) 7.9/8 31.4/18 27.3/10 71.8/20
(2.00, 5.6, 35) 20.2/8 36.7/18 27.6/10 40.8/20

(0, 0, 0) 34.1/10 99.4/20 same same

TABLE II. χ2/dof values for 3+1 and 3+1+N -decay models
obtained by comparing expectations to the MiniBooNE excess
in EQEν and cos θ. The parameters in column one refer to
(sin2 2θµe × 10−3, d × 10−7 [GeV−1], mN [MeV]). The mass
splitting is 1.32 eV2 in all cases. The null case (no oscillations
and no HNL decay) is also shown in the last row.

Fig. 3 presents the MiniBooNE excess in EQEν (left)
and cos θ (right) compared with the model prediction.

Figure A.5: Comparison between MiniBooNE observed excess and prediction of a representative
point of the (3+1+decay) model in 𝐸QE

𝜈 (left)) and cos 𝜃 (right). Taken from Fig. 3 of Ref. [148].
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A.3 Heavy Sterile Neutrino Decay

Difficulty to explain MiniBooNE LEE with only neutrino oscillations also leads to proposal

of more exotic models, such as heavy neutrino production and decay through mixing, transition

magnetic moment or through dark photon discussed here. In these models, heavy neutrino are

usually generated near or in the detector to be consistent with the timing distribution of MiniBooNE

LEE [74]. Inside the detector, heavy neutrino will decay promptly into active neutrino, of which 𝜈𝑒

will undergo CCQE interaction and contribute to the LEE [149], or into active (or lighter sterile)

neutrino and photon (𝛾) where 𝛾 will be mis-reconstructed [148, 150, 151], or decay into 𝑒+𝑒−

pairs [152, 153] which if sufficiently co-linear or asymmetric only one will be reconstructed and

enter MiniBooNE’s 𝜈𝑒 CCQE selection. Heavy neutrino production and decay into 𝑒+𝑒− pair

mediated by dark photon with mass ∼MeV-GeV sufficiently produces more events in the low

energy region while not violating the flat angle distribution seen by MiniBooNE, as highlighted in

Fig. A.6. Analysis targeting a group of dark photon models is currently under active development

in MicroBooNE.
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FIG. 2: Our model predictions in relation to the MiniBooNE excess, after subtracting predicted backgrounds, in
both reconstructed visible energy (left) and reconstructed shower angle relative to the beam-line (right), for a 0.14
GeV sterile neutrino and 1.25 GeV Z ′. In a minimal realization, this requires neutrino mixings of
|Uµ4|2 = 1.5× 10−6, |Uτ4|2 = 7.8× 10−4 and kinetic mixing χ2 = 5× 10−6, corresponding to a total decay length of
1 m. Excellent agreement is observed in both the energy and angular spectrum. MiniBooNE’s best-fit sterile
neutrino oscillation model is shown for comparison (blue dashed line).

ments, e.g. PS191 [42] or NuTeV [43]. However, once
the rate increases sufficiently, heavy sterile neutrinos pro-
duced in the beam will decay before reaching the detec-
tor and the bounds will be removed. This greatly re-
stricts the applicability of published constraints arising
from such beam dump experiments, where the flux of
new heavy states is assumed to be suppressed by mix-
ing alone. For the parameters of our minimal realization,
the sterile neutrino has a decay length of around 1 m,
severely weakening the bounds for Uµ4 set by PS191 (at
a baseline of 128m) and also Uτ4 set by experiments such
as NOMAD[44] (835m) and CHARM [45] (487m).

Peak search experiments, which look for resonant
bumps in the associated leptons of meson decay, e.g.
K± → µ±ν4, have no dependence on the subsequent de-
cay rate and fully apply in our model [46]. The value
of |Uµ4|2 required by our benchmark point is 1.5× 10−6,
below the bounds of 2.3 × 10−6 coming from the kaon
peak search for a 140 MeV sterile neutrino.

Neutrino trident production could also place bounds
on our new mediator [47]. Although, thanks to the sig-
nificantly suppressed active-active-Z ′ vertex, these con-
tributions are negligible. Previous probes of neutrino tri-
dent production such as CHARM and CCFR would still
potentially be sensitive to new contributions if a sterile
was produced in the final state. However, depending on
the rate and daughters of any subsequent decay of the
heavy neutrino, events may not have been included in
the SM neutrino trident search. We note that a decaying
heavy sterile produced in our model would look identical
to the SM electron trident process: νµN → νµe

+e−N .
This process has yet to be observed in the SM due to the
complexity of resolving the final state, but is expected

to be observable by upcoming neutrino beams such as
DUNE [48], which will further constrain our model.

Although we leave an exhaustive scan of the whole pa-
rameter space to a future study, we have shown a bench-
mark point in a minimal realization of our model, whose
angular and energy spectra are in excellent agreement
with the MiniBooNE LEE and which provides a satisfac-
tory explanation with parameters allowed by the current
experimental bounds.

SUMMARY AND PREDICTIONS FOR
MICROBOONE

We have discussed a novel explanation of the Mini-
BooNE low-energy excess based on heavy sterile neutrino
production and decay inside the detector, both of which
are mediated by a novel Z ′. The explanation hinges on
the mis-identification of the EM shower induced by a
combination of highly asymmetric and overlapping e+e−

pairs, which we argue happens for a sufficient fraction of
decays in the sterile neutrino and Z ′ mass regions of inter-
est. We have shown a specific phenomenological model
based on a sterile neutrino coupling to a hidden-sector
U(1)′, which provides a remarkable fit to both the energy
and angular spectra of the LEE. This spectral agreement
favours sterile masses of 100 . m4 . 250 MeV and Z ′

masses above 1 GeV. We have stressed that the event
rate itself is dependent on the other parameters and on
specific assumptions made on the model. We have pre-
sented a specific realization requiring no additional par-
ticles beyond the sterile and Z ′, but with a hierarchy in
the sterile-active mixing angles. This model can produce

Figure A.6: Comparison between the MiniBooNE excess, and prediction from the model in Ref.
[152] in both reconstructed visible energy (left) and reconstructed shower cos 𝜃 (right), for a
0.14GeV sterile neutrino and 1.25 GeV 𝑍

′
. Taken from Fig. 2 of Ref. [152].
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Appendix B: Weight Correction for Simulated NC coherent 1𝛾 Signal

The POT normalization procedure described in Eq. 5.15 assumes the NC coherent 1𝛾 simula-

tion has contributions from all neutrino flavors, to be consistent with the flux uncertainty evalua-

tion. However, only 𝜈𝜇-induced NC coherent 1𝛾 events were simulated with GENIE, and the shape

of cross-section averaged flux 𝑆(𝐸𝜈) ∗ 𝐹 (𝐸𝜈) slightly varies when contributions from all four neu-

trino flavors are considered instead of only 𝜈𝜇 contribution. As a result, each simulated signal event

should carry a weight to take care of the shape difference between the two distributions.
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Figure B.1: Cross-section averaged neutrino flux. (a): summed cross-section averaged flux distri-
bution for 𝜈𝜇, 𝜈𝜇, 𝜈𝑒 and 𝜈𝑒 in the beam (b) cross-section averaged flux distribution for 𝜈𝜇 only.

Figure B.1 shows the distribution of cross-section averaged neutrino flux when the contribu-

tions from all neutrino flavors are taken into account, and only 𝜈𝜇 contribution respectively. These

two distributions are area-normalization and the bin-to-bin ratio of Fig. B.1a over Fig. B.1b is cal-

culated and applied as weight to every signal event according to their true neutrino energy. The

resulting bin-wise weight is shown in Fig. B.2.
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Figure B.2: The ratio between Fig. B.1a and Fig. B.1b after area-normalizing two distributions.
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