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Many astrophysical observations point to the abundant existence of dark matter (DM) in the uni-

verse composed of particles beyond the Standard Model. However despite numerous experiments using

different techniques, DM particles have yet to be directly observed. The Super Cryogenic Dark Matter

Search (SuperCDMS) SNOLAB experiment will employ silicon and germanium crystal detectors oper-

ated at temperatures as low as 15 mK to probe DM interactions using phonon and ionization signals.

Recently, R&D facilities have developed gram-sized high-voltage eV-scale (HVeV) silicon detectors that

achieve single-electron-hole-pair resolution. By probing effective DM-electron interactions, these devices

can be used for searches of low-mass DM candidates.

This dissertation presents a DM search experiment known as HVeV Run 2 that employs a second-

generation HVeV detector operated in an above-ground laboratory at Northwestern University (IL,

USA). Energy spectra are obtained from a blind analysis with 0.39 and 1.2 g-days of exposure with the

detector biased at 60 and 100 V, respectively. The 0.93 gram detector achieves a 3 eV phonon energy

resolution, corresponding to a world-leading charge resolution of 3 % of a single electron-hole pair for a

detector bias of 100 V. With charge carrier trapping and impact ionization effects incorporated into the

DM signal models, the resulting exclusion limits are reported for inelastic DM-electron scattering for

DM masses from 0.5–104 MeV/c2; in the mass range from 1.2–50 eV/c2 the limits for dark photon and

axion-like particle absorption are reported.

Several DM search experiments, including HVeV Run 2, are sensitive to low-mass DM candidates

that rely on the temperature-dependent photoelectric absorption cross section of silicon. However dis-

crepancies in the underlying literature data result in dominating systematic uncertainties on the DM

exclusion limits. In order to reduce these systematic uncertainties, this dissertation presents a novel

method of making a direct, low-temperature measurement of the photoelectric absorption cross section

of silicon at energies near the band gap (1.2–2.8 eV).
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Chapter 1

Dark Matter: The Missing Mass

1.1 A Brief History of Dark Matter

Throughout history, philosophers and astronomers alike looked up into the stars to ponder and study the

universe in which we live. The first observations of the cosmos were made with just the human eye by

tracking the motion of planets and stars. Yet scientific curiosity prevailed over technological limitations

with each new breakthrough in astronomy, from Aristotle’s model of the cosmos that placed Earth at

the center of an immutable universe, to Ibn al-Shatir’s use of experimental techniques and empirical

observations to construct lunar and solar models, to the major paradigm shift caused by the Copernican

revolution that reasoned the Sun to be at the center of the Solar System instead of the Earth.

Each new advancement in astronomical technology gave scientists a new window to view the cosmos

(see Fig. 1.1). The development of the telescope in the early 1600’s provided unprecedented observations

of the Solar System, and in one of its first uses, Galileo concluded the Milky Way is composed of

innumerable stars. It wasn’t until 1924 when Hubble confirmed that the Milky Way is not the only

galaxy in the universe. Eventually massive telescopes could be launched into space, and in 1995 the

Hubble Space Telescope captured the famous Hubble Deep Field image that shows thousands of young

galaxies [4], demonstrating plainly that to look far into space is to look back in time.

In the early 1900’s, astrophysical experiments began to draw a strange yet similar conclusion: that

systems of stars and galaxies behaved as if there were more mass than what was observed. Up to this

point, the mass of stars and galaxies would be inferred by measuring the amount of light they emit

(i.e. their luminosity). So these strange observations suggested that there exists some massive substance

that isn’t visible by light, or so-called dark matter (DM). At first, DM did not necessarily imply the

existence of some new, mysterious substance, but rather just implied the presence of unseen matter that

interacted with other objects through gravity. Perhaps DM is composed of just very dim stars, or some

interstellar material that does not emit nor interact with light. The brief historical recounting of DM

provided here follows the excellent summary given in Ref. [5].

Some of the first quantitative measurements of DM were made by Jacobus Kapteyn, Jan Oort,

James Jeans, and Bertil Lindblad in the 1920’s and 30’s, whereby the local density of DM was inferred

by observing the kinematics of stars in the solar neighbourhood. However one of the most significant

watershed moments for DM came from observations made by Fritz Zwicky in 1933. Zwicky was studying

1
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Figure 1.1: Composite image illustrating the history of astronomy. From left to right with citations for
the respective images: Ibn al-Shatir uses experimental techniques and empirical observations to develop
a lunar model [6]; the Copernican revolution puts the Earth at the center of the Solar System [7]; after
the invention of the telescope, Galileo is able to make extremely detailed illustrations of the Moon [8];
in 1995, the Hubble Space Telescope captures the famous Hubble Deep Field image, showing a zoo of
young galaxies [4]; recent temperature map of the Cosmic Microwave Background, the earliest state of
the universe that can be observed by light [9].

the redshifts† of galaxies in the Coma Cluster in order determine their apparent velocities. He then used

the virial theorem to determine the mass of the entire cluster. For a system of N particles bound by

potential forces, the time-averaged kinetic energy 〈T 〉 of the entire system is given by:

〈T 〉 =
1

2

N∑
k=1

〈~Fk · ~rk〉, (1.1)

where ~Fk is the force acting on the kth particle located at ~rk. If the forces acting on the particles result

from a potential energy V dependent on the distance r between particles such that V ∝ rn, the virial

theorem takes the form:

2〈T 〉 = n〈V 〉, (1.2)

where for a gravitational potential, n = −1. This relationship says that for a system with more potential

energy (i.e. more mass in a gravitational potential), the average kinetic energy of the particles will be

larger. Zwicky noticed that the high velocities of galaxies implied that the total mass of the Coma

Cluster is much larger than the mass found by observing the total luminosity. In other words, the Coma

Cluster must contain a significant amount of DM in order to explain the high velocities of the galaxies.

In 1936, Sinclair Smith came to similar conclusions after observing the circular motion of galaxies in the

Virgo Cluster.

As astronomers and astrophysicists deliberated about this missing mass, the field of particle physics

was surging. The turn of the 19th century saw the discovery of the electron and proton, quantum

†A redshift is an increase in the wavelength of light that occurs to light emitted from distant objects due to both
the relative motion of the object and the expansion of the universe. The relative velocities of galaxies in a cluster can
be inferred by measuring each galaxy’s redshift; galaxies travelling toward Earth will appear slightly bluer compared to
galaxies travelling away from Earth.
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mechanics was formalized in the 1920’s and 30’s, and later throughout the 20th century the Standard

Model (SM) was developed, describing all of the known elementary particles (quarks, leptons, and bosons)

and three of the four fundamental forces (electromagnetic, weak, and strong). Eventually, the nature of

DM became just as much a question of particle physics as it was a question of cosmology. Perhaps DM

is ordinary matter made up of SM particles. Or perhaps DM is made up of some yet unknown particle

and/or force mediator. In 1985, Mark Goodman and Ed Witten suggested that if DM is composed of

particles, then it might be detectable using techniques similar to neutrino detection. Thus began the

era of DM direct detection search experiments, starting with an experiment carried out in 1986 at the

Homestake Mine in South Dakota using a low-background germanium ionization detector [10].

More recently in 1998, the DAMA/LIBRA collaborations conducted a DM search experiment at the

underground Gran Sasso Laboratory in Italy using scintillating sodium iodide detectors. In their first

results they observed a signal consistent with DM scattering with an annual modulation (slight variations

in the signal rate due to the Earth’s rotation around the Sun), and have since observed the same signal

with increasing statistical significance [11]. Unfortunately, other DM search experiments were unable

to corroborate the signal observed by DAMA/LIBRA, and so it remains difficult to determine whether

the signal was in fact DM. Yet as Ref. [5] says, no convincing alternative explanation for this signal has

been identified. In more recent years, the CoGeNT and CRESST-II collaborations have reported similar

signals as the DAMA/LIBRA experiments, but the observed amplitudes of the annual modulations are

a few factors higher than what would be expected [12].

This dissertation is yet another step toward uncovering the true nature of DM. Chapter 1 summarizes

the most pertinent evidence and properties related to DM, and describes the various DM models that

are relevant to later chapters. Chapter 2 outlines the physics of detecting DM using cryogenic solid-

state detectors, and Chapter 3 details the design of a second-generation high-voltage eV-scale (HVeV)

detector. In Chapters 4 and 5, a DM search experiment and subsequent analysis using this HVeV

detector is presented in its entirety. Chapter 6 presents a novel method for measuring the photoelectric

absorption cross section in detector materials at cryogenic temperatures, and uses the results to evaluate

the impact on DM exclusion limits. Lastly, Chapter 7 provides some concluding remarks and a brief

outlook on future experiments. All of the work presented in this dissertation was conducted as part of

the Super Cryogenic Dark Matter Search (SuperCDMS) collaboration.

1.2 Evidence of Dark Matter

Just as phenomena related to electricity were studied and characterized well before the discovery of the

electron by J. J. Thomson in 1897, phenomena related to DM have been studied despite the true nature

of the substance remaining unknown. This section summarizes several key observations relating to DM,

which together provide extremely compelling evidence of the existence of this mysterious form of matter.

For the sake of brevity, the following sub-sections that cover this topic are terse. Many other fascinating

details and examples are omitted, and so the reader is encouraged to learn more about each topic by

following the references provided.

1.2.1 Galaxy Rotation Curves

Galaxy rotation curves are studies of the circular velocity profiles of orbiting stars or gas as a function of

their distance from the galactic center, and are an important chapter in the history of DM observations.
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Galaxies are composed of millions or billions of stars and interstellar gas that all orbit around the galactic

center. The motion of these object can be predicted using the virial theorem for a gravitational potential,

as given by Eq. 1.2. For a star or object with mass m orbiting a mass M , the time-averaged potential

energy is given by:

〈V 〉 = −GmM(r)

r
, (1.3)

where G is the gravitational constant, r is the radius from the center and M(r) is the mass enclosed

within r. If the object has a circular orbit and a velocity v, its time-averaged kinetic energy is given by:

〈T 〉 =
1

2
mv2. (1.4)

Using the virial theorem in Eq. 1.2, the object’s velocity as a function of radius is given by:

v =

√
GM(r)

r
. (1.5)

Although Eq. 1.5 provides the velocity profile for the simplest example of an object in circular orbit, the

general form remains consistent for more complicated cases, such as elliptical orbits and different (but

symmetric) mass distributions. As the amount of stellar and gaseous matter at the edge of a galaxy

is relatively small, the total enclosed mass should reach an asymptotic value for large radii. Therefore,

Eq. 1.5 predicts that the velocities of objects near the edge of a galaxy should fall as r−1/2.

This prediction was put to the test starting in the 1970’s using astrophysical observations. Vera

Rubin and Kent Ford used observed optical light from the Andromeda Galaxy to measure the velocity

profile of ionized hydrogen, and soon after David Rogstad and Seth Shostak used 21-cm observations to

measure the velocity profile of hydrogen gas in several galaxies [5]. These and other scientist all came to

notice that the velocities of objects orbiting near the edges of galaxies do not fall as r−1/2; instead, their

velocities remain constant. Figure 1.2 shows a superposition of the rotation curves for several galaxies

later measured by Rubin et. al.

Figure 1.2: Superposition of the rotation curves for several galaxies. The velocity of objects far from
the galactic core (nucleus) is relatively constant. Figure provided by Rubin et. al. [13].

Several hypotheses emerged to explain the observed rotation curves. One formally prevalent category

of hypotheses assert that the theory of gravity is incorrect. The solution therefore is to introduce a
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new theory of gravity, the most well-known being modified Newtonian dynamics (MOND). The basic

premise of MOND is that Newton’s second law can be modified to exhibit different behaviour at low

accelerations [5]:

F = mµ

(
a

a0

)
a, (1.6)

where a0 ∼ 1.2× 10−10 m/s2 and µ(a/a0) is some unspecified function with the limits µ(a/a0) → 1 for

(a/a0)� 1 and µ(a/a0)→ (a/a0) for (a/a0)� 1. With this formulation, MOND can indeed explain the

behaviour of galaxy rotation curves. The original formulation of MOND also presented problems with

energy and momentum conservation, although more complex models have since been introduced to solve

such issues [5]. More importantly to this discussion, theories of modified gravity are unable to explain

other dark matter observations, such as the effects of gravitational lensing as outlined in Sec. 1.2.2.

Despite these setbacks, MOND and modified theories of gravity continue to develop and evolve (see, for

example, Ref. [14]).

Another hypothesis that can explain the observations made of galaxy rotation curves asserts that

the mass distribution is incorrect. For a sphere with a radius-dependent mass density ρ(r), the total

enclosed mass at a distance r is given by:

M(r) =

∫
4πr2ρ(r)dr. (1.7)

Furthermore in the constant-velocity regime of Eq. 1.5, the mass distribution for objects with velocity

vconst is M(r) = v2
constr/G. Equating this to Eq. 1.7 and taking the derivative in r, the mass density is

given by:

4πr2ρ(r) =
v2

const

G
,

ρ(r) =
v2

const

4πGr2
.

(1.8)

This demonstrates that the behaviour of rotation curves can be explained if the galactic mass is described

by a density distribution that scales as r−2. Not only does this suggest that most of the galactic mass is

distributed further away from the galactic core, it also suggests that much of the mass is distributed far

beyond any observable objects. The next question that naturally arises is what would cause such a mass

distribution to exist in galaxies? With all of the combined evidence, it is now commonly thought that

galaxies contain massive DM structures with a mass density that scales as r−2. However the conclusion

of DM is not necessarily apparent based on this evidence alone. Perhaps galaxies contain a significant

amount of mass due to non-luminous but ordinary matter. Yet as Ref. [15] outlines, objects composed of

ordinary matter such as stars with low luminosity and interstellar gas cannot account for the apparent

mass distribution.

1.2.2 Gravitational Lensing

In Einstein’s theory of general relativity (GR), light travels such that it follows the curvature of spacetime.

As objects with mass cause spacetime to bend, GR predicts that light passing by a massive object can

bend around it. This effect of gravitational lensing is similar to the effect caused by traditional optical

lenses. With gravitational lenses, it is possible to view background objects that would otherwise be
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obscured by a massive foreground object. In the simplest example, the angular deflection of light α due

to a point-like lens with mass M is given by [16]:

α =
4GM

rc2
=

2rs
r
, (1.9)

where c is the speed of light, r is the distance between the light and the lens in the plane perpendicular to

the observer, and rs = 2GM/c2 is the Schwarzschild radius. For massive lenses such as black holes where

r � rs, and in the limit of small angles, Eq. 1.9 provides a good approximation for angular deflection of

light. If the background object, lens, and observer are all aligned, gravitational lensing can cause what

are known as Einstein rings. Equation 1.9 also shows that by observing gravitational lensing, the mass

of the lens can be inferred without knowing the contents of the lens itself.

In practice, observations of gravitational lensing are much more complex than the simple example

described above. The most extreme (and stunning) examples of gravitational lensing fall under the

category of strong lensing, where background objects are seen as multiple images and in giant arcs or

rings around the lens. However most examples of gravitational lensing fall under the category of weak

lensing, where background objects are only slightly sheared or distorted. In the weak lensing regime, the

shear distortion of objects such as distant galaxies can alter their major-to-minor axis ratio by ∼ 2 %,

which is much smaller than the normal shape variation observed in galaxies [17]. Therefore weak lensing

is not observed for individual objects, but rather for a collection of distant background objects along

adjacent lines of sight where lensing effects are seen at a statistical level.

The most prominent example of gravitational lensing with respect to DM is the Bullet Cluster. The

Bullet Cluster consists of two colliding clusters of galaxies†† and is composed of stars, X-ray emitting

interstellar plasma, and, possibly, dark matter. During the collision of these clusters, the plasma and

stellar components behave in different ways [18]. The stars, planets, and galaxies effectively act like

collisionless particles. Conversely the colliding plasma, which accounts for most of the mass from ordinary

matter in the Bullet Cluster, is significantly slowed by electromagnetic interactions. Therefore over the

course of the collision, the stellar and plasma components are spatially decoupled [18], and can be

separately observed with optical and X-ray telescopes sensitive to the emitted light. Independently, the

mass distribution of the Bullet Cluster can be inferred through weak gravitational lensing, as shown by

Fig. 1.3.

The result from Ref. [18] and shown in Fig. 1.3 is remarkable, and provides very strong evidence of

the existence of DM. Specifically, the most simple theories of modified gravity would predict that the

centers of mass determined from gravitational lensing should be aligned with the centers of mass of the

ordinary matter (i.e. the more massive interstellar plasma). Yet this result shows with a high degree

of certainty that the centers of the total mass do not align with the centers of the mass of ordinary

matter. Therefore, the majority of the matter in the Bullet Cluster must come from some unknown and

unseen substance. This result also provides evidence that DM is mostly collisionless, as the separate

DM components from colliding clusters appear to have bypassed each other and the interstellar plasma

unperturbed. More recent results have used similar observations to put constraints on the DM self-

interacting cross section [19].

††Strictly speaking, the Bullet Cluster is the smaller cluster that is moving away from the larger cluster. In practice,
the name “Bullet Cluster” typically refers to the combined system of both clusters.
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Figure 1.3: Images of the stellar (left) and X-ray emitting plasma (right) components of the Bullet
Cluster. The green contour lines show the mass distribution determined by weak gravitational lensing.
Note that the “peaks” of the contours do not align with the “peaks” of the colliding plasma. Figure
provided by Ref. [18].

1.2.3 Cosmic Microwave Background

Perhaps the most compelling evidence for the existence of dark matter lies in the Cosmic Microwave

Background (CMB). The CMB provides a snapshot of the early universe during the epoch of recombina-

tion. During recombination, the universe was an extremely hot and dense fluid of matter and radiation.

At some point, this primordial fluid cooled enough that electrons and protons could combine to produce

hydrogen atoms (i.e. recombination). With fewer charged particles to interact with, light was able to

escape from the hot matter, leaving a faint radiation remnant that can be seen today. The temperature

of this background radiation, however, is not exactly uniform. Rather there are tiny temperature fluctu-

ations in the CMB, and it is in these anisotropies where the evidence of DM is hidden. Figure 1.4 shows

the temperature fluctuations observed in the CMB.

Figure 1.4: Temperature map of the Cosmic Microwave Background derived from Planck, WMAP, and
408 MHz observations. As is discussed in the text, these small temperature fluctuations are related to
the composition of the universe. Figure provided by Ref. [9].



Chapter 1. Dark matter: the missing mass 8

The composition of the universe is broken down into several components, including dark energy,

matter (both dark and ordinary), and radiation. In cosmology, these components are parameterized by

the dimensionless density parameter Ωi, which is related to the energy density of each constituent. For

a flat universe, the total density parameter of the universe Ω is [20]:

Ω =
∑
i

Ωi = ΩΛ + ΩM + ΩR = 1, (1.10)

where ΩΛ is the dark energy density, ΩR is the radiation density, and ΩM = Ωb + ΩDM is the combined

density of baryonic (ordinary particles like protons and neutrons) and dark matter. As will become

evident, the values of Ωi have a large impact on the temperature fluctuations observed in the CMB.

An intuitive explanation of the CMB temperature fluctuations can be found in Ref. [21]. As previously

mentioned, the recombination epoch consisted of an extremely hot and dense primordial fluid. This

fluid was composed of baryonic matter and radiation, which were tightly coupled by scattering processes

between charged particles and light. Moreover the fluid exerted an outward pressure due to the density

of the radiation. Conversely dark matter at this time was largely decoupled from the baryonic-radiation

fluid, yet still interacted with the fluid through gravity. The gravity of the DM caused the fluid to

compress into pockets of over-dense regions, which by matter conservation also created under-dense

regions. The force due to the fluid pressure acted to move the fluid out of the over-dense regions and into

under-dense regions. These competing forces resulted in oscillating compressions and decompressions of

the fluid, a process analogous to sound waves. At the end of recombination, the radiation escaped from

the baryonic matter, and the density of the fluid ceased to oscillate. Meanwhile, the leftover baryonic

matter was frozen into a pattern of low-density and high-density regions. The frozen-out high-density

regions of matter are the seeds that would eventually evolve into the large-scale structure of the universe.

Light that escaped from high-density regions has on average a higher temperature than light that escaped

from low-density regions. This means that the temperature fluctuations observed in the CMB are also

a measure of the density fluctuations of the primordial fluid at the end of recombination.

Using spherical harmonics, the temperature functions observed in the CMB can be transformed into

the power spectrum seen in Fig. 1.5. Here, the x-axis is represented by `, the multipole number of the

spherical harmonics that is related to angular scale in the sky (` = 1 corresponds to an angle of 180◦

across the sky). The y-axis is a measure of the amount of temperature fluctuation observed at each

`. The multiple peaks that can be observed in Fig. 1.5 relate regions of the primordial fluid that were

caught in either maximum density or minimum density at the end of recombination. For example, the

first peak corresponds to regions that only had time to collapse once before the end of recombination.

The second peak corresponds to regions that only had time to collapse and fully expand again, and so on.

Importantly, the relative heights of these peaks are influenced by the composition of the universe, with

the abundance of DM having a significant impact on the higher multipole peaks. This relationship can

be modelled numerically, and by fitting the models to the CMB power spectrum the relative abundances

of each constituent can be found.

The latest constraints on the relative abundances come from the Planck satellite [22], with the best-

fit result shown by the red curve in Fig. 1.5. Specifically for baryonic and dark matter, the density

parameters are found to be Ωb = 0.0491± 0.00035 and ΩDM = 0.264± 0.0033, respectively. The ratio of
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Figure 1.5: CMB power spectrum that is a measure of the amount of temperature fluctuation as a
function of the multipole number `. The relative heights and positions of the peaks are related to the
density composition of the universe and help determine the relative abundance of dark energy, dark
matter, baryonic matter, and radiation. The data points are found from observations of the CMB, and
the red curve is the best-fit result of numerical models. Figure provided by Ref. [22].

dark matter to baryonic matter is therefore given by:

ΩDM

Ωb
=

0.264

0.0491
≈ 5. (1.11)

This result is not only evidence that non-baryonic dark matter exists, but also leads to the often quoted

figure that ∼ 85 % of all matter in the universe is dark! It is hard to understate the impressiveness of

this CMB measurement and the results that are concluded from it. There are many more interesting

details and observations that are not discussed here, and the reader is encouraged to see Refs. [20, 22]

and references therein.

1.3 Properties of Dark Matter

Many properties of DM have been argued based on astrophysical and cosmological observations and

studies. It is these properties that form the basis of some of the most commonly proposed DM models.

The following list provides a brief description of the main properties attributed to DM. The reader should

keep in mind that these properties are not certain, and various DM models assume properties that differ

from the ones listed here.

• Dark Matter is Neutral : It is generally accepted that DM is electrically neutral. If DM particles did

carry a charge, they would interact with light and would therefore be visible. However some models

have abandoned this assumption to place an upper bound on the charge of DM particles [23].
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• Dark Matter is Non-baryonic: There is very strong evidence to suggest that DM is not comprised

of ordinary (baryonic) matter. Both the CMB observations outlined in Sec. 1.2.3 and studies of

Big Bang nucleosynthesis conclude that baryonic matter does not account for the missing dark

matter mass. Regarding Big Bang nucleosynthesis, a larger abundance of baryonic matter in the

early universe would result in a drastically different abundance of isotopes than what is observed.

Before such evidence was found, several models of baryonic DM were proposed (one example is

given in Sec. 1.5.4).

• Dark Matter is Thermal : The arguments for thermal or non-thermal DM attempt to explain how

the present abundance of DM came to be. In the case of thermal dark matter, the DM particles

in the early universe are in thermal equilibrium with the primordial plasma. During this time the

DM particles are created and destroyed at equal rates. The creation of DM particles is expected

to occur from Standard Model particles through some unknown mechanism, whereas the particles

are destroyed through a presumptive self-annihilation process. As the universe cools, the number

density of DM particles decreases until the particles are so far spread out that the rate of self-

annihilation tends to zero. The DM is then “frozen out”, leaving behind a relic abundance that is

observed today. Several models do not require DM to be thermal, and hypothesize other processes

to explain the current abundance of DM. For example in a “freeze-in” scenario, there may be little

or no DM in the early universe, and Standard Model particles can instead annihilate to produce

the current abundance of DM.

• Dark Matter is Cold : Dark matter that is “cold” means that DM particles travel slowly compared

to the speed of light (i.e. non-relativistically). In contrast, “hot” DM models predict that particles

travel at relativistic speeds. This property is important to explain structure formation in the

universe. Cold DM is expected to aggregate (i.e. clump) around smaller-scale objects like galaxies,

whereas hot DM would clump around larger-scale objects like galaxy clusters or superclusters.

Observations of the large-scale structure of the universe favour the cold DM paradigm, although

some discrepancies exist [24]. Other models propose intermediate solutions such as “warm” DM.

• Dark Matter is Long-lived : The evidence of dark matter’s impact on the CMB and the structure

formation of the universe suggests that DM has been present since the early universe. It is therefore

quite reasonable to conclude that DM has a very long lifetime. Many models predict that DM

particles are stable, meaning that they are the lightest particle in some unknown “dark sector”.

However stable DM is not a requirement; models that predict very weak couplings may propose

that DM is unstable but has a lifetime longer than the age of the universe.

1.3.1 Local Dark Matter

Observations like galaxy rotation curves (Sec. 1.2.1) and gravitational lensing (Sec. 1.2.2), as well as the

paradigm of cold DM, imply the existence of structures of DM that form around galaxies known as DM

halos. DM halos are predicted to envelop the entire galactic disc and extend far beyond the edge of the

visible matter of a galaxy. Indeed the Earth itself is constantly drifting through a dark matter halo (or

equivalently dark matter particles are constantly drifting through the Earth). As will become evident

in Sec. 1.5, predictive models for observing DM from Earth depend greatly on the properties of DM in

Earth’s local vicinity. One such parameter is the local dark matter density ρDM. The importance of
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having an independent measurement of ρDM should not be ignored; without this value, it would not be

possible to set constraints on potential DM interactions.

The first estimates of ρDM were made in the 1920’s and 1930’s by Jacobus Kapteyn, Jan Oort, and

James Jeans by observing stellar kinematics [5], and since then numerous more measurements have been

made. Reference [25] provides a detailed summary and analysis of the measurements made of ρDM. As

was done by Kapteyn, Oort, and Jeans, estimates of ρDM are typically found by observing the position

and velocity of “tracer” stars moving in a gravitational potential. Following Ref. [25], a population of

these tracer stars will obey the collisionless Boltzmann equation:

df

dt
=
∂f

∂t
+∇xf · ~v −∇vf · ∇xΦ = 0, (1.12)

where f(~x,~v) is the distribution function of stars with positions ~x and velocities ~v, and Φ is the gravita-

tional potential. In the case of Newtonian weak field gravity, the force ∇xΦ is related to the total mass

density ρ through Poisson’s equation:

∇x∇xΦ = ∇2
xΦ = 4πGρ, (1.13)

where G is the gravitational constant. Here, ρ is the total mass density from all the stars, gas, and dark

matter in the system. Therefore solving Eq. 1.12 for a set of tracer stars can provide an estimate of

ρDM. However in practice, solving for Eq. 1.12 outright is very difficult. Reference [25] describes several

methods for solving Eq. 1.12, each with their own advantages and disadvantages. A summary of ρDM

measurements that have been made over time is shown in Fig. 1.6.

The currently accepted value of the local DM density is ρDM ∼ 0.3 GeV/cm3‡, and is the value that is

used for the DM models computed in Sec. 1.5. Lastly, Ref. [25] argues that the DM density as measured

for the local stellar vicinity of the Sun is a reasonable approximation for the DM density around the

very tiny volume occupied by a detector on Earth, assuming that baryonic matter does not significantly

alter the DM distribution. For example, even if 10 % of the DM mass fraction exists in DM subhalos

with densities larger than ρDM, the most likely DM density around a detector on Earth is shifted only

to ∼ 0.9ρDM, with a very small probability that the density is larger than ρDM.

Another important property of local DM is its velocity distribution, as DM particles travelling at

different speeds can deposit different amounts of energy if they collide with an Earth-bound detector.

DM particle velocities are typically modelled using the Standard Halo Model (SHM), where the DM

halo is assumed to be an isotropic and isothermal sphere with a density that scales as ρ ∝ r−2, where r

is the distance from the galactic core. Under these assumptions, the DM particles with velocities ~v are

expected to obey a Maxwellian distribution in the galactic rest frame [26]:

fgal(~v) =

 N
(2πσv)2/3

e
− |~v|

2

2σ2v |~v| < vesc,

0 |~v| ≥ vesc,
(1.14)

where N is a normalization constant, and σv is the one-dimensional velocity dispersion that is related

to the local circular velocity vc by σv = vc/
√

2. In principle, the distribution function can extend to

infinity. However in the SHM, fgal(~v) is artificially truncated at the escape velocity of the galaxy, vesc.

‡Despite what the units suggest, ρDM is indeed a mass density rather than an energy density. Although the correct
units of ρDM are GeV c−2cm−3, it is common to report it in units of GeV/cm3.
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Figure 1.6: Summary of the measurements of the local dark matter density ρDM made over time. The
currently accepted value of ρDM is ∼ 0.3 GeV/cm3. The grey band is the DM density extrapolated to
the entire DM halo. Figure provided by Ref. [25].

Typical values for vc and vesc are ∼ 220 km/s and ∼ 550 km/s, respectively [26]. For DM experiments

that take place on Earth, it is additionally important to account for the Earth’s motion relative to the

DM halo. This can be done with the simple transformation ~v → ~v + ~vE , where ~vE is the velocity of the

Earth. The velocity distribution of DM particles can then be written as:

f(~v) = fgal(~v + ~vE). (1.15)

~vE accounts for the Sun’s motion around the galaxy, as well as the Earth’s motion around the Sun. It

can therefore vary by about ± 15 km/s based on the time of year. This slight velocity variation can

lead to an annual modulation of the expected rate of DM interactions that some DM experiments may

be sensitive to. Some other models propose that a fraction of the local DM may also be comprised of

non-galactic DM particles that not gravitationally bound to the Milky Way and have velocities greater

than the galactic escape velocity [27]. However this dissertation only considers the SHM to describe the

local dark matter.
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1.4 Searching for Dark Matter

Section 1.2 outlined the strong evidence that points to the existence of DM, and Sec. 1.3 described some

of its inferred properties. Yet the most elusive question remains unanswered: What is dark matter?

The most effective way to answer this question is to find dark matter. A confirmed detection of dark

matter particles would start to reveal key information about this missing mass, such as its particle mass,

the forces that mediate its interactions, the method and rate at which it interacts with Standard Model

particles, and if it is comprised of more than one type of particle. In general there are three methods of

dark matter particle detection: direct detection, indirect detection, and production.

• Direct Detection: Direct detection experiments aim to directly observe the interactions of DM

particles with some target medium as they pass through the Earth. The most common interaction

mechanism hypothesized has been DM-nucleus scattering, which would induce low-energy recoils

in the target medium that can be measured. This category encompasses a broad range of detection

techniques. Experiments performed by the SuperCDMS [28], EDELWEISS [29], and CRESST [30]

collaborations use cryogenically-cooled crystal detectors to measure ionization or heat energy pro-

duced by particle interactions. Nobel gas detectors measure scintillation produced by particle

interactions with liquid xenon or argon, and are used by collaborations such as XENON [31],

DEAP [32], DarkSide [33], PandaX [34], and LUX [35]. The SENSEI [36] and DAMIC [37] col-

laborations use charge-coupled devices to detect ionization over an array of pixels. Other detector

technologies include bubble chambers used by the PICO collaboration [38], time projection cham-

bers used by the DRIFT and XENON collaborations [39, 31], and resonant detectors used to probe

extremely low-mass DM candidates [40].

• Indirect Detection: Indirect detection experiments search for the products produced by the self-

annihilation of DM particles or, if dark matter is unstable, by the decay of DM particles. These

products are primarily expected to be either high-energy gamma-rays or Standard Model particle-

antiparticle pairs. Experiments often look for an excess of decay products around massive objects

such as stars or black holes, where the clumping of DM near these objects would significantly

increase the probability of self-annihilation. For example, the Fermi Gamma-ray Space Telescope

has searched for gamma-ray excesses around the supermassive black hole at the center of the

Milky Way, and has performed dwarf spheroidal galaxies searches to set constraints on the self-

annihilation cross section for various annihilation channels [41]. Furthermore, measurements of

the cosmic ray excess of positrons obtained by PAMELA and AMS-02 have been used to constrain

DM annihilation [42, 43].

• Production: Dark matter particles may also be found by producing them in collider and beam dump

experiments. For example, DM is searched for with the Large Hadron Collider by examining the

particles produced from the collision of proton beams [44], as well as with the Belle II detector using

the SuperKEKB electron-positron collider [45]. Because DM rarely interacts with Standard Model

particles, it can only be detected as missing mass or momentum among the collision products.

Therefore a discovery of DM through production mechanisms would need to be confirmed using

other detection methods.

The vast amount of DM search experiments provides a landscape that is both competitive and

complementary. Different detection designs and techniques are better suited to search for certain DM
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models and interaction channels. Additionally any potential discovery can be corroborated by other

experiments that are also sensitive to the proposed DM interaction. The experiments and analyses

presented in this dissertation are for direct dark matter searches. The following section describes various

models of DM that are relevant for this method of detection.

1.5 Dark Matter Candidates

Since the observance of DM through astrophysical studies, many DM candidates have been proposed.

Candidates are derived as plausible particles predicted by various particle theories that can explain the

observed abundance of DM in the universe. In general, DM particles exist in an unknown “dark sector”,

and interact with known SM particles through some mediating force. This unknown dark sector may

be comprised of several types of DM particles, or rather just a single type of DM particle. One of the

earliest proposed DM candidates is known as the Weakly Interacting Massive Particle (WIMP).

The argument for WIMP dark matter stems from determining the velocity-averaged self-annihilation

cross section 〈σv〉 that results in the current DM density seen today. As described in detail in Ref. [46], the

observed relic abundance of stable DM particles remaining after the freeze-out period corresponds with

〈σv〉 ≈ 3×10−27 cm3/s. This value also happens to be roughly similar to the self-annihilation cross section

for a new particle with weak-scale interactions and a mass of ∼ 100 GeV/c2 [46]. Amazingly, theories that

extend beyond the SM independently predict a new particle in this mass range [47]. Specifically, versions

of the Supersymmetry (SUSY) model [46, 20, 48] predict a new particle with a mass between ∼ 20–

300 GeV/c2 (see Fig. [44] in Ref. [46]). This remarkable coincidence between astrophysical observation

and particle theory has been dubbed the “WIMP miracle”, and as a result WIMPs have been the primary

search candidate of direct-detection experiments over the past several decades.

Although WIMP searches are still ongoing, as will be discussed later in this section, the favoured

parameter space of the proposed DM-SM interaction for WIMPs has almost entirely been excluded. As

a result, several other DM candidates that rely on different DM-SM interactions have emerged over the

past few decades. This section summarizes the WIMP model, as well as various other models of low-mass

DM candidates. The particular models for low-mass candidates are the focus of the DM search analyses

presented in Chapters 5 and 6.

1.5.1 WIMPs

The summary of the WIMP model presented here follows the derivations provided in Refs. [47, 49, 50].

For this model, the interaction considered is a WIMP χ with mass mχ scattering off of a nucleus inside

a target material and depositing some amount of recoil energy ER. For a target material with a total

mass of mT and nucleus mass mN , the total number of target nuclei is mT /mN . If the cross section of

WIMP-nucleus scattering is σ, the effective area of the target is σ ·mT /mN . The flux of DM particles

passing through the detector is nχ · 〈v〉, where nχ = ρDM/mχ is the number density of WIMPs and 〈v〉 is

the average WIMP velocity. Putting this all together, the number of expected interactions N detected

over some time t is given by:

N = t · σ · mT

mN
· ρDM

mχ
· 〈v〉. (1.16)
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More typically, interactions are expressed as an event rate R, which is measured as the number of events

per unit time per unit mass of the detector. Expressing Eq. 1.16 in terms of R gives:

R =
ρDM

mNmχ
σ · 〈v〉

=
ρDM

mNmχ

∫
σ · vf(~v)d3~v,

(1.17)

where 〈v〉 has been substituted by an integral over the velocity distribution f(~v) of DM particles, as

described by Eq. 1.15. Equation 1.17 can further be expressed as a differential rate over the possible

recoil energies ER:
dR

dER
=

ρDM

mNmχ

∫
dσ

dER
· vf(~v)d3~v. (1.18)

The relative speed of WIMPs and nuclei is on the order of O(100) km/s, which means that scattering

interactions occur in the non-relativistic limit. For a 2-body elastic scattering collision, the final velocity

of a nucleus in the lab frame, vN , assuming it is initially at rest, is given by:

vN = v
2mχ

mχ +mN
sin

(
θ∗

2

)
= v

2µN
mN

sin

(
θ∗

2

) (1.19)

where v still denotes the initial WIMP velocity in the lab frame, θ∗ is the scattering angle in the center

of mass frame, and

µN ≡
mχmN

mχ +mN
(1.20)

is the WIMP-nucleus reduced mass. The recoil energy deposited by the WIMP to the nucleus is therefore

given by:

ER =
1

2
mNv

2
N

=
1

2
mNv

2 4µ2
N

m2
N

sin2

(
θ∗

2

)
= v2 2µ2

N

mN

1

2
(1− cos θ∗)

=
µ2
Nv

2

mN
(1− cos θ∗) .

(1.21)

Equation 1.21 can further be used to determine the minimum WIMP speed vmin that can result in a

recoil energy of ER:

vmin =

√
mNER

2µ2
N

. (1.22)

Equation 1.22 provides an important relationship between vmin and the mass of the target nuclei. In the

region where mχ < mN , vmin increases with mN . This means that a target with heavier nuclei requires

a larger minimum WIMP velocity to produce a recoil energy of ER compared to a target with lighter

nuclei. For scattering events in the non-relativistic limit, the scattering cross section is approximately

isotropic. This means that the cross section over all scattering angles θ∗ in the center of mass frame is

constant between cos θ∗ = −1 and cos θ∗ = 1, and therefore dσ/d cos θ∗ = σ/2. The differential cross
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section dσ/dER can be found simply by using the chain rule:

dσ

dER
=

dσ

d cos θ∗
d cos θ∗

dER

=
σ

2

mN

µ2
Nv

2

=
mN

2µ2
Nv

2
σ.

(1.23)

The cross section term σ and the corresponding differential term dσ/dER that have been used up to this

point have hidden a lot of details relating to WIMP-nucleus scattering. To start, it is important to note

the momentum transfer q =
√

2mNER that occurs from WIMP scattering. The differential cross section

can be decoupled into a momentum-independent term (dσ/dER)0 and a form factor term F (ER):

dσ

dER
=

(
dσ

dER

)
0

(F (ER))2

=
mN

2µ2
Nv

2
σ0F

2(ER),
(1.24)

where σ0 is the cross section at zero momentum transfer. The (dσ/dER)0 term is the differential cross

section obtained if the nucleus is treated as a point-like target. F (ER) encodes the dependence on the

momentum transfer and accounts for the suppression that occurs when the substructures within the

target nuclei are considered. Furthermore, the total WIMP-nucleus cross section σN, 0 can be separated

into a spin-dependent (SD) and spin-independent (SI) contribution:

σN, 0 = σSD
N, 0 + σSI

N, 0. (1.25)

The distinction between these contributions relates to the particular coupling of the WIMP to the quarks

inside the nucleus. Spin-dependent and spin-independent refers to whether the coupling depends on the

net spin of the target nucleus. The SD term arises from a axial-vector coupling, with the cross section

given by:

σSD
N, 0 =

32G2
Fµ

2
N

π

J + 1

J
(ap〈Sp〉an〈Sn〉)2

, (1.26)

where GF is Fermi’s constant, J is the total nuclear spin, 〈Sp, n〉 are the expectations values of the proton

and neutron spins, and ap, n are the couplings of the WIMP to protons and neutrons. This contribution,

however, can only be explored using target materials with a non-zero total nuclear spin, such as fluorine.

Other materials, including germanium (Ge) and silicon (Si), are unable to probe this type of interaction

for this reason∗. The SI term primarily arises from a scalar coupling, with the cross section given by:

σSI
N, 0 =

4µ2
N

π
(Zfp + (A− Z)fn)

2
, (1.27)

where A is the number of nucleons, Z is the number of protons, and fp, n are the couplings of the WIMP

to protons and neutrons. In most cases, the coupling to protons and neutrons are taken to be similar,

so fp ≈ fn = f and

σSI
N, 0 =

4µ2
N

π
A2f2. (1.28)

∗For material like Si and Ge, the most naturally abundant isotope has no nuclear spin. However spin-dependent
interactions can still be probed by considering less common yet stable isotopes, such as 73Ge [51].
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In order to compare and combine results from experiments that use different target materials, the WIMP-

nucleon cross section σn, 0 must be decoupled from the WIMP-nucleus cross section σN, 0. For the SI

interaction, this is done by defining σn, 0 as:

σSI
n, 0 ≡

4µ2
n

π
f2, (1.29)

where µ2
n is the WIMP-nucleon reduced mass. Thus the SI cross section for any target nucleus containing

A nucleons is simply:

σSI
N, 0 = σSI

n, 0

µ2
N

µ2
n

A2. (1.30)

Putting this all together, the expected differential event rate for spin-independent WIMP scattering can

be written as:

dR

dER
=

ρDM

mNmχ

∫ ∞
vmin

(
dσ

dER

)SI

· vf(~v)d3~v

=
ρDM

mNmχ

∫ ∞
vmin

mN

2µ2
Nv

2
σSI
N, 0F

2(ER) · vf(~v)d3~v

=
ρDM

2µ2
Nmχ

σSI
N, 0F

2(ER)

∫ ∞
vmin

1

v
f(~v)d3~v

=
ρDM

2µ2
Nmχ

σSI
n, 0

(
µN
µn

)2

A2F 2(ER)

∫ ∞
vmin

1

v
f(~v)d3~v.

(1.31)

The bounds of integration of the velocity term in Eq. 1.31 are from the previously defined vmin to infinity.

However there is an implicit maximum velocity set by the escape velocity of the galaxy, normally taken

as vesc ≈ 550 km/s [26]. Lastly, the form factor term F (ER) is typically found experimentally for various

elements, as shown in Refs. [46, 49]. For lighter nuclei, it can often be approximated by unity, F (ER) ≈ 1,

and thus σSI
N ≈ σSI

N, 0. Figure 1.7 shows the total event rate (found by integrating Eq. 1.31 over ER) as a

function of WIMP mass for Si and Ge, assuming a SI WIMP-nucleon cross section of σSI
n = 10−41 cm2.

Also shown are the differential event rates at various WIMP masses for a Si target.

Figure 1.8 shows the SI WIMP-nucleon cross section parameter space and the exclusion limits of

various recent experiments. Many experiments using different techniques and different target materials

have been able to further exclude smaller values of σSI
n and push the sensitivity to smaller WIMP masses.

The type of target material that is used determines which mass range a given experiment is sensitive

to. Take, for instance, the number density of DM particles ρDM/mχ found in Eq. 1.31. Large WIMP

masses are expected to result in a lower interaction rate because there is a smaller abundance of WIMPs

to interact with the detector. For this reason, heavier target materials are better suited for WIMP

searches above ∼ 10 GeV/c2 (note the A2 dependence in Eq. 1.31). Experiments such as XENON1T [52]

and PandaX [53] use liquid xenon as the target material, which also benefits from easy scalability to

obtain large fiducial volumes and exposures. Conversely, lighter target materials have better sensitivity

to WIMP masses . 10 GeV/c2 due to the kinematics of WIMP-nucleus scattering. This includes the

germanium and silicon targets used by the SuperCDMS experiment. These lighter target materials

typically come in the form of solid-state detectors which are much harder to scale. However the lack of

scalability is less important due to the expected increased abundance of WIMPs in this mass range.

Despite the progress made by many scientists and collaborations to improve the mass range of and

sensitivity to potential WIMP interactions, it is hard not to notice in Fig. 1.8 that the exclusion limits
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Si and Ge, assuming a spin-independent (SI) WIMP-nucleon cross section of σSI

n = 10−41 cm2. Right:
differential event rate as a function of the nuclear recoil energy ER at various WIMP masses for Si.
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Figure 1.8: Parameter space of the spin-independent (SI) WIMP-nucleon scattering cross section σSI
n

over WIMP mass. The curves shown are the exclusion limits on σSI
n obtained by various DM search

experiments over recent years [54, 55, 56, 57, 58, 59, 60, 61, 62, 53, 63, 64, 65, 66, 52, 67, 68]. The
yellow-shaded region is the neutrino floor for a Si target [69], as described in the text. This plot was
produced using the SuperCDMS Limit Plotter v5.16.

are all nearing what is called the neutrino floor. The neutrino floor arises from coherent neutrino-

nucleus scattering from neutrinos that originate from several astrophysical sources such as the Sun, the

atmosphere, and diffuse supernovae [69]. As detectors become more sensitive, there is a greater ability
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to detect these neutrino interactions. At some point the neutrino background becomes dominant over

the expected WIMP signal and, at some masses, can even mimic the shape of the expected WIMP

signal. Not being able to distinguish the WIMP signal from the neutrino background is what limits the

discovery potential. To summarize Ref. [69], the neutrino floor at each WIMP mass is defined as the

value of σSI
n such that if the true value of σSI

n was larger, there would be a 90 % chance of detecting

the WIMP signal over the neutrino background with at least a 3σ confidence level. The neutrino floor

differs depending on the target material, and assumes no directional-detection capability. Overall, the

lack of discovery of the “WIMP miracle” SUSY particle, as well as the ongoing approach to the neutrino

floor, has led experiments and collaborations to extend the WIMP search to lower masses (such as the

SuperCDMS experiment), as well as to consider other DM candidates.

1.5.2 Light Dark Matter

As mentioned in the previous sub-section, there has been growing interest in considering other DM

candidates than span different mass ranges. One such class of candidates are DM particles lighter than

the WIMP, with masses in range of keV–GeV/c2, known as light dark matter (LDM). The distinction

between LDM and WIMPs may at first seem superficial, but there are several significant differences

between these models. If low mass DM were linked to the same weak-scale mediators as the WIMP,

the relic abundance of DM would be much larger than what is observed. This puts a lower bound of

∼ 2 GeV/c2 on the mass of the WIMP, known as the Lee-Weinberg bound [70]. Thus for LDM, the relic

abundance is explained by introducing a new force mediator that enables interactions between LDM

and the SM. Furthermore, LDM interacts with the target material primarily via electron scattering, in

contrast to WIMPs that undergo nuclear scattering. The LDM model explained here follows the work

presented in Ref. [71]. As will become evident, electron scattering introduces a lot more complexities

compared to the WIMP model, so the reader is encouraged to refer to Refs. [71, 72, 73, 74] and references

therein for more details.

Consider LDM particles χ with mass mχ that interact with SM particles via a new force mediator.

This new force mediator can take the form of a gauge boson A′ with mass mA′ in some dark sector that

includes a U(1)D gauge group that can kinetically mix with the SM hypercharge U(1)Y gauge group.

A′ can therefore mediate interactions between DM particles and charged particles, including electrons.

Following Refs. [71, 75], the underlying LDM-electron scattering cross section σ̄e can be parameterized

as:

σ̄e ≡
µ2
χe|Mχe(~q = αme)|2

16πm2
χm

2
e

, (1.32)

where α ≈ 1/137 is the fine structure constant, me is the electron mass (with αme being the momentum

of an electron with speed αc), and µ2
χe is the LDM-electron reduced mass. Here |Mχe(~q = αme)|2 is

the squared matrix element for LDM-electron scattering averaged over the initial and summed over the

final particle spins given a momentum transfer of αme. This term can be generalized to find the matrix

element for any momentum transfer:

|Mχe(~q)|2 = |Mχe(~q = αme)|2 × FDM(q), (1.33)
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where FDM(q) is the DM form factor that provides the momentum-transfer dependence of the interaction

and is given by:

FDM(q) =
m2
A′ + α2m2

e

m2
A′ + q2

. (1.34)

Equation 1.34 can further be simplified depending on the mass of the gauge boson:

FDM(q) '

1 mA′ � αme,

α2m2
e

q2 mA′ � αme.
(1.35)

FDM(q) = 1 results from a point-like interaction caused by the exchange of a heavy mediator, whereas

FDM(q) ∝ 1/q2 results from the exchange of an ultra-light or massless mediator. Using a separate

derivation of the DM form factor, the momentum-transfer dependence can be in the form of FDM(q) =

(αme/q) when considering an electric dipole moment coupling [71]. The abundance of relic DM can be

explained through different scenarios depending on the mass hierarchy of mχ, mA′ , and me:

• Secluded Freeze-out : In this scenario, mχ > mA′ , and DM particles can annihilate into pairs of

mediators. DM particles are frozen out to the mediator, which is later expected to decay or interact

with SM particles. DM particles are therefore “secluded” from the SM. The velocity-averaged self-

annihilation cross section for this case goes as 〈σv〉 ∝ g4
D/m

2
χ, where g4

D is the DM-mediator

coupling. As this scenario involves a heavy mediator, it corresponds to FDM(q) = 1.

• Direct Freeze-out : Here, mχ < mA′ , and thus DM is the lightest particle in the dark sector.

DM particles in this case are frozen out directly from the SM through the exchange of a heavy

mediator, where the velocity-averaged self-annihilation cross section goes as 〈σv〉 ∝ g2
Dg

2
SMm

2
χ/m

4
A′

with g2
SM being the SM-mediator coupling. Again this scenario involves a heavy mediator, and

thus corresponds to FDM(q) = 1.

• Freeze-in: In this last scenario, mA′ � αme, and the DM is very weakly coupled to the SM; the

weak coupling means that the DM would not have thermalized with the SM sector. Therefore the

normal paradigm of DM as a thermal relic does not apply. Instead the DM abundance is explained

by a freeze-in scenario, where SM particles annihilate into DM sector particles. As this scenario

involves an ultra-light mediator, it corresponds to FDM(q) ∝ 1/q2.

LDM particles can in principle scatter off of a target nucleus or a target electron. However, these

two types of interactions significantly differ in the amount of energy that can be deposited. Referring to

Eq. 1.21, the energy deposition for nuclear recoils, ER, is bounded by:

ER ≤
2µ2

Nv
2

mN
. (1.36)

In the regime where mχ � mN , µN ≈ mχ. For a light target and a DM particle moving with a speed

of v = 550 km/s near the escape velocity of the galaxy, Eq. 1.36 can be described in terms of numerical

bounds:

ER . 3 eV
( mχ

100 MeV

)2 ( mN

20 GeV

)−1

. (1.37)

For a heavy target material like xenon, nuclear recoil energies on this scale are well below the detection

threshold. Even for lighter targets such as Si and Ge, only the recoil energies near the upper bound rise
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above the detection threshold. In contrast, the energies deposited by inelastic DM-electron scattering are

much more accessible to DM experiments. The kinematics of DM-electron scattering is, however, much

more complicated than DM-nucleus scattering. Because the electron is in a bound state, it does not have

a definite momentum, and can therefore have an arbitrarily high momentum with non-zero probability.

Normally this would make a direct calculation of the electron recoil energy Er quite complicated. Instead,

Er can be related to the energy loss of the DM particle and the energy gain of the nucleus through energy

conservation. When the nuclear recoil energy is negligible, Er is exactly equal to the energy loss of the

DM particle. In this scenario, Er is bounded by:

Er ≤
1

2
µNv

2. (1.38)

Using the same conditions as before (mχ � mN and v = 550 km/s), the numerical bound on the electron

recoil energy is given by:

Er . 170 eV
mχ

100 MeV
. (1.39)

By comparing Eq. 1.39 and 1.37, it is clear the electron scattering provides a much larger energy scale for

detection compared to nuclear scattering. For this reason, only energy depositions from electron recoils

are considered, and the event rate is concerned only with the DM-electron scattering cross section.

Following Ref. [71], the differential event rate for this process in a crystal target is given by:

dR

d lnEr
=
ρDM

mχ
Ncellσ̄eα

m2
e

µ2
χe

∫
d ln q

(
Er
q
η (vmin(q, Er))

)
FDM(q)2 |fcrystal(q, Er)|2 , (1.40)

where Ncell = mT /mcell is the number of unit cells in the target with total mass mT (mcell = 2mN for

Si and Ge), and the DM velocity distribution is contained in η (vmin(q, Er)), defined as:

η (vmin) =

∫ ∞
vmin

1

v
f(~v)d3~v (1.41)

with

vmin(q, Er) =
Er
q

+
q

2mχ
. (1.42)

As with the WIMP model, there is an implicit maximum velocity set by the escape velocity of the

galaxy. The term |fcrystal(q, Er)| in Eq. 1.40 is referred to as the crystal form factor, and contains all of

the details of the target’s electronic structure and electron momentum states. Unlike with DM-nucleus

scattering, there is not a direct relation between the recoil energy and momentum transfer for DM-

electron scattering. The total event rate is therefore found by integrating over Er and q separately, and

is why an integral over q is seen in Eq. 1.40.

The analysis presented in Chapter 5 uses the publicly available electron recoil spectra provided by

Ref. [76] which have been numerically calculated using a program called “QEdark”. Electron recoil

spectra are provided for LDM masses between 0.1 MeV/c2 to 10 GeV/c2 as well as for the various forms

of FDM. The recoil spectra themselves are binned across Er using a bin size of 0.1 eV. Figure 1.9 shows

the total event rate as a function of LDM mass for a Si target with FDM = 1 and FDM ∝ 1/q2, assuming

a DM-electron cross section of σ̄e = 10−37 cm2. Also shown are the binned electron recoil spectra for

various LDM masses for a Si target. The fluctuations observed in these signal spectra are not due

to statistics, but rather a direct consequence of the band structure of the target material. What is
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interesting to note in Fig. 1.9 is that for even (relatively) large LDM masses, the most probable electron

recoil energy is eV-scale. This arises because the most likely momentum transfer is the electron’s Bohr

momentum, which happens to correspond to recoil energies at this scale. Low-threshold DM experiments

are thus particularly suited to probe the DM-electron scattering parameter space.
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Figure 1.9: Left: expected event rate for LDM-electron scattering as a function of LDM mass mχ for a
Si target assuming a DM-electron cross section of σ̄e = 10−37 cm2. The event rate is shown separately
for different assumptions of the DM form factor FDM. Right: binned spectra of the electron recoil energy
Er at various LDM masses for FDM = 1. The data in these plots are provided by the publicly available
“QEdark” outputs [76].

1.5.3 Bosonic Dark Matter

The mass of fermionic DM, such as WIMPs and LDM, are constrained to masses above the keV/c2

level due to the Lyman-alpha forest astrophysical observations made of substructure formation [77].

Specifically, the number density of sub-keV/c2 fermionic DM would be large enough that its Fermi

degeneracy pressure in the early universe would affect the formation of galactic substructure [72]. This

constraint has led to a class of “Ultralight Dark Matter” comprised of bosonic DM candidates; bosonic

DM would not produce Fermi degeneracy pressure and thus avoids the issue with galactic substructure

formation. Two prominent bosonic DM candidates that are described in this sub-section are dark photons

and axion-like particles (ALPs).

Dark Photons

The dark photon A′ is hypothesized to be the massive vector boson of a dark sector U(1)D gauge group

with mass mA′ that can kinetically mix with the SM hypercharge U(1)Y gauge group, with the dominant

mixing channel between dark photons and the SM photon [78]. This mixing is characterized by the DM-

SM kinetic mixing parameter, ε. For sufficiently small ε and with mA′ less than twice the electron mass,

the decay lifetime of dark photons can be longer than the age of the Universe; dark photons therefore
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may constitute all of the relic DM [78]. An interaction mechanism for dark photons is an absorption

process akin to photoelectric absorption of SM photons. The model for dark photon absorption described

here follows the work presented in Refs. [79, 78].

The basic construction of the interaction rate for dark photon absorption is similar to that of the

WIMP in Eqs. 1.16 and 1.17. Yet instead of considering the number of target nuclei, dark photon

absorption considers the number of target electrons. For a target material with a total mass of mT and

density ρ, the number of target electrons is mT ·ne/ρ, where ne is the number density of electrons. The

expected event rate is therefore given by [79]:

R =
1

ρ

ρDM

mA′
〈neσabsvrel〉A′ , (1.43)

where σabs is the absorption cross section and 〈neσabsvrel〉A′ is the cross section averaged over the dark

photon velocities vrel that also defines a DM-electron absorption rate. As Ref. [79] shows, the equivalent

rate for photon absorption, 〈neσabsvrel〉γ , is equal to the real part of the complex conductivity σ1 of the

target material. Furthermore, σ1 is related to the SM photoelectric absorption cross section σp.e. by

σ1 = n · σp.e., where n is the index of refraction of the target material (see Appendix B).

Dark photon absorption is modelled as the absorption of a massive particle that deposits an absorption

energy of EA′ with an effective coupling of εe to electrons. The matrix elements for dark and SM photons

are related by |M|2A′ = ε2
eff|M|2γ , which leads to the relation:

〈neσabs(EA′)vrel〉A′ = ε2
eff〈neσabs(EA′)vrel〉γ

= ε2
eff

σ1(EA′)

~

= ε2
eff

n · σp.e.(EA′)

~
,

(1.44)

where σp.e. is taken to be in units of eV and ~ is the reduced Planck constant. Here, ε2
eff is the effective

kinetic mixing parameter that accounts for in-medium effects that can significantly alter ε if the kinetic

mixing does not occur in vacuum. ε2
eff depends on the dark photon mass, as well as both the real and

imaginary parts of the complex conductivity, σ1 and σ2:

ε2
eff =

ε2m2
A′

(m2
A′ − 2mA′σ2 + σ2

2 + σ2
1)
. (1.45)

For dark photon masses & 100 eV/c2, εeff is well approximated by ε for most target materials, and so

εeff ∼ ε. Below 100 eV/c2, εeff and ε can differ by over an order of magnitude for target materials such

as Si and Ge.

Lastly, for non-relativistic, cold DM, the absorption energy is well approximated by the mass energy

of the dark photon (i.e. EA′ ∼ mA′c
2). This mean that the mass range accessible for a given experiment

performing a dark photon search is simply the energy range that experiment is sensitive to. For semi-

conductor detectors such as Si and Ge, this puts a lower bound on the accessible dark photon masses at

the band gap energy of the target material. Putting all of these components together, Eq. 1.43 can be

rewritten as:

R =
1

ρ~
ρDM

mA′
ε2

eff · n · σp.e.(mA′c
2). (1.46)
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The expected signal for dark photon absorption is a delta function at mA′ with an event rate given by

Eq. 1.46, where the signal will only deviate from a delta function due to the detector resolution or other

detector-related effects. The left plot in Fig. 1.10 shows the expected rate of dark photon absorption in

Si assuming ε = 5 × 10−13 for dark photon masses below 1 keV/c2. For comparison, the expected rate

is shown with and without accounting for the in-medium effects.

Axion-like Particles

The axion is a hypothetical particle that solves the strong Charge-Parity problem [80] in quantum chro-

modynamics. Axions are proposed as bosons that arise from spontaneous breaking of a U(1) symmetry,

and are constrained to masses between ∼ 10−5–10−3 eV/c2 [81]. Although the axion itself may explain

the abundance of DM, the parameter space for axion searches is limited by a fixed relationship between

the axion mass and its coupling strength to SM particles. A broader category of particles called axion-like

particles (ALPs), where the relationship between the ALP mass and coupling strength is independent,

allows experiments to explore a much wider and more general parameter space [82].

This model considers the case where ALPs with mass ma constitute all of the relic abundance of DM

and interact with the SM through what is known as the axioelectric effect [83, 84]. The axioelectric effect

is a process akin to photoelectric absorption of a SM photon, whereby an ALP is absorbed by a bound

electron in an atom, producing a liberated electron. This process is characterized by the axioelectric

coupling constant gae of the ALP to the electron. As with the previous models discussed, the expected

event rate is found by determining the effective area of the target material and the flux of DM particles:

R =
ρDM

mNma
σa(Ea)〈va〉 =

ρDM

mNma
σa(Ea)βa · c, (1.47)

where mN is the mass of a nucleus in the target material, σa(Ea) is the absorption cross section for an

axion with an absorption energy Ea, va is the axion velocity, c is the speed of light, and βa = 〈va〉/c is the

relativistic beta factor. The axioelectric absorption cross section is proportional to the SM photoelectric

absorption cross section σp.e. of the target material, and is given by [84, 85]:

σa(Ea) = σp.e.(Ea)
g2
ae

βa

3E2
a

16παm2
ec

4

(
1− β

2/3
a

3

)
, (1.48)

where me is the electron mass and α is the fine structure constant. For non-relativistic, cold DM, the

energy of the ALP is well approximated by its mass energy (i.e. Ea ∼ mac
2), and βa � 1. Equation 1.48

therefore reduces to:

σa(mac
2) = σp.e.(mac

2)
g2
ae

βa

3m2
a

16παm2
e

. (1.49)

Substituting Eq. 1.49 into Eq. 1.47, the expected rate for ALP absorption is written as:

R =
ρDM

mN
σp.e.(mac

2)
3g2
ae

16πα

ma

m2
e

c. (1.50)

It should be noted that Eq. 1.50 is often written in literature without the explicit dependence on mN ;

usually mN is just absorbed by the σp.e. term. There are many similarities between the DM model for

ALPs and the model for dark photons. Mainly, both models involve absorption processes that liberate

bound electrons in the target material with an energy equal to the mass energy of the DM candidate.
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Like with the dark photon model, the expected signal for ALP absorption is a delta function at ma with

an event rate given by Eq. 1.50. Therefore experiments are able to explore the parameter space of both

ALPs and dark photons over the same mass range (and as a consequence, a potential discovery may not

be able to distinguish between these two signals). The right plot of Fig. 1.10 shows the expected event

rate of ALP absorption in Si assuming gae = 5× 10−11 for ALP masses below 1 keV/c2.
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Figure 1.10: Left: expected event rate of dark photon absorption in Si over the dark photon mass mA′

assuming a dark photon kinetic mixing parameter of ε = 5 × 10−13. The event rate is computed with
(blue, solid) and without (orange, dotted) accounting for the in-medium correction. Right: expected
event rate of axion-like particle (ALP) absorption in Si over the ALP mass ma assuming an axioelectric
coupling constant of gae = 5× 10−11.

1.5.4 Other Candidates and Interaction Channels

The DM candidates outlined in the previous sub-sections are only a subset of models that exist, and

are the ones primarily relevant to the analyses presented in Chapters 5 and 6. There is, however, a

vast array of interesting models that are currently or have previously been explored. Furthermore,

existing DM candidates can be investigated in different ways by probing alternative channels of the

DM-SM interaction. The following list is meant to provide a sense of the various different types of

DM candidates that exist. It is important to remember that DM models and candidates are constantly

being developed and modified. Constraints from precise astrophysical measurements and unexplained

phenomena in particle physics can motivate some models while disfavouring others. The most strongly

supported explanations of DM remain models that introduce a new, massive particle or force mediator.

• Inelastic Nuclear Scattering of WIMPs or LDM : This is an example of existing DM candidates

that may be probed by investigating different interaction channels. Section 1.5.1 discusses the

model for the elastic scattering of WIMPs with the nucleus of an atom in a target material.

However WIMPs, and even LDM, can also provide an inelastic scattering contribution that can

be separately detectable. Inelastic nuclear scattering may result in the emission of an observable
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photon, known as Bremsstrahlung, or may result in a dislodged electron through the so-called

Migdal effect [86]. These models are relevant to the analysis presented in Chapter 6, and are

summarized in Appendix A.

• WIMPZillas: The standard WIMP has an upper bound on its mass at ∼ 30–300 TeV/c2 due to

constraints on the self-annihilation cross section [20]. However by considering non-thermal DM (i.e.

DM that was not in thermal equilibrium during freeze-out), a new supermassive DM candidate

called the “WIMPzilla” emerges. Such a candidate can have mass ranging from 1012–1016 GeVc2.

Rather than a freeze-out scenario, the current abundance of WIMPZillas as DM is explained by

a freeze-in scenario and some production mechanism. Models for WIMPZillas are motivated by

unexplained, ultra-high energy cosmic rays that could be produced by the decay of supermassive

DM [20].

• Asymmetric Dark Matter : Models of asymmetric DM assert that the present abundance of DM is

due to an asymmetry between DM particles and antiparticles. Furthermore, the asymmetry in the

DM sector is specifically related to the observed baryon asymmetry (i.e. the imbalance of matter

and antimatter in the observable universe). Comparing the observed densities of baryons and DM

constrains the mass of DM between 5–15 GeV/c2, depending on the specifics of the model [87, 88].

Asymmetric DM may be directly detected via nuclear scattering, or indirectly detected via DM

particle-antiparticle annihilation [87].

• Massive Astrophysical Compact Halo Objects (MACHOs): Models of MACHOs depart from the

models of the DM candidates discussed so far that introduce a new dark sector of one or more

particles. Instead, MACHO models assert that the abundance of DM is explained by non-luminous

baryonic matter. The term MACHO represents a broad category of completely or nearly non-

luminous astronomical objects, including planets, brown dwarfs, red dwarfs, white dwarfs, and

black holes [5]. However over the past several decades, the evidence for baryonic MACHOs has

become increasingly slim and cosmological and astrophysical measurements become more precise.

Specifically, precise measurements of the baryonic abundance largely rule out models for MACHOs

as DM [5].

• Primordial Black Holes: The model for primordial black holes is another example of a non-particle

DM candidate. Here, the abundance of DM is due to black holes that were formed in the early

universe before the epoch of Big Bang nucleosynthesis [5]. Various scenarios of formation under

this model offer a very wide range of the potential black hole mass. Although several masses have

been excluded due to cosmological and astrophysical measurements [89], recent observations made

by the LIGO/Virgo collaborations have fueled new interest in this DM candidate [90].

• Sterile Neutrinos: Sterile neutrinos are hypothesized massive fermions that are thought to only

interact with gravity. They are distinct from standard neutrinos in that they have right-handed

chirality (as opposed to the left-handed chirality observed for standard neutrinos) and do not

interact with other SM particles. However, sterile neutrinos can mix with standard neutrino via

the Higgs mechanism [91]. As sterile neutrinos are massive and have no electromagnetic charge,

they naturally also serve as a potential DM candidate. To produce the current abundance of DM,

sterile neutrinos would need to have a mass on the keV/c2 scale. While these particles are not

stable, they can have a lifetime longer than the age of the Universe [91]. Sterile neutrinos may be
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indirectly detected from the emission of X-rays from their electroweak decay, or directly detected

by mixing with a standard neutrino and subsequently scattering off of an electron [92].

1.6 The SuperCDMS Experiment

The Super Cryogenic Dark Matter Search (SuperCDMS) is one of many collaborations performing direct

dark matter search experiments. Experiments conducted by SuperCDMS employ cryogenically-cooled

Si and Ge crystal detectors that are designed to measure extremely small nuclear recoil energies. The

SuperCDMS SNOLAB experiment is the successor to previous generations of CDMS experiments that

is currently under construction. As the name suggests, SuperCDMS SNOLAB will be operated in the

underground SNOLAB facility in Sudbury, Ontario, Canada.

The primary science goal of SuperCDMS SNOLAB is to search for WIMPs with masses below

10 GeV/c2 via spin-independent DM-nucleus elastic scattering using complementary target nuclei (Si and

Ge) as well as complementary detection techniques. Secondary science goals include searches for other

low-mass DM candidates (including those discussed in Sec. 1.5), as well as searches for other particles

such as solar neutrinos, solar axions, and lightly ionizing particles. The detectors to be employed for

this experiment have a lower energy threshold compared to previous CDMS detectors, allowing for

improved sensitivity to lower DM masses. Furthermore, the SNOLAB facility provides an extremely

low-background environment for SuperCDMS SNOLAB, which will improve the overall sensitivity to

potential DM interactions. The facility, which operates as a class-2000 clean room, is located 2 km

underground and is the home of several particle physics experiments. SNOLAB’s 2 km of rock overburden

provides ∼ 6000 m of water equivalent shielding, and reduces the amount of background radiation from

cosmic rays by a factor of 50 million compared to the Earth’s surface with only one cosmic ray per 4 m2

per day [93].

Figure 1.11 shows a schematic diagram of the SuperCDMS SNOLAB experiment. The SuperCDMS

SNOLAB detectors will be arranged in tower configurations and placed inside a vacuum-sealed container

called the “Snobox” that is made of copper. A dilution refrigeration system will be able to cool the

Snobox and the detectors inside to temperatures of ∼ 15–30 mK. The Snobox is surrounded by several

layers of shielding to protect against various sources of background. The outer water tanks provide

protections from cavern neutrons, the gamma shield protects against external gamma-rays, and the

inner polyethylene layers are used to absorb radiogenic neutrons that are emitted from the Snobox and

gamma shield. Lastly, the entire assembly is mounted on top of a seismic platform to provide isolation

from seismic events. More information about the SuperCDMS SNOLAB experiment setup is found in

Ref. [94].

Despite the low-background environment provided by the SNOLAB facility, the experiment is still

concerned with several sources of background. Reference [94] goes into great detail about each source of

background that may be observed by the DM detectors. The background sources are generally catego-

rized by those that induce electron-recoil (ER) events and those that induce nuclear-recoil (NR) events.

Some of the largest contributors to ER-type backgrounds include: β-decay products from cosmogenically-

produced tritium (3H) contamination in the detectors; gamma-rays and β particles from the decay of

contaminant radioisotopes in non-detector materials; and the decay products from radioisotopes in non-

detector materials that are activated by high-energy cosmic-ray secondaries. For Si detectors, the largest

source of background events is the β-decay of the unstable 32Si isotope that is naturally occurring in
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Figure 1.11: Schematic diagram of the SuperCDMS SNOLAB experiment. The dark matter detectors
are arranged in tower configurations inside the Snobox. A dilution refrigeration system is able to cool
the Snobox and the contents therein to temperatures as low as 15 mK. The Snobox is also surrounded by
several shielding layers to protect against various background sources. The entire assembly is mounted
on top of a seismic platform to provide isolation from seismic events. Figure provided by Ref. [94].

Si. Another source of background for Ge detectors are the activation lines produced by long-lived

radioisotopes that decay by electron capture. The event rate from NR-type background sources is ex-

pected to be significantly smaller compared to ER-type sources. Some of the largest contributors to

the NR background rate include: coherent neutrino-nucleus scattering; α-decay products from contam-

inant radioisotopes in non-detector materials; and neutrons induced cosmogenically or in the cavern

environment.

The SuperCDMS SNOLAB experiment will employ four types of detectors: interleaved Z-sensitive

ionization phonon (iZIP) detectors comprised of either a Si or Ge crystal, and high voltage (HV) detectors

comprised of either a Si or Ge crystal. As will be discussed in Sec. 2.5, iZIP and HV detectors utilize

different yet complementary detection techniques to probe the WIMP-nucleus scattering parameter

space. The initial payload of SuperCDMS SNOLAB will use four detector towers that together contain

ten Ge iZIP, two Si iZIP, eight Ge HV, and four Si HV detectors; all of the detectors combine for a total

exposure of 144.4 kg-years [94]. In anticipation of future experiments, the Snobox is designed to add

more detector towers in order to achieve larger exposures. Figure 1.12 shows the projected limits on the

spin-independent (SI) WIMP-nucleon cross section for the initial payload of the SuperCDMS SNOLAB

experiment. The projected limits are shown separately for each type of detector that will be used. The

differences in the projected limits for each detector type is better understood after knowing how the

detectors operate, as is discussed in Sec. 2.5.

Apart from the SNOLAB experiment, the SuperCDMS collaboration encompasses many other smaller-

scale experiments at various R&D test facilities. The purpose of these smaller-scale experiments can

range from hardware or software detector development to studies of background sources. In some cases,

an experiment at a test facility is able to perform a dark matter search, as is the case with the experiment

presented in Chapters 4 and 5.
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Figure 1.12: Projected limits on the spin-independent (SI) WIMP-nucleon scattering cross section σSI
n

over WIMP mass for the initial payload of the SuperCDMS SNOLAB experiment. The projected limits
are shown separately for the four types of detectors that will be used. Other exclusion limits on σSI

n

in this low-mass region obtained by recent DM search experiments are also shown [55, 95, 58, 96].
The yellow-shaded region is the neutrino floor for a Si target [69]. This plot was produced using the
SuperCDMS Limit Plotter v5.16.

This introductory chapter provided a brief history of DM, and described how galaxy rotation curves,

weak gravitational lensing, and the CMB provide some of the most compelling evidence of the existence

of DM. These observations combined with other experiments and studies further suggest that DM is

composed of neutral, non-baryonic DM particles, and observations of the large-scale structure of the

universe favour the cold DM paradigm. This chapter also outlined the models for the direct detection of

WIMPs, LDM, dark photons, and ALPs, where the latter three are the DM candidates most relevant to

this dissertation. Finally, the SuperCDMS SNOLAB experiment was introduced, along with its projected

sensitivity to WIMP-nucleus scattering at low DM masses. The following chapter will describe how

potential DM interactions could be directly detected using cryogenic semiconductor crystal detectors.



Chapter 2

Detector Physics

This chapter will provide an overview of the mechanics and concepts of how cryogenic semiconductor

crystal detectors, like the ones employed by SuperCDMS, are used for particle detection. Section 2.1

discusses the primary interaction mechanisms for such solid-state detectors, and Sec. 2.2 introduces the

detector response model that is used for various analyses in later chapters. Other important concepts and

parameters for dark matter (DM) search analyses, including the photoelectric absorption cross section

and detector leakage, are outlined in Secs. 2.3 and 2.4, respectively. Lastly, some of the detector types

that are used for SuperCDMS experiments are shown in Sec. 2.5.

2.1 Cryogenic Semiconductor Crystal Detectors

Solid-state detectors are operated by many DM search experiments, but they also define a broad cat-

egory of detectors the encompasses many different compositions and technologies. The specific type

of solid-state detectors described here are semiconductor crystals operated at cryogenic temperatures

(< 1 K). Other types of solid-state detectors can be found in Refs. [30, 37, 36]. Cryogenic semiconductor

crystal detectors are comprised of two main components: a semiconductor crystal that is used as the

target material for DM interactions, and sensors situated around the semiconductor to measure energy

depositions. Specifically the SuperCDMS collaboration uses detectors made of crystal silicon (Si) and

germanium (Ge). Semiconductors are useful materials for particle detection because of how they conduct

electrons. Electrons in a semiconductor can occupy energy states inside the valance band where they

remain orbiting crystal nuclei, or in higher energy states inside the conduction band where electrons

are able to drift throughout the crystal. The energy difference between the conduction and valance is

known as the band gap energy Eg. No energy states exist inside the band gap, so materials with a larger

band gap are less able to carry an electric current. Electrons will occupy energy states with energy E

according to the Fermi-Dirac distribution f(E):

f(E) =
1

e(E−EF)/kbT + 1
, (2.1)

where kb is the Boltzmann constant, T is the temperature of the system, and EF is the Fermi constant.

EF specifies the energy state at which there is a 50 % probability that the state is occupied by an

electron. For intrinsic semiconductors, EF lies midway between the valance and conduction bands. For

30
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this reason, electrons in semiconductors mostly occupy states in the valence band. However at high

temperatures some electrons occupy energy states above EF and, if the temperature is high enough, can

occupy states inside the conduction band. The distribution of electrons occupying energy states in a

semiconductor is illustrated in Fig. 2.1.
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Figure 2.1: Illustration of how electrons and holes occupy energy states in a semiconductor with a
temperature of T = 0 K (left) and T > 0 K (right). Electrons and holes can occupy energy states inside
the valance or conduction band which are separated by the band gap energy Eg. Electrons will occupy
states according to the Fermi-Dirac distraction f(E). For semiconductors, the Fermi energy EF lies
between the valance and conduction bands. At T = 0 K, all energy states in the valance band are
occupied by electrons. As the temperature increases, more electrons are able to occupy energy states
above EF and, if the temperature is high enough, can occupy states inside the conduction band.

Because these semiconductor detectors are operated at cryogenic temperatures, nearly all of the

electrons occupy states in the valance band. This means that electrons will only move into the conduction

band if there is an external energy deposition larger than the band gap energy. Methods such as doping

can change the value of EF to make it harder or easier for a semiconductor to carry a current. However

only intrinsic (undoped) semiconductors are used for DM detectors to date.

The crystal structure of solid-state detectors means that the absence of an electron in an atomic lattice

creates a quasiparticle with a net positive charge known as a hole. Although holes are not real particles,

they behave as such by “occupying” energy states as Fig. 2.1 illustrates. If all energy states inside the

valence band of a semiconductor are occupied by electrons, then all energy states inside the conduction

band are “occupied” by holes. Every electron inside a semiconductor can therefore be associated with

a corresponding hole. When an electron moves from the valance band to the conduction band, there

is a corresponding hole that moves from the conduction band to the valance band. This pairing of an

electron and a corresponding hole is referred to as an electron-hole pair (e−h+). Furthermore, just as

electrons inside the conduction band can move freely in the semiconductor material, holes inside the

valance band are also able to move. However the motion of holes is only apparent; a nearby electron

that moves to fill the hole makes a new hole that is filled by another electron, and so on, creating the

illusion of motion for the quasiparticle hole.
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Particle interactions with a solid-state detector, whether from potential DM candidates, background

sources, or calibration sources, will excite e−h+ pairs inside the cryogenic semiconductor by depositing

energy to either an atomic nucleus or directly to a valance electron. If a uniform electric field is applied

across the detector, the liberated electrons and holes will drift to opposite sides of the detector. Although

the drifting e−h+ pairs can be directly measured, the primary mechanism for measuring energy in

SuperCDMS detectors is measuring the heat energy from lattice vibrations in the crystal (i.e. phonons).

Figure 2.2 illustrates the interaction of a DM particle with a solid-state detector.
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Figure 2.2: Illustration of the interaction of a DM particle χ scattering off of an atomic nucleus in a
semiconductor detector. The interaction liberates some number of e−h+ pairs, and an electric field
applied across the detector allows the electrons and holes to drift to opposite sides of the detector. The
energy of the interaction is found by measuring lattice vibrations in the crystal (i.e. phonons). Phonons
are generated either from the initial DM-nucleus recoil (prompt phonons), or by the Neganov-Trofimov-
Luke effect that occurs when charges are accelerated in an electric field (NTL phonons). The phonons
are then absorbed by sensors on the surface of the detector, producing a signal.

Phonons that are measured by solid-state detectors generally fall into two categories. The first are

prompt phonons, which are the initial lattice vibrations generated when a particle scatters off of an

atomic nucleus or electron and deposits some recoil energy. Interactions with a larger recoil energy

will produce more prompt phonons. The second are phonons generated when electrons and holes are

drifted across the detector under an applied electric field, known as the Neganov-Trofimov-Luke (NTL)

effect [97, 98]. The electric field applied across the detector will act to accelerate the free charges.

However the drifting charges quickly reach a terminal velocity due to the crystal lattice obstructing the

motion of the charges. Any energy gained by a charge due to the electric field is dissipated as heat energy

in the form of phonons. The excess amount of energy dissipated by a charge is equal to the change in

potential over the distance it travelled [98]. Because an e−h+ pair together travels the full length of the

detector, the energy produced as NTL phonons for a single e−h+ pair is equal to e ·Vbias, where e is the

electron charge and Vbias is the voltage bias applied across the detector.

Prompt and NTL phonons are categorized as athermal phonons, and are distinct from thermal

phonons that naturally arise due to the temperature of the semiconductor target. If the semiconductor

is operated at cryogenic temperatures, athermal and thermal phonons will also have distinct energies.

While thermal phonons will have energies of ∼ 1 µeV for a detector operated at 10 mK [99], the average

energy of athermal phonons produced in Si or Ge semiconductor targets is & 0.4 meV [100]. In contrast to
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the low-energy thermal phonons, athermal phonons have enough energy to be absorbed by sensors placed

along the surface of the detector, where they produce an observable signal. Chapter 3 provides more

details about how phonon signals are measured. A detailed review of phonon and electron excitation

and propagation from a condensed matter perspective is found in Ref. [101].

2.1.1 Phonon Energy

The total amount of phonon energy measured by the detector for a single particle interaction, Eph, is

the sum of the recoil energy Erecoil of the interaction and the energy produced from the drifting e−h+

pairs:

Eph = Erecoil + neh · e · Vbias, (2.2)

where neh is the number of e−h+ produced in the event. Although some of the recoil energy is required

to excite the neh e
−h+ pairs, that energy is recovered as the charges recombine with the semiconductor

crystal at the surface. Moreover, Eq. 2.2 makes it apparent how the NTL effect is able to amplify phonon

signals. The signals from small recoil energies can be amplified by applying a strong voltage bias and

increasing the amount of NTL phonons produced.

The number of e−h+ pairs produced in an interaction is proportional to the recoil energy. Although

an initial ionized electron may be given a surplus of energy above the band gap, a cascading process

occurs that distributes the energy of the initial electron to create additional e−h+ pairs [102]. The mean

number of e−h+ pairs produced for a given energy deposition of Erecoil is:

〈neh〉 = Y (Erecoil)
Erecoil

εeh
, (2.3)

where εeh is the average energy to produce a single e−h+ pair (taken to be ∼ 3.0 eV in Ge and ∼ 3.8 eV

in Si [94]). Y (Erecoil) is the ionization yield that describes how much of the recoil energy is converted

to produce e−h+ pairs. For electron-recoil (ER) interactions, Y (Erecoil) = 1. For nuclear-recoil (NR)

interactions, Y (Erecoil) < 1 and is described by Lindhard theory [103, 104, 105], as well as empirical

fits to data for recoil energies below 15 keV [94] where Lindhard theory is known to become inaccurate.

Using ER and Er to differentiate between the recoil energy from NR and ER interactions, respectively,

Eq. 2.2 can be written as:

Eph =

ER + Y (ER)ERεeh · e · Vbias NR events,

Er + Er
εeh
· e · Vbias ER events.

(2.4)

Equation 2.3 indicates that neh is not constant for a given Er. Indeed neh is a distribution with a

mean of 〈neh〉 and a width described by the Fano factor parameter F . The neh distribution can either

be continuous or quantized, depending on the energy resolution of the detector. For detectors with a

high enough resolution that individual e−h+ pairs can be observed (such as the detector used in the DM

search experiment presented in Chapters 4 and 5), the neh distribution appears as quantized e−h+-pair

peaks. Figure 2.3 illustrates the difference between detectors that observe quantized and continuous neh

distributions.

The total phonon energy for ER events given by Eq. 2.4 describes the energy produced when a particle

scatters off of an electron in the detector. It can equally be used to describe photoelectric absorption

interactions, whereby an electron in the valance band absorbs a photon and excites into the conduction
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Figure 2.3: Illustration of the probability distribution functions (PDFs) for the number of e−h+ pairs
neh observed by detectors with different energy resolutions. The blue curve demonstrates a detector
that can resolve individual e−h+ pairs, and thus observes quantized e−h+-pair peaks. Conversely the
orange curve demonstrates a detector that cannot resolve individual e−h+ pairs, and only observes a
continuous neh distribution. The underlying neh distribution is the same in both cases, with a mean of
〈neh〉 = 10 and a Fano factor F = 0.155.

band. For absorption interactions, Er in Eq. 2.4 can be simply replaced by the energy of the absorbed

photon, Eγ . Furthermore, Eq. 2.4 assumes that interactions are individually resolved within the timing

resolution of the detector (i.e. coincident particle interactions are not measured). This assumption is

valid for all of the proposed DM models discussed in Sec. 1.5. However it is purposefully not valid for

certain calibration sources. Specifically the DM search experiment presented in Chapters 4 and 5 uses

a laser to calibrate the energy of the detector. Although the energy of photons used for this calibration

are such that neh = 1, multiple photons may be absorbed at the same time. The total phonon energy

measured when nγ photons are simultaneously absorbed is given by:

Eph = nγ (Eγ + e · Vbias) . (2.5)

Section 1.5 discussed the models of various DM candidates. However these models and their expected

interaction rates are independent of the detector that would be used to measure them. A detector

response model is therefore required to bridge the gap between the DM models and the expected signal

that would be observed by a detector. Section 2.2 details the detector response model that describes the

signal response of the single-e−h+-sensitive Si detector used in the DM search experiment presented in

Chapters 4 and 5.
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2.2 Detector Response Model

The analyses presented in Chapters 5 and 6 perform DM searches using a detector with single-e−h+-pair

sensitivity, and are primarily concerned with DM interactions with electrons in the crystal. In order

to conduct such analyses, the energy spectrum of events measured with the detector is compared with

the expected spectrum from the signal of a given DM model. To obtain an expected signal spectrum, a

model is used to describe how the detector will respond to an interaction with a proposed DM particle.

Specifically, this detector response model describes how much ionization is produced for a given amount

of energy absorbed by a crystal electron, and accounts for charge propagation effects like charge trapping

(CT) and impact ionization (II). The ionization production part of the model is the same model that

has been used in previous SuperCDMS analyses [106]. However the analyses presented in Chapters 5

and 6 are the first SuperCDMS DM search analyses to include the effects of CT and II in the detector

response model.

2.2.1 Ionization Production

When a particle, DM or otherwise, interacts with an electron in the crystal (either through a scattering

or absorption process), the electron will ionize and create e−h+ pairs if the amount of recoil/absorption

energy Er deposited to the electron is above the band gap energy Eg of the crystal material. Referring

to Eq. 2.3, the mean number of e−h+ pairs neh produced in the high energy limit (Er � Eg) for electron

interactions is given by:

〈neh〉 =
Er
εeh

. (2.6)

However this relationship breaks down as Er approaches Eg. Near the band gap energy, the mean

number of e−h+ pairs produced given an energy deposition of Er can be described by a piece-wise

function:

〈neh(Er)〉 =


0 Er < Eg,

1 Eg < Er < εeh,

Er/εeh εeh < Er.

(2.7)

Equation 2.7 describes the mean number of e−h+ pairs because the actual number of e−h+ pairs is

determined from a probability distribution. A detector with single-e−h+-pair sensitivity detecting a

mono-energetic source without coincident interactions would measure a distribution of e−h+-pair peaks,

as illustrated in Fig. 2.3. The probability distributions in the first two cases of Eq. 2.7 are delta functions,

necessary in order to conserve energy. In the third case, discrete distributions of neh are generated with

an arbitrary Fano factor F defined as:

F =
σ2

µ
(2.8)

where µ = 〈neh〉 is the mean of the distribution, and σ2 is the variance. The value of F therefore relates

to the probability of an interaction producing a given number of e−h+ pairs, and hence the relative

heights of the e−h+-pair peaks in the energy spectrum. The discrete distributions of neh for when

Er > εeh are determined from binomial distributions using selected values of F ; the full derivation is

provided in Appendix C.

The analyses presented in Chapters 5 and 6 use εeh = 3.8 eV [107] and F = 0.155 in the detector

response model to produce the nominal results, where the latter parameter is chosen because it is the
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value of Fano factor measured at energies & 50 eV [108]. In order to estimate the uncertainty in the

dark matter exclusion limit results, the analysis presented in Chapter 5 also uses the values of F = 10−4

and F = 0.3 assumed to cover the systematic uncertainty of the Fano factor at energies below 50 eV.

Figure 2.4 illustrates the effect the selected value of F has on a quantized energy distribution with

Er = 12 eV.
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Figure 2.4: Illustration of the quantized probability distribution function (PDF) for the number of e−h+

pairs neh produced given a selected value of Fano factor F . Each PDF is produced for a deposited energy
of Er = 12 eV.

This ionization production model does not consider any processes that result in sub-gap ionization

and therefore incidentally produces a low-energy limit of Er ≥ Eg for electron interactions. Since the

completion of the analyses Chapters 5 and 6, a more sophisticated ionization model has been developed

to determine the temperature-dependent neh probability distributions for energy depositions near the

band gap [102].

2.2.2 Charge Trapping and Impact Ionization

The detector response model additionally accounts for the charge propagating effects of charge trapping

(CT) and impact ionization (II). These two effects largely account for the distribution of events observed

between quantized e−h+-pair peaks [109]. Charge trapping occurs when a propagating electron or hole

falls into a charge vacancy in the crystal, thereby reducing the number of electrons or holes that traverse

the detector. Impact ionization occurs when a propagating charge liberates an additional loosely bound

charge in the crystal, thereby increasing the number of electrons or holes that traverse the detector.

Therefore the measured energy of events that undergo charge trapping is decreased, whereas the measured

energy of events that undergo impact ionization is increased. A likely source of CT and II effects are

impurities within the crystal, which can introduce sites of charge vacancies or loosely bound charges.

Figure 2.5 illustrates the effects of CT and II inside the crystal for a single e−h+ pair.
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Figure 2.5: Illustration of the effects of charge trapping (CT) and impact ionization (II) for a single
e−h+ pair. When an event generates e−h+ pairs inside the detector, the applied voltage bias Vbias will
cause the electrons and holes to drift to either side of the detector. For normal events, the electrons and
holes will reach the surface unimpeded. However in some cases, an electron or hole may become trapped
inside a charge vacancy, or liberate an additional loosely bound charge. Note that these illustrates do
not comprise all possible situations. For example, it is possible that both the electron and hole from a
single e−h+ pair will undergo CT or II.

The detector response model used for the analyses presented in Chapters 5 and 6 incorporate the first-

order CT and II model described in Ref. [110]. The details of this model are found in Appendix D. The

model describes CT and II in the detector using two new parameters, whose inputs are the fractional

probabilities fCT and fII that describe the probability of a single e−h+ pair to undergo CT or II,

respectively. The output of the model is an energy spectrum in units of neh that contains the quantized

e−h+-pair peaks, but that also contains tails on either side of the e−h+-pair peaks depending on the

values of fCT and fII. Furthermore, the relative heights of the e−h+-pair peaks and their tails are

determined by the assumed source of events. For instance, events generated by a laser source generally

have the heights of the e−h+-pair peaks follow a Poisson distribution to describe the probability of

absorbing nγ number of photons at once (see Eq. 2.5 and Sec. 4.2), whereas the e−h+-pair peak heights

for a DM model would follow the ionization production model and Fano statistics described in Sec. 2.2.1.

Figure 2.6 illustrates the effect the values of fCT and fII have on a neh distribution. The example in

Fig. 2.6 is shown for a laser source with a mean of one photon absorbed per laser event; the e−h+-peak

heights therefore follow a Poisson distribution with λ = 1. Generally speaking, higher values of fCT

and fII lead to a greater proportion of the signal in the between-peak, or tail, regions, and a lesser

proportional of the signal in the e−h+-pair peak regions.

The values of fCT and fII can differ for each detector, and are measured by fitting the model described

in Appendix D.1 to data captured using a laser source (see Sec. 4.5.4). Although this CT and II model is

able to fit well to laser data as shown in Chapter 4 and Ref. [109], it is important to note the limitations

of the model. First, the model only considers first-order processes, meaning that it does not consider

secondary CT or II occurrences for a charge after a prior II occurred. However because the probability

of II measured in the detectors are typically found to be O(1 %), second-order processes are considered

to be negligible. Secondly, the model assumes that the probability of a CT or II process occurring for

a single charge is a flat distribution across the thicknesses of the detector. A more realistic model may

assume an exponential decay akin to an absorption process. For such a model, the probability P (x) of
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a CT or II process occurring at a location x in the detector is given by:

P (x) =
e−x/τ

τ
, (2.9)

where τ is a characteristic length for either the CT or II process. Appendix D.2 demonstrates how a

probability distribution described by an exponential decay approximates a flat probability distribution

for small values of fCT and fII. The CT and II model described in Appendix D.1 also assumes that

values of fCT and fII are the same for electrons and holes. Although this assumption made a priori,

measurements of fCT and fII have found similar values for electrons and holes [109]. Furthermore, the

model assumes that the rates of impact ionization with an opposite charge (e− → h+ or h+ → e−) and

a same charge (e− → e− or h+ → h+) are the same.
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Figure 2.6: Probability distribution functions (PDFs) of signal spectra generated using the charge trap-
ping (CT) and impact ionization (II) model with varying probabilities of each process. The model inputs
fCT and fII described the probability of CT or II occurring for a single e−h+ pair, respectively. The
left (right) plot shows how the PDF changes with varying fCT (fII) while fixing fII (fCT). For all of the
PDFs shown, the e−h+-peak heights follow a Poisson distribution with λ = 1.

The CT and II model is also assumed to be equally valid for events generated at the detector surface

and events generated in the bulk of the detector. This assumption is especially important because the

values of fCT and fII are measured using laser data which, as discussed in Chapter 4, generates e−h+

pairs at the surface of the detector. Therefore depending on the sign of the voltage bias applied across

the detector, the values of fCT and fII are only measured for a single electron or hole travelling the

length of the detector. In contrast, other sources of events, such as DM candidates, are expected to

generate e−h+ pairs randomly throughout the bulk of the detector. However as long as the values of

fCT and fII are the same for electrons and holes, the probabilities of a CT or II occurrence for a surface

event or a bulk event are the same. This verification is shown in Appendix D.2.

Lastly, it is important to note that CT and II processes may not account for all of the events

observed between e−h+-pair peaks. For example, events whose charges hit the sidewall of a detector
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before reaching the detector surface would have a measured energy between e−h+-pair peaks. Despite

the limitations of the CT and II model described in this section, it can sufficiently be used to explain

the between-e−h+-pair-peak events observed from laser sources. Along with more precise measurements

of fCT and fII, a more robust model would be required to describe second-order CT and II processes,

differences in probabilities for electrons and holes, and nuanced differences between surface- and bulk-

generated events.

2.2.3 Conversion to eV Scale

The last step of the detector response model is to convert signal spectra into the expected phonon

energy in units of eV. The ionization production model together with the CT and II model produce

signal spectra as a function of the number of e−h+ pairs, neh. However as discussed in Sec. 2.1, the

total phonon energy measured by the detector, Eph, is the sum of the initial recoil/absorption energy of

the scattered/absorbed particle, Er, plus the energy gained via ionization production and NTL phonon

amplification. Therefore the final signal spectra are dependent on both the voltage bias applied across

the detector, Vbias, and Er. As both the analyses in Chapters 5 and 6 are focused on particle interactions

with electrons, the detector response model uses the ER case in Eq. 2.4 to convert signals in neh to signals

in Eph; particle interactions with crystal nuclei would instead use the NR case in Eq. 2.4 to convert the

signal spectra.

The final signal spectra are determined by scaling the energies of the pre-converted signal spectra by

e · Vbias (thereby converting them to an eV energy scale) and then adding the Er energy component to

them. To keep the proper normalization of the signals, the signal spectra heights are subsequently scaled

by 1/(e · Vbias). Although this final step of the detector response model is relatively straightforward, it

has important consequences. The signal spectra produced for a detector operated at different voltage

biases will have e−h+-pair peaks positioned at different energies. Moreover even if a detector is operated

at a constant voltage bias, the position of e−h+-pair peaks can differ for two sources with different values

of Er. For example, for a detector operated at Vbias = 100 V measuring mono-energetic photons with

energy Er = 2 eV, the first e−h+-pair peak would be positioned at 102 eV. If that same detector were

instead to measure 10 eV photons, the first e−h+-pair peak would be positioned at 110 eV.

Lastly, the detector response model also considers cases where a given signal model consists of a

spectrum of Er values. In such cases, the signal spectrum for a continuous, differential event rate,

dR/dEr(Er), is first divided in to discrete values of Er, where each Er, i is associated with a weight

wi that corresponds to the probability of Er, i occurring and
∑
i wi =

∫
dR/dEr(Er) dEr. Next, the

entire detector response model (from the ionization production model to the conversion to eV scale) is

performed separately for each Er, i to produce a corresponding quantized PDF, PDFi(Eph). The final

quantized signal spectrum dR/dEph(Eph) is the sum of the PDFi(Eph) functions weighted by wi:

dR

dEph
(Eph) =

∑
i

wi · PDFi(Eph) =
∑
i

dR

dEph
(Eph, Er, i), (2.10)

where dR/dEph(Eph, Er, i) = wi · PDFi(Eph) is the quantized, differential event rate corresponding

to Er, i. An example of converting a signal model with a continuous Er spectrum to a final quantized

spectrum is shown in Fig. 2.7. Here, the continuous signal spectrum for DM-electron scattering with dark

matter particles of mass mχ = 5 MeV/c2 and a DM-electron scattering cross section of σ̄e = 10−37 cm2
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Figure 2.7: Example of a signal model with a continuous spectrum of recoil energies Er converted to
a quantized signal spectrum using the detector response model. In this example, the continuous signal
spectrum for DM-electron scattering with dark matter particles of mass mχ = 5 MeV/c2 and a DM-
electron scattering cross section of σ̄e = 10−37 cm2 is divided into discrete values of Er, i, each with a
weight of wi in units of (g ·s)−1. The inset plot on the left shows the discrete (Er, i, wi) pairings. For each
Er, i, a quantized signal spectrum is produced in the neh energy space (left) and subsequently converted
to the total phonon energy Eph space (right) assuming an applied voltage bias of Vbias = 100 V. The
colour of each quantized signal spectrum corresponds to the (Er, i, wi) pair of matching colour in the
inset plot. The final quantized signal spectrum (black curve) is a differential event rate and is the sum
of the individual quantized spectra.

is broken down into the individual quantized signal spectra in the neh energy space (left) and then the

converted Eph energy space (right). The detector response model in this example assumes an applied

voltage bias of Vbias = 100 V, a detector energy resolution of 5 eV, a Fano factor values of F = 0.155, and

charge trapping and impact ionization probabilities of fCT = 0.1 and fII = 0.02, respectively. Figure 2.8

shows how the final signal spectrum from the example in Fig. 2.7 changes for different voltage biases

applied to the detector. What is interesting to note in Fig. 2.8 is that the maximum dR/dEph values

of the same e−h+-pair peaks are equal for the different signal models. This is because, despite different

voltage biases being used, the neh probabilities, as well as the energy resolution, are the same for each

model. In contrast, the heights of the between-peak regions changes depending on Vbias. For higher

values of Vbias, the same number of events is spread over a larger energy space, and therefore the height

decreases.

2.3 Photoelectric Absorption Cross Section

The event rate of several DM candidates discussed in Sec. 1.5.3, including that of dark photons and

axion-like particles (ALPs), depend on the photoelectric absorption cross section σp.e. of the detector’s

target material. An accurate DM search experiment therefore requires precise determinations of σp.e. in

the energy region of interest for that experiment. When light travels through a medium, photoelectric



Chapter 2. Detector physics 41

0 100 200 300 400 500 600 700

Eph [eV]

10−11

10−10

10−9

10−8

10−7

10−6

d
R
/d
E

p
h
(E

p
h
)

[(
g
·s
·e

V
)−

1
]

Vbias = 60 V

Vbias = 100 V

Vbias = 140 V

Figure 2.8: Final quantized signal spectra produced using the detector response model assuming different
values of the applied voltage bias Vbias. The final spectra are the differential event rates across the total
phonon energy measured by the detector, dR/dEph(Eph), from the example shown in Fig. 2.7.

absorption is not the only process that can occur. Depending on the energy of the photons, coherent

(Rayleigh) and incoherent (Compton) scattering may also occur. The total cross section σtotal of a

photon travelling through a medium is the sum of the cross sections for each process:

σtotal = σp.e. + σR + σC, (2.11)

where σR and σC are the cross sections for Rayleigh and Compton scattering, respectively. Figure 2.9

shows the breakdown of σtotal for both Si and Ge, the two target materials used for SuperCDMS detectors.

In both Si and Ge, σp.e. is the dominant interaction process that occurs for photons that are . 100 keV

in energy. Because the absorption energy region of interest for the DM search experiment presented in

Chapters 4 and 5 is < 100 eV, only σp.e. needs to be considered, while σR and σC can be neglected.

The photoelectric cross section is related to other similar parameters through simple unit conversions.

The analyses presented in Chapters 5 and 6 use σp.e. in the units of cm2/g. σp.e. in these units is also

referred to as the mass absorption coefficient or mass attenuation coefficient. Converting σp.e. to units

of cm2 is found by:

σp.e. [cm2] =
mA

NA
σp.e. [cm2/g], (2.12)

where mA is the atomic mass of the target material, and NA = 6.022×1023 mol−1 is Avogadro’s number.

σp.e. is also related to the linear absorption coefficient α:

α = σp.e. · ρ, (2.13)

where ρ is the density of the target material, with ρ = 2.33 g/cm3 and ρ = 5.32 g/cm3 for Si and Ge,

respectively.
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Figure 2.9: Breakdown of the cross sections for photoelectric absorption, Rayleigh scattering, and Comp-
ton scattering for photons interacting with Si (left) and Ge (right). These plots have been generated
using the NIST XCOM database [111].

A broad and extensive literature search was conducted in order to obtain the σp.e. data available

for Si and Ge; Table E.1 in Appendix E contains a lists of the various references obtained through the

literature search with relevant information about the data collected from each reference. The analyses

presented in Chapters 5 and 6 use data that was captured with a Si detector with single-e−h+-pair

sensitivity. For these analyses, σp.e. information is primarily required for photon energies up to ∼ 50 eV

and for energies as low as the Si band gap energy Eg ∼ 1.1 eV. The σp.e. data obtained through the

literature search within this energy range is shown in Fig. 2.10. Other experiments and analyses may

require a different range of σp.e. data, which can also be found in Tab. E.1.

The σp.e. data shown in Fig. 2.10 cannot be used as-is for DM search analyses for two main reasons.

First, there are discrepancies of up to an order of magnitude in the available data for photon energies

nearing the Si band gap. These discrepancies need to be treated as a systematic uncertainty on any

DM search results that use this σp.e. data. Second, the available data do not take into account the

operating conditions that exist during DM search experiments. Specifically, the experiment described

in Chapter 4 operated the Si detector at 50 mK. While some of the data in Fig. 2.10 were measured at

low temperatures (see Macfarlane et. al. [112]), none of the data were measured at temperatures as low

as 50 mK over the entire energy region of interest. Therefore, a correction is applied to the σp.e. data to

account for the temperature discrepancies.
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Figure 2.10: Photoelectric absorption cross section σp.e. data for Si obtained through the literature
search for photon energies . 50 eV [112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124]. See
Tab. E.1 for more information about these data sources. The data points correspond to experimental or
semi-empirical measurements of σp.e., whereas the dashed lines indicate theoretical calculations of σp.e..
The dashed, vertical line is the Si band gap.

2.3.1 Temperature Correction

The dependence that σp.e. has on temperature is predominantly due to direct versus indirect photon

absorption. For photons with energies well above the band gap of the target material, electrons can

absorb enough energy to be excited from the valance band directly into the conduction band. Viewing

this in terms of the band structure of a semiconductor material, a direct absorption happens when an

electron is excited into the conduction band without a change in its momentum k. The energy difference

between the conduction and valance bands at the same momentum value is known as the direct band

gap energy. Photons with energies less than the direct band gap energy cannot be absorbed via direct

absorption.

For some materials, the highest-energy state in the valance band and the lowest-energy state in the

conduction band align at the same momentum. Such materials are called direct band gap materials.

In other materials, including crystalline Si and Ge, the highest-energy state in the valance band and

the lowest-energy state in the conduction band exist at different momenta. The difference between the

lowest-energy state in conduction band and the highest-energy state in the valance band at differing

momenta is known as the indirect band gap energy. Materials with indirect band gaps are evidently

called indirect band gap materials. For indirect band gap materials, photons with energies less than

the direct band gap energy can still be absorbed by means of indirect photon absorption. To undergo

indirect absorption, a photon must have an energy at least as large as the indirect band gap, and the

electron will have to experience a change in its momentum when excited into the conduction band. In

order to conserve momentum, the process must involve either the absorption or emission of a phonon,
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Figure 2.11: Illustration of direct (left) and indirect (right) photon absorption for band structures with
energy E and momentum k. Indirect band gap materials, including crystalline Si and Ge, can undergo
indirect photon absorption that involves either the absorption or emission of a phonon. EV, EC, and
EG denote the valance band, conduction band, and band gap, respectively. Illustration provided by
Ref. [125].

where the momentum of the phonon is equal to the change in momentum of the electron. Fig. 2.11

illustrates both direct and indirect photon absorption.

A temperature dependence arises in the linear absorption coefficient for indirect absorption, αn(T ),

due to the probability distribution of phonon absorption or emission. As the temperature decreases,

the probability that a phonon can be simultaneously absorbed or emitted along with a photon being

absorbed decreases. More specifically, the linear absorption coefficient for indirect absorption via phonon

absorption, αn, a(T ), is proportional to the probability of finding phonons in a given state with energy

Ep: αn, a(T ) ∝
(
eEp/kbT − 1

)−1
. Similarly, the linear absorption coefficient for indirect absorption via

phonon emission, αn, e(T ), is proportional to the probability of emitting phonons in a given state with

energy Ep: αn, e(T ) ∝
(
1− e−Ep/kbT

)−1
. As T → 0, αn, a(T ) → 0 and there are no available phonon

states that can be absorbed. Although indirect absorption via phonon emission is still possible at T = 0,

αn, e(T ) is minimized at low temperatures given that
(
1− e−Ep/kbT

)−1 → 1 as T → 0. This temperature

dependence is only relevant for photon energies near or below the direct band gap energy. For photons

with energies well above the direct band gap, indirect absorption is a highly subdominant process and

thus temperature considerations are not required.

The σp.e. data shown in Fig. 2.10 is corrected for temperature by utilizing the photon absorption

model for Si described in Appendix F. Equation F.5 provides a formula for calculating α(T,Eγ), the

total linear absorption coefficient at a given temperature and photon energy Eγ . This absorption model

is valid for energies as low as the lowest indirect band gap energy for Si (∼ 1.1 eV) and up to 4 eV,

slightly above the direct band gap energy for Si (∼ 3.2 eV). The value of every σp.e. data point within

this range that was measured at a temperature T = Tmeas is corrected to a temperature T = Tcorr by
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finding the ratio of α(T,Eγ) computed at Tcorr and Tmeas (see Appendix F):

σp.e.(Tcorr, Eγ) = f · α(Tcorr, Eγ)

α(Tmeas, Eγ)
· σp.e.(Tmeas, Eγ), (2.14)

where f is an additional factor that ensures α(Tmeas, Eγ)/α(Tcorr, Eγ) = 1 at Eγ = 4 eV, the boundary

of where the model is valid. Figure 2.12 shows the σp.e. data before and after applying the temperature

correction with Tcorr = 50 mK.
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Figure 2.12: Photoelectric absorption cross section σp.e. data before and after applying the temperature
correction. The blue data points are the uncorrected σp.e. data seen in Fig. 2.10. The red data points
are the σp.e. data corrected to 50 mK using Eq. 2.14, and the dashed, vertical line is the Si band gap.

2.3.2 Other Considerations

A few more effects are considered to assess whether they have an impact on σp.e.. One such effect

is how σp.e. depends on an external electric field. As mentioned in Sec. 2.1, cryogenic semiconductor

crystal detectors are operated with an applied voltage bias across the detector. However the externally

applied electric field can induce what is known as the Franz-Keldysh effect [126]. The Franz-Keldysh

effect occurs when a strong electric field applied to a semiconductor material alters the wavefunctions

of electrons and holes, resulting in changes to the shape of the absorption edge of the semiconductor.

This effect can alter σp.e. at energies near the band gaps, but only for strong electric fields. Using a

model that computes the change in σp.e. due to an applied electric field [126], it is determined that the

typical field strengths used for SuperCDMS detectors (< 400 V/cm) are not strong enough to produce

significant changes to the absorption edge of Si. Therefore voltage-induced effects on σp.e. are neglected.

Another effect considered is the effect of free carrier absorption. Free carrier absorption occurs

when a carrier (electron or hole) in an already excited state absorbs a photon and moves to another

exciting state in the same band. The total absorption cross section is comprised of both interband
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absorption (transitions from the valance to conduction band) and intraband (free carrier) absorption.

Like with indirect absorption, free carrier absorption also exhibits a temperature dependence due to the

temperature dependence of the concentration of free carriers. As the temperature approaches zero, the

concentration of free carrier electrons and holes also approach zero and the electrons fill all the available

states in the valance band. Yet models for free carrier absorption demonstrate that even for free carrier

concentrations of undoped Si at room temperature, this process is highly subdominant compared to

interband absorption [127]. Therefore free carrier effects on the σp.e. data also neglected. Free carrier

absorption does become significant when considering sub-gap absorption in highly-doped semiconductor

materials [127].

2.3.3 Photoelectric Absorption Cross Section Curves

Figure 2.12 shows that even after correcting for temperature, there are still discrepancies in the σp.e. data

at energies near the Si band gap. For DM search experiments that depend on σp.e. in this low energy

region, the discrepancies in the data are a source of systematic uncertainty in the DM search results.

Two questions naturally arise: which σp.e. data should be used to produce DM search results, and how

can the uncertainty in the σp.e. data be characterized? Both questions are answered by generating three

separate σp.e. curves defined as the nominal, lower, and upper σp.e. curves.

The nominal σp.e. curve is comprised of σp.e. data that is commonly used in DM search experiments.

Its definition roughly follows the approach taken in Ref. [79], with data from D. Edwards [114] for

energies below 1 keV and Henke et. al. [123] for energies between 1–20 keV. Additionally for energies

above 20 keV, σp.e. data is obtained from the NIST XCOM database [114]. The upper and lower curves

are derived by tracing upper and lower bounds of the experimental and semi-empirical σp.e. data after the

temperature correction is applied, along with the nominal curve data that does not have the temperature

correction applied. Including the nominal curve data ensures that the upper and lower curves always

produce the highest and lowest values of σp.e. at a given energy. The upper and lower σp.e. curves thus

represent the highest and lowest reasonable values of σp.e. while accounting for discrepancies in the data

and temperature dependencies. In the context of DM search experiments, analyses can be repeated by

interchanging these three curves in order to assess the systematic uncertainty on the DM search results.

A similar procedure is used for the analysis presented in Chapter 5; in Chapter 6, a new measurement

of σp.e. in Si is presented. Figure 2.13 shows the nominal, lower, and upper σp.e. curves generated using

the Si σp.e. data for photon energies below 100 eV.

2.4 Detector Leakage

Every DM search experiment is concerned with the sources that cause background events that are

measured by the detector. Some sources of background events are generated from external particle

interactions with the detector. For a semiconductor-type DM detector, that can include muons, cosmic

rays, or infrared photons that undergo sub-gap absorption with impurities in the crystal. However

for those same detectors there is another significant type of background events referred to as detector

leakage. Detector leakage, sometimes called charge leakage, is a loosely defined term to mean any

source of events that are not generated by external particle interactions with the detector. Sources of

detector leakage are likely induced by the voltage bias applied across the detector. The large electric

fields that are used for signal amplification can also cause spontaneous ionization at sites of impurities
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Figure 2.13: Photoelectric absorption cross section σp.e. curves generated from the Si σp.e. data. The
solid, black curve is the nominal σp.e. curve comprised of commonly used data. The dashed, red and
dotted, green curves are the lower and upper σp.e. curves, respectively, determined by tracing upper and
lower bounds of the published data from the literature search after applying the temperature correction.
For energies below ∼ 5 eV, the nominal and upper σp.e. curves are overlapping.

in the bulk of the detector or at sites of imperfections (e.g. chips or rough edges) along the surfaces of

the detector. The electric fields may also induce tunneling of charge carries at interfaces between the

detector crystal and other semiconductor materials, such as electrodes. Each of these sources of detector

leakage produce single-e−h+-pair events that are measured by the detector. The significance of detector

leakage is therefore dependent on the energy resolution and threshold of the detector. For detectors that

have single-e−h+-pair sensitivity, including the ones used in Ref. [106] and Chapters 4 and 5, detector

leakage is hypothesized to be a leading source of events observed in the first e−h+-pair peak.

Detector leakage can be difficult to quantify, predict, or distinguish between the various sources. A

study using the Si, 4 mm thick detector in Ref. [106] found that the rate of leakage events increases with

the applied voltage bias for voltages above ∼ 120–140 V and that a breakdown occurs at around 180 V.

Despite the challenges with characterizing detector leakage, there are ways to lower the leakage rate. One

obvious solution is to use a detector made with extremely high-purity semiconductor material and to

use precise fabrication techniques to avoid damages along the surfaces of the detector. Another solution

is to pre-bias the detector by holding it at a high voltage prior to data acquisition to release any loose

charges. Lastly, one could minimize the surface area of semiconductor-semiconductor interfaces in the

detector to reduce charge tunneling effects. However the significance of this source of detector leakage is

presently unclear, and, as Chapter 3 discusses, these interfaces are important for phonon collection and

the overall performance of the detector.
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2.5 SuperCDMS Detectors

The SuperCDMS collaboration employs various types of solid-state detectors for DM search experiments.

Four types of detectors will be used for the SuperCDMS experiment at SNOLAB as mentioned in Sec. 1.6:

interleaved Z-sensitive ionization phonon (iZIP) detectors made of either Si or Ge, and high voltage (HV)

detectors made of either Si or Ge. Information about these detectors is obtained from Ref. [94] and

references therein. Each of these detectors consist of a cylindrical crystal that is 100 mm in diameter and

33.3 mm thick. Si and Ge detectors have a mass of 0.61 and 1.39 kg, respectively. iZIP and HV detectors

are fabricated identically, but utilize a different combination and layout of either ionization (charge)

sensing channels or phonon sensing channels in order to optimize the detectors for separate purposes.

The charge channels consist of high-electron-mobility transistors (HEMTs) that measure the amount of

charge energy produced by an event. The phonon channels use aluminum fins to absorb phonons and

tungsten transition edge sensors (TESs) to measure the amount of phonon energy (see Chapter 3).

iZIP detectors operate using a combination of phonon and charge channels. Both the top and bottom

surfaces of the detector are fitted with six phonon channels interleaved with two charge channels. A

small voltage bias of ∼ 5–10 V is applied to allow e−h+ pairs to drift to either surface. The top image

in Fig. 2.14 shows the channel layout for iZIP detectors. By separately measuring phonon and charge

signals, iZIP detectors are able to discriminate between nuclear recoil (NR) and electron recoil (ER)

interactions with the detector. The measured charge signal Ech is equal to the amount of energy from

ionization produced for a given event:

Ech = neh · εeh = Y (Erecoil) · Erecoil. (2.15)

This charge energy can be compared to the measured phonon energy Eph described by Eq. 2.4. Isolating

for Erecoil and substituting in Eq. 2.15, the measured charge and phonon signals are related by:

Ech = Eph · Y (Erecoil)

(
1 +

Y (Erecoil) · e · Vbias

εeh

)−1

= Eph

(
1

Y (Erecoil)
+
e · Vbias

εeh

)−1

.

(2.16)

Equation 2.16 shows that the relationship between Ech and Eph can be approximated as a line with

a slope of
(

1
Y (Erecoil)

+ e·Vbias

εeh

)−1

. For ER events with Y (Erecoil) = 1, the slope of Ech versus Eph is

larger than that of NR events with Y (Erecoil) < 1. By plotting the Ech and Eph data of events,

ER and NR interactions can easily be distinguished based on which slope they follow. This remains

true as long as the resolution is high enough and the applied voltage bias remains relatively small;

if e · Vbias/εeh � 1/Y (Erecoil) in Eq. 2.16, the distinction between ER and NR events becomes less

apparent. iZIP detectors are able to utilize this ER/NR discrimination to identify events resulting from

ER interactions. From the perspective of NR DM searches, this discrimination can be used to remove

ER backgrounds that interact with the bulk of the detector.

HV detectors consist of only phonon channels, with six channels arranged on both the top and bottom

surfaces. The bottom image in Fig. 2.14 shows the channel layout for HV detectors. HV detectors

have more phonon sensors compared to iZIP detectors, which allows for better phonon collection and

therefore better phonon energy resolution and a lower energy threshold. Furthermore, HV detectors
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will be operated with a bias voltage up to ∼ 100 V. The high operating voltage allows for a greater

amplification of the phonon signal due to NTL production, and allows the HV detectors to be sensitive

to much lower recoil energies. Table 2.1 summarizes the properties for each detector type for the

SuperCDMS SNOLAB experiment obtained from Ref. [94]. The listed values for the phonon and charge

energy resolution depend on properties of the sensor designs that are not discussed here.

Figure 2.14: Channel layout for the interleaved Z-sensitive ionization phonon (iZIP) (top) and high-
voltage (HV) (bottom) detectors. iZIP detectors consist of six phonon channels interleaved with two
charge channels on each side. The 12 phonon channels are outlined in the diagram above by separate
colours. On each side, one charge channel shares the same area as the outer most ring phonon channel,
and the other charge channel is interleaved with the remaining phonon channels. HV detectors consist of
six phonon channels arranged on each side. Beside each channel layout is a photograph of the detector
inside the detector housing. The channel layouts are obtained from Ref. [94], and the photographs are
provided by the SuperCDMS collaboration.

Table 2.1: Summary of the properties for interleaved Z-sensitive ionization phonon (iZIP) and high-
voltage (HV) detectors expected for the SuperCDMS SNOLAB experiment. All of the values in this
table are obtained from Ref. [94]. The expected phonon energy thresholds are converted to nuclear recoil
energy thresholds by inverting Eq. 2.4. The number of each type of detector and corresponding exposure
are based on the initial payload for the SNOLAB experiment.

iZIP HV

Ge Si Ge Si

Phonon energy resolution [eV] 50 25 10 5

Charge energy resolution [eV] 100 110 − −
Phonon energy threshold [eV] 350 175 100 100

Nuclear recoil energy threshold [eV] 272 166 40 78

Voltage bias [V] 6 8 100 100

Number of detectors 10 2 8 4

Exposure [kg-yr] 56 4.8 44 9.6
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The differences between the detectors can be used to explain the differences in the projected sensitiv-

ities for WIMP-nucleon scattering observed in Fig. 1.12 for each detector type. The iZIP detectors have

a better projected sensitivity for WIMP masses & 5 GeV/c2 because of the ability of iZIP detectors to

remove the vast majority of expected background events [94] due to ER/NR discrimination. This means

that iZIP detectors are expected to operate in a nearly background-free mode where the sensitivity is

only limited by the amount of exposure. The projected sensitivity for Ge iZIP detectors is better than Si

because of the greater exposure of Ge iZIPs expected in the initial payload for the SNOLAB experiment.

Conversely, HV detectors have better sensitivity for WIMP masses below ∼ 5 GeV/c2 because they are

sensitive to lower nuclear recoil energies. However because HV detectors cannot distinguish between ER

and NR events, the projected sensitivities are limited by the background rate. The projected sensitivity

for Si HV detectors is worse than Ge due to the additional background rate from beta particles caused

by the decay of 32Si. However Si HV detectors are sensitive to slightly lower WIMP masses compared

to Ge. This is due to the kinematics of NR interactions and the fact that Si detectors contain lighter

isotopes compared to Ge detectors (see Eq. 1.21).

The detectors described for the SNOLAB experiment are not the only detectors employed by the

SuperCDMS collaboration. Other detectors with similar technologies have been developed at test facil-

ities for the purposes of R&D and, in some cases, are used to perform DM search experiments. This

includes a class of detectors known as high-voltage eV-scale (HVeV) detectors that are small, 0.93 g

devices made of Si that utilize the same concepts as the SNOLAB HV detectors but have extremely high

energy resolution. Chapter 3 discusses the second-generation HVeV detector that is used for the DM

search experiment presented in Chapters 4 and 5.



Chapter 3

HVeV Phonon Sensors and Detector

Design

This chapter provides an overview of the sensor technology and design that is used in SuperCDMS

high-voltage eV-scale (HVeV) detectors that have single-charge sensitivity. These detectors measure

interactions of dark matter (DM) or background particles with the target material using cryogenic

athermal phonon sensor technology [128, 129, 130], and over recent years have demonstrated single-

e−h+-pair sensitivity and ∼ eV-scale resolution [106, 131, 132]. After outlining the detector concepts,

this chapter will discuss the design and optimization of the second-generation HVeV detector that was

used for the HVeV Run 2 experiment in Chapters 4 and 5, including how it differs and improves from the

first-generation detector used in the HVeV Run 1 experiment [106]. Lastly, some basic characterization

metrics of the HVeV Run 2 detector are shown. Much of the information in this chapter is reported in

Ref. [99] and references therein.

3.1 Phonon Detection Concepts

3.1.1 Transition Edge Sensors

As discussed in Chapter 2, the energy from an interaction of a particle with a SuperCDMS detector

(including HVeV detectors) is measured as heat energy through athermal phonons. When the prompt and

Neganov-Trofimov-Luke (NTL) phonons reach the surface of the detector, the heat energy is eventually

measured using transition edge sensors (TESs). The TESs in HVeV-type detectors are made of tungsten

(W), and have a critical temperature of Tc ∼ 65 mK. Tc indicates the temperature where the TES

transitions between its superconducting and normal modes, as illustrated in Fig. 3.1. To measure heat

depositions, the TES is held at a temperature near Tc. If a heat deposition occurs, the temperature and

thus the resistance of the TES will rise. The increased resistance results in a change in current that is

later observed as a measurement signal.

3.1.2 SQUID Circuits

Resistance changes in the TES are converted to a measurement signal using superconducting quantum

interference devices (SQUIDs). SQUIDs operate using superconducting loops containing Josephson

51
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Figure 3.1: Illustration of a resistance-temperature curve for a transition edge sensor (TES). To measure
heat depositions, TESs are operated near the critical temperature Tc between the superconducting the
normal modes. Rn is the normal-mode resistance of the TES and ∆Tc is the transition width.

junctions to measure extremely small magnetic fields. If the current through a SQUID exceeds a critical

current, a voltage will appear across the SQUID with a periodic dependence on the magnetic flux through

the SQUID. This voltage dependence on magnetic flux is illustrated in the left plot of Fig. 3.2, with

the period of oscillation equal to one flux quantum Φ0. The right image of Fig. 3.2 shows a simplified

schematic of the TES-SQUID readout circuit.
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Figure 3.2: Left: illustration of the periodic voltage dependence on the magnetic flux through a SQUID.
The period of oscillation is equal to one flux quantum Φ0, and the green star is an example of a SQUID
lock point. Right: simplified schematic of the TES-SQUID circuit used for HVeV detectors replicated
from Ref. [99]. The parameters shown in this schematic include: voltage bias Vb, bias resistance Rb,
shunt resistor Rsh, parasitic resistance Rp, TES resistance RTES, feedback resistor Rfb, input inductance
Lin, feedback inductance Lfb, and output current Ioutput.

For the sake of brevity, only a brief summary of the TES-SQUID circuit will be provided; more

details on this topic can be found in Refs. [133, 134, 135]. An array of TESs in parallel are held at a

temperature T0 near the critical temperature by providing a voltage bias Vb with a bias resistance Rb
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that keeps a constant current Is through the TESs. Because the TESs are thermally coupled with the

detector substrate that has a bath temperature of Tb, the TESs exhibit thermal power loss described by:

P = K
(
T 5

0 − T 5
b

)
, (3.1)

where K is the thermal conductivity between the TESs and the thermal bath of the detector substrate

and Tb < T0. When there is no heat deposition in the TESs, this thermal power loss is equal to the

Joule power provided by the bias voltage and current through the TESs, described by:

P = I2
sRTES =

V 2
b

RTES
, (3.2)

where RTES is the TES resistance. The shunt resistor Rsh in the TES-SQUID circuit ensures that the

voltage across the TESs remains relatively constant. Therefore the Joule power can be expressed solely

as P = V 2
b /RTES, which provides the necessary negative-feedback system referred to as electrothermal

feedback. As the resistance of the TESs increases, the Joule power provided to the TESs will decrease

and become less than the thermal power loss. This power inequality returns the TESs to their original

operating temperature and resistance.

The array of TESs are also in series with a coil that provides an input inductance Lin to an array of

SQUIDs in series, as seen in the circuit diagram in Fig. 3.2. The SQUIDs are connected to a flux-locking

amplifier, which serves multiple purposes. One such purpose is to provide a bias current through the

SQUIDs to “lock” them at some point on the periodic voltage-magnetic flux curve. The left plot of

Fig. 3.2 shows an example of a lock point. The magnetic flux from Lin induces a voltage across each

of the SQUIDs, and the total voltage signal across the SQUID array is amplified by the flux-locking

amplifier. Let the amplified output voltage signal from the SQUID array be denoted as VSQ. A feedback

voltage Vfb is provided to supply a current through a feedback resistor Rfb and an additional coil that

provides a feedback inductance Lfb to the array of SQUIDs.

The purpose of this feedback inductance is to continuously counteract the magnetic flux through the

SQUIDs supplied by Lin by supplying an opposing magnetic flux. Through a negative-feedback loop

gain circuit, Vfb provides the voltage required to keep the net magnetic flux through the SQUIDs, and

thus VSQ, constant at all times. This remains true when the TES-SQUID circuit is in a steady state

and there is no heat deposition in the TESs. When a heat deposition does occur, the current through

the input coil will decrease, and Vfb will adjust to the necessary voltage to keep VSQ constant. The

actual signal that is taken as a measurement is Vfb recorded over time and later converted to the current

through the TESs and digitized.

The flux-locking feedback system is a critical component to measure heat depositions in the TESs.

Keeping the SQUIDs locked at one point on the periodic voltage-magnetic flux curve ensures a linear

relationship between the current through the input coil and Vfb. Additionally, the lock point determines

the amount of direct current (DC) offset that signals are subject to; the baseline current of signals

measured at different lock points will be offset by different amounts. Setting a lock point is mentioned

as part of the experimental procedure for the HVeV Run 2 experiment in Sec. 4.2. Although this flux-

locking mechanism is very robust, there are rare instances, as described in Chapter 4, where the lock

point can spontaneously and unintentionally jump to a new position during data acquisition.
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3.1.3 Quasiparticle-trap-assisted Electrothermal-feedback TESs

For SuperCDMS detectors, TESs themselves are not used as the primary means to collect or absorb

athermal phonons. Although increasing the area that the TESs cover on the substrate surface would

increase the amount of phonons that can be collected, it would also increase the thermal conductance

of the TESs and degrade the energy resolution of the detector. Instead, HVeV-style detectors employ

quasiparticle-trap-assisted Electrothermal-feedback TESs (QETs) [136] to interface with the detector

substrate. A QET consists of a superconducting thin film (or fin) made of Al coupled to a TES, as

shown in Fig. 3.3.
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Figure 3.3: Overview of the energy transport (left) and design geometry (right) for a QET sensor.
Athermal phonons generated by interactions within the detector substrate propagate to the Al/substrate
interface, where they are either reflected or transmitted. The transmitted phonons break Cooper pairs
in the Al fin, creating quasiparticles (QPs) that diffuse throughout the fin. The QPs that reach the
lower-gap energy region of the Al/W quasiparticle trap will convert most of their energy to phonons
that subsequently heat the TES. The vortex sinks are holes placed in the Al fins to prevent magnetic
vortices from forming in the superconducting material. Replicated from Ref. [99].

The Al fins interface with the detector substrate and collect phonons from a preceding interaction.

As a phonon reaches an Al fin, it may either be transmitted into the Al fin or reflected back into the

detector substrate. A phonon may be reflected several times (by both absorbing and non-absorbing

surfaces) before it is transmitted into an Al fin, while others may never be transmitted. The probability

that a phonon will eventually be absorbed by an Al fin is characterized by the phonon collection efficiency.

The transmitted phonons will break Cooper pairs and create quasiparticles (QPs) that diffuse throughout

the fins. Some of those QPs will reach an overlapping region of a fin and a TES that forms a QP trap.

QPs that diffuse into the trap will release most of their energy via phonon emission into the overlapping

TES. The combined heat deposition experienced by an array of TESs connected in parallel is then

measured by the readout SQUID readout circuit illustrated in Fig. 3.2.

The Al fins have a critical temperature of ∼ 1.2 K that is well above the critical temperature of

∼ 65 mK of the W TESs, meaning that the fins will remain in a superconducting mode when the

TESs are held near their critical temperature. Furthermore, the energy to break a Cooper pair in Al

(∼ 350 µeV) is much larger than the energy of residual thermal phonons at low temperature (∼ 1 µeV

at 10 mK). The Al fins are thus able to separate thermal phonons from the athermal phonons produced

by an interaction in the detector. Because the superconducting Al fins do not contribute to the heat
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capacity of the TESs, they can be designed to cover a large proportion of the substrate surface without

degrading the energy resolution.

3.1.4 Optimized Parameters

One of the goals of the detector design optimization is to minimize the phonon energy resolution σph.

Following Refs. [133, 135, 15], σph can be expressed as:

σph =
1

ε

√
2GkbT 2

0 τBW, (3.3)

where T0 is the operating temperature of the TESs, G is the thermal conductance between the TESs and

the detector substrate, ε is the efficiency of phonon energy collection, and τBW is the time constant of the

detector bandwidth. For a TES with a narrow transition width, T0 can reasonably be approximated by

Tc. The energy resolution in Eq. 3.3 uses the fact that the noise power in the detectors are dominated by

the intrinsic TES thermal fluctuation noise that is characterized by the white noise power NG ≈ 2GkbT
2
0 ,

where G is proportional to the total TES volume vTES. The detector bandwidth can further be expressed

as τBW = τph + τ−, where τph is the phonon collection time of the detector, and τ− is the effective

TES response time that characterizes the timescale of the electrothermal feedback process. These two

time constants determine the shape of the readout pulses and affect the signal-to-noise ratio of the

measurements.

Equation 3.3 also shows that σph is dependent on ε. This dependency arises from the calibration of

the collected energy to the true energy of an interaction. For example, if a TES has a resolution of 1 eV

and collects 20 % of the total phonon energy, the measured energy resolution would be 5 eV. However

if the same TES collects only 10 % of the total phonon energy, the measured energy resolution would

be 10 eV. As outlined in Ref. [99], ε is comprised of four main components: (i) the phonon collection

efficiency εph that describes the probability that an initial phonon is absorbed by the Al fin; (ii) the

phonon to QP conversion efficiency εqp for a phonon absorbed in the Al fin; (iii) the QP collection

efficiency εcoll for the QPs to drift into the trapping regions; and (iv) the trapped QP to TES thermal

energy conversion efficiency εtrap. The total efficiency is the product of these four individual efficiencies:

ε = εphεqpεcollεtrap.

Two of these efficiencies, εph and εcoll, can be tuned through design optimization. εph can be increased

by increasing the fraction of the substrate surface that is covered by the Al fins. Furthermore, the

dimensions of the detector substrate can be tuned to minimize the amount of detector side-wall area,

which is a more dominant source of phonon energy loss [137]. εcoll can also be highly optimized by

tuning the Al fin length, fin thickness, and trap geometry [138, 139]. Because QPs diffuse throughout

the Al fins and have no preferred direction, the design of the fins and the Al/W trap regions impact

the probability of QPs that can be collected. The optimization of the QP collection efficiency from the

Al fin geometry is discussed in detail in Ref. [15]. For fin lengths shorter than 100 µm, the expected

collection efficiency for all geometries is εcoll ≥ 75%̇.

The other two efficiencies, εqp and εtrap, cannot be tuned by design optimization. εqp is the fixed

efficiency of phonon to QP conversion in the Al fins, known as Kaplan down-conversion [140], and is

the largest source of efficiency reduction. Detailed studies have found that for energies well above the

superconducting band gap, this process is limited to an efficiency around 50–60 %; the efficiency increases

for energies close to the band gap [140, 141]. The HVeV detectors are designed by taking εqp ∼ 50 %
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as the upper limit. Lastly, εtrap concerns the efficiency of the down-conversion of QPs to phonons plus

normal electrons in the TESs. Experiments comparing the efficiency between events absorbed in the Al

fin and events absorbed directly into the TES have found that εtrap ∼ 62 % [15].

Apart from the phonon energy resolution, the other parameter that is considered when designing the

detector is the dynamic range DR. Increasing the dynamic range increases the upper limit of energies

that can be measured by the detector. DR is related to the saturation energy Esat of the TESs. As

seen in Fig. 3.1, a large enough energy deposition will put the TESs into the normal mode where the

TES response to energy depositions is non-linear. Esat describes the energy required to put the TESs

in the normal mode. For TESs with a transition width ∆Tc, heat capacity C, and specific heat cw, the

saturation energy is described by:

Esat ≈
1

ε
C (∆Tc) ∝

1

ε
cwvTESTc (∆Tc) . (3.4)

While the TESs are in the linear response region, the dynamic range is roughly the ratio of the saturation

energy to the energy resolution, expressed as:

DR ∼ Esat

σph
∝
√
vTES

T 2
c

√
τBW

(∆Tc) . (3.5)

More information about the dynamic range model are found in Ref. [99]. Equations 3.3 and 3.5 detail

the two main parameters that are optimized in the design of HVeV detectors. Reducing the detector

bandwidth both decreases the energy resolution and increases the dynamic range. The TES volume,

however, acts in opposing directions; reducing the TES volume will decrease the energy resolution, but

it was also decrease the dynamic range.

3.2 The Second-Generation HVeV Detector

The dark matter search experiment presented in Chapters 4 and 5 uses a second-generation HVeV

detector. This sub-section provides an overview of how the design of this detector is optimized, as well

as other major design choices. Furthermore, the design of this detector is compared with the design of

the first-generation HVeV detector in order to highlight the main areas of improvement.

3.2.1 Detector Design and Optimization

The second-generation HVeV detector substrate is a 0.93 g Si crystal with dimensions of 1 ×1 ×0.4 cm3.

As with previous versions of HVeV detectors, the QETs are arranged on one face of the detector substrate

and are held at ground potential, while the opposing face contains an Al grid that is biased in order to

induce an electric field of 0–625 V/cm across the detector. The layout and geometry of the QETs on

the detector substrate is referred to as the mask design. For the second-generation HVeV detector, the

mask design is called NF-C.

As discussed in Sec. 3.1.4, the goal of the detector design is to minimize the phonon energy resolution

σph while at the same time maximize the dynamic range DR. This optimization is simplified by fixing

the overall normal resistance of the QET array, Rn, as well as other TES properties including Tc and

the TES thickness tTES. Here, an array of QETs is defined as a QET channel. By fixing Rn, Tc, and

tTES, only adjustable parameters in the models are TES length lTES and Al fin length lfin. Following
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Ref. [99], the number of QETs per channel NQET is set as a function of lTES by keeping Rn constant:

Rn =
RTES, QET

NQET
=

ρTES · lTES

wTES · tTES ·NQET
, (3.6)

where RTES, QET is the normal resistance of each QET cell, ρTES is the W resistivity, and wTES is the

TES width. Because the TES volume per QET cell vTES, QET is lTES · wTES · tTES, the volume of TES

per channel vTES, ch scales as:

vTES, ch = vTES, QET ·NQET =
ρTES

Rn
l2TES. (3.7)

Equations 3.3– 3.7 provide a simplified overview of how the detector design is optimized. For the sake of

brevity, the full complexities of these models are not discussed in this work (see Ref. [99] and references

therein), but the broad relationships between the parameters of interest can still be understood. Increas-

ing the TES length increases the TES volume and thus the dynamic range, but it also worsens the energy

resolution. Although these relationships oppose one another, Eq. 3.3 shows that σph ∝
√
vTES

ε whereas

Eq. 3.5 shows that DR ∝ √vTES. Therefore the dynamic range can be increased without worsening the

energy resolution by keeping the ratio
√
vTES

ε constant.

Furthermore, both the fin length and TES length determine the QET geometry as well as the overall

Al coverage fraction, thereby impacting the QP collection and phonon collection efficiencies. The total

energy efficiency is thus also set by lTES and lfin. Increasing the Al coverage fraction also leads to a

shorter phonon collection timescale, which improves the energy resolution. Using these relationships,

the two-dimensional space of (lTES, lfin) is used to parameterize the energy resolution, saturation energy,

energy efficiency, and Al coverage fraction.

The chosen parameters for the NF-C design are lTES = 150 µm and lfin = 60 µm. In order to obtain

positional information about events, the NF-C mask design implements two separate channels of QET

arrays. Figure 3.4 shows the QET pattern used in the NF-C design. The inner channel is a square

centered on the detector face, and the outer channel is a surrounding frame of equal area. Based on the

chosen values of lTES and lfin, the number of QETs in each channel are 536 and 504 for the inner and

outer channel, respectively. Each channel is connected to separate TES-SQUID circuit, and thus energy

depositions in each channel are measured separately.

The vales of lTES and NQET independently set the normal resistance Rn. Based on the chosen values

for the NF-C design, the expected normal resistance in each channel is 350 mΩ. Furthermore, the chosen

values of lTES and lfin set the Al coverage fraction at ∼ 50 % and predict a phonon collection efficiency

of εph & 95 %. Combined with the other efficiencies discussed in Sec. 3.1, the overall efficiency expected

for the NF-C design is ε = 27 % [99]. Other important parameters chosen for the NF-C are listed in

Tab. 3.1.

3.2.2 Improvements from the First-Generation HVeV Detector Design

The first-generation HVeV detector was used in the HVeV Run 1 experiment, which produced the first

dark matter constraints using an HVeV-style detector [106]. Details about this detector design are found

in Ref. [131]. This detector is able to measure individual e−h+ pairs, and has a resolution of ∼ 0.09 e−h+

pairs when operated with a 160 V voltage bias. The first- and second-generation detectors both contain

a Si crystal substrate of the same dimensions, and both detectors use QET sensors to measure phonon
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Inner Channel

Outer Channel

Figure 3.4: Illustration of the QET pattern used in the NF-C mask design. The red line divides the
inner and outer channel of this design, where each channel is comprised of an array of QETs connected
in parallel. The four filled squares on the left side are contacts used for wire bonding to the readout
electronics. Illustration provided by Ref. [99]

energy depositions. However, there are a few notable differences between the first-generation detector

design and the second-generation NF-C design that improve the detector performance.

One notable difference is that the first-generation detector has a 40 nm thick amorphous Si layer

that sits between the detector substrate and QET array [131]. This amorphous layer was added as

an attempt to insulate the detector substrate from potential leakage at the metal-substrate interfaces.

However since operating the first-generation detector, various tests have concluded that the inclusion

of an amorphous Si layer makes no significant impact on the amount of detector leakage. Therefore

the second-generation detector has no such amorphous layer. It is presently unclear whether or not the

amorphous layer impedes phonon collection into the Al fins.

Several other design choices were made in order to improve the energy resolution for the second-

generation detector. This was accomplished largely by significantly increasing the energy efficiency.

The NF-C design has a Al coverage fraction of ∼ 50 % compared to only 13 % in the first-generation

design, and an expected energy efficiency of 27 % compared to the measured efficiency of 5 % in the first-

generation detector. This corresponds to a efficiency improvement by a factor of ∼ 4.4, which coincides

well with the improved energy resolution measured with the second-generation detector (see Tab. 3.1).

The last notable difference between these two detectors is the number of channels used. The first-

generation detector operates with only one channel [106], whereas the second-generation detector oper-

ates with an inner and outer channel. With the additional channel, the positional information of events

can be analyzed by comparing the energy deposition measured in each channel. This feature is studied

in the HVeV Run 2 analysis presented in Chapters 4 and 5.

3.3 Detector Characterization

The second-generation HVeV detector with the NF-C design was operated in a surface-level facility at

Northwestern University (Evanston, IL, USA) in order to characterize the detector parameters as well as

to perform the dark matter search experiment presented in Chapters 4 and 5. The detector was placed
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inside of an adiabatic demagnitization refrigerator (ADR) that cooled the detector to a temperature

of ∼ 50 mK. The setup also provided mechanisms for calibration purposes via optical and soft X-ray

photons. More information about the ADR system and the experimental setup is provided in Sec. 4.2.

A scan over the TES bias voltage Vb was performed simultaneously for each channel in order to

evaluate basic TES parameters of the detector. The top plot in Fig. 3.5 (left) shows the variation of the

measured signal current Is with Vb for each channel. The middle and bottom plots show the variation

of the inferred channel resistance R and the Joule power produced P = I2
sR with Vb, respectively.

Measurements were made by setting Vb at a value such that the TESs operated around 45 % of Rn, as

shown by the dashed, vertical line in the left plots of Fig. 3.5.

Figure 3.5: Left: TES signal current Is (top), resistance R (middle), and power P (bottom) as a function
of the voltage bias Vb applied to the TES circuit measured using the NF-C HVeV detector operated at
50 mK in the ADR with a voltage bias of 100 V applied across the detector. The blue and orange
curves are the measurements on the outer and inner channel, respectively. The grey bands show the
measurements taken using the NF-C HVeV detector operated at a different facility (NEXUS Facility [72])
with a lower bath temperature (Tb = 10mK) and a lower shunt resistance (Rsh ≈ 10 mΩ). Finally, the
dashed, vertical line indicates the operating point of Vb. Right: reconstructed energy efficiency for the
first four e−h+-pair peaks of the NF-C HVeV detector, determined by comparing the inferred absorption
energy (Eq. 3.8) with the calibrated energy of laser events. Figure provided by Ref. [99].

The detector energy efficiency can be evaluated by inferring true absorption energy Eabs from the

change in the signal current and other circuit parameters. Following Refs. [99] and [136], Eabs is given

as:

Eabs ≈
(

1− 2
Rl

Rl +R0

)
IbRsh

∫
δIs(t)dt+Rl

∫
δI2
sdt, (3.8)

where Rl = Rsh + Rp is the combined shunt and parasitic resistance in the TES bias loop [136], R0

is the TES operating resistance, Ib = Vb/Rsh, and δIs(t) = I0 − Is(t) > 0 is the change in the signal

current relative to the nominal value I0. The energy efficiency is determined by comparing the Eabs of

events with their corresponding calibrated energy Eph. A dedicated dataset was captured by exposing

the detector to laser pulses of 1.95 eV photons with a mean number of photons per pulse λ ∼ 0.3 while

the detector was operated at 50 mK with a bias voltage of 100 V. The e−h+-pair peaks resulting from

this laser-calibration dataset were then calibrated to their expected energies; the energy calibration is

discussed in detail in Sec. 4.3. Using this information, the energy efficiency of the detector is measured

as ε = Eabs/Eph. The right plot in Fig. 3.5 shows the measured energy collection efficiency, separated
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by each of the first four e−h+-pair peaks. A lower bound of ε & 29 % is obtained by selecting the

most conservative set of assumptions to evaluate ε. This measurement is dominated by the systematic

uncertainties in TES circuit parameters (e.g. R0 and Rp), but the lower bound is comparable to the

expected value of 27 % that is determined from the design choices.

For the purposes of the HVeV Run 2 experiment, the second-generation detector is used to measure

small signal responses (< 1 keV). Chapter 4 demonstrates sufficient energy calibration of the detector

up to 700 eV only using 1.95 eV optical photons. Figure 3.6 shows a calibrated energy distribution

from a laser-calibration dataset measured with an applied voltage bias of 100 V. While this example

shows events only up to four e−h+ pairs, higher e−h+-pair peaks are reached by increasing the mean

number of incident photons per laser pulse. The events seen between the e−h+-pair peaks are explained

by charge trapping and impact ionization effects, as discussed in Sec. 2.2.2. Apart from the HVeV

Run 2 experiment, this detector is also used to measured large signal responses, and is capable of energy

calibration up to 120 keV using high-intensity laser, 57Co, and 55Fe sources [99]. For these large signal

responses, the detector is often operated with a detector voltage bias of 0 V.
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Figure 3.6: Example of the calibrated energy spectrum for a laser-calibration dataset measured with the
second-generation HVeV detector. These data were measured while the detector was operated inside the
ADR at 50 mK with an applied voltage bias of 100 V. Each peak corresponds to a quantized e−h+ pair.

The design of the NF-C detector operated inside the ADR has an expected phonon energy resolution

σph between 2.3 and 2.4 eV [99]. This parameter is characterized by measuring the baseline resolution of

the detector. The baseline resolution is defined the energy resolution of the detector when no event pulses

are recorded, and is measured to be 2.65 ± 0.02 eV for the second-generation HVeV detector operated

inside the ADR. Although this value is fairly close to the expected value, there is a discrepancy between

the baseline resolution and the energy resolution of ∼ 3.3 eV measured at the first e−h+-pair peak using

laser-calibration data. This discrepancy is likely due to surface absorption of laser photons directly into

the QETs; this effect is accounted for in the energy calibration outlined in Sec. 4.3. Furthermore, it is
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found that the energy resolution is independent of the voltage bias applied across the detector for the

range of voltage biases used in the HVeV Run 2 experiment.

Lastly, the resolution model used for the detector design assumes that the QET noise is dominated

by thermal fluctuations across the thermal conductance between the TES and the detector substrate.

Although noise characterization measurements were not made with the second-generation detector inside

the ADR, such measurements have since been made while operating the detector at a different facility

with a different fridge setup (NEXUS Facility [72]); these measurements demonstrate that the QET

noise is dominated by thermal fluctuations [99]. All of the main design and characterization parameters

for the second-generation, NF-C HVeV detector discussed in this chapter are listed in Tab. 3.1.

Table 3.1: List of the main design, characterization, and operation parameters for the second-generation,
NF-C HVeV detector. The measured parameters are for the detector operated in an adiabatic demagni-
tization refrigerator (ADR) at Northwestern University (Evanston, IL, USA). More parameters can be
found in Ref. [99].

Parameter Description Design

Adet Detector Area 1 cm2

η Detector Thickness 4 mm

mdet Detector Mass 0.93 g

Tc TES Critical Temperature ∼ 65 mK

lTES TES Length 150 µm

lfin Al Fin Length 60 µm

NQET

QETs Per Channel (Inner) 536

QETs Per Channel (Outer) 504

vTES TES Volume (Per Channel) ∼ 7.39× 103 µm2

fAl Al Coverage Fraction ∼ 50 %

Parameter Description Expected Measured in ADR

Rn
Normal Resistance (Inner) 350 mΩ 332–396 mΩ

Normal Resistance (Outer) 350 mΩ 311–371 mΩ

σph Phonon Energy Resolution 2.3-2.4 eV 2.65± 0.02 eV

ε Energy Efficiency 27 % & 29 %

τBW Detector Bandwidth (Pulse Fall Time) 70–160 µs ∼ 80 µs

Esat Saturation Energy (Linear Response) ∼ 1 keV & 700 eV

Parameter Description Operated in ADR

Tb Bath Temperature 50–52 mK

Vbias Bias Voltage Across Detector 0–150 V

Vb TES Bias Voltage ∼ 0.8 µV

Rsh Shunt Resistor ∼ 50 mΩ

Rb Bias Resistance 8 kΩ



Chapter 4

HVeV Run 2 Dark Matter Search:

Experiment, Calibration, and Data

Selection

This chapter is the first of two chapters presenting the dark matter (DM) search experiment and blinded

analysis denoted as high-voltage eV-scale (HVeV) Run 2. HVeV Run 2 uses the second-generation

HVeV detector described in Chapter 3 to set exclusion limits on DM-electron inelastic scattering, as

well as dark photon and axion-like particle (ALP) absorption. Section 4.1 outlines the motivation for

the HVeV Run 2 experiment, and the experimental setup and data collection are described in Sec. 4.2.

The energy calibration and analysis selection criteria are detailed in Sec. 4.3 and 4.4, respectively, and

finally Sec. 4.5 provides an overview of important experimental parameters. The limit setting method,

unblinding procedure, and final results are presented in Chapter 5. A summary of the experiment and

analysis presented in these two chapters is found in Ref. [1], along with the results from the 100 V

measurement. Furthermore, the work presented here was made by a collaborative effort, with the other

leading contributors being Yen-Yung Chang and Valentina Novati.

4.1 Motivation

The first scientific run using a first-generation Si HVeV detector, denoted as HVeV Run 1, was suc-

cessfully able to achieve sub-e−h+-pair detector resolution and demonstrated the DM search potential

of a phonon-mediated semiconductor detector with sensitivity to single electron excitations [106]. The

second-generation HVeV detector described in Chapter 3 demonstrated an energy resolution of 3 eV at

the first e−h+-pair peak, which is an improvement of roughly 3 times lower compared to the resolution

of the first-generation HVeV detector. Furthermore, the second-generation detector utilized two chan-

nels compared the single channel of the first-generation detector. The goal of the scientific run using

the second-generation HVeV detector was to improve on the DM exclusion limits set in HVeV Run 1

by increasing the scientific exposure and by taking advantage of the improved detector design to use

positional dependence to reject background events.

62
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The result from HVeV Run 1 featured an unexpected excess of events at low numbers of e−h+ pairs.

Although the exact source or sources that caused these events are unknown, a leading hypothesis is that

most or all of the events are caused by detector leakage (see Sec. 2.4). This hypothesis is motivated in

Fig. 4.1 by comparing the DM-search data spectrum of the first scientific run with a Monte Carlo (MC)

simulation characterizing detector leakage. This MC simulation generated individually-resolved leakage

events that originate either in the detector bulk or at the detector surface. The rates of bulk and surface

leakage events were fitted to the HVeV Run 1 energy spectrum.
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Figure 4.1: Comparison of the HVeV Run 1 DM-search energy spectrum (black) measured with the
first-generation HVeV detector and 0.49 g-days of exposure [106] with an impact-ionization Monte Carlo
(MC) model (orange) characterizing detector leakage. The events are measured in terms of the number
of e−h+ pairs neh. Courtesy of Chris Stanford.

Figure 4.1 illustrates that the source of many of the events at low numbers of e−h+ pairs may

be explained by detector leakage. However these events may also be explained by external particle

interactions. It remains unknown what proportion of these events are generated by detector leakage

versus external particle interactions. The goal of the second-generation HVeV detector was to use the

improved detector design to obtain a higher rejection rate of events like those seen in the first and second

quantization peaks of Fig. 4.1. A second scientific run was further motivated by using toy experiments

to explore the potential reach that a second run may achieve.

The toy experiments assume that the DM-search spectrum of a future science run (after all analysis

cuts are applied) contains events only in the first e−h+-pair peak. The number of events in first e−h+-

pair peak is determined by various hypothesised background event rates and exposures: (i) 3 Hz/g with

1 g-days exposure; (ii) 0.1 Hz/g with 1 g-days exposure; (iii) 0.1 Hz/g with 30 g-days exposure; and (iv)

0 Hz/g with 1 g-days exposure. As in the HVeV Run 1 analysis, the DM limits were calculated using

the optimum interval (OI) method [142, 143] and constrain ε for dark photons via absorption and σ̄e for

light dark matter (LDM) via electron scattering (see Sec. 1.5). The 90 % confidence level (C.L.) limits
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are shown in Figs. 4.2 and 4.3 and are compared to the HVeV Run 1 results [106], which had an exposure

of 0.49 g-days and ∼ 2 Hz/g event rate in the first e−h+-pair peak.
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Figure 4.2: 90 % C.L. projected limits on the effective DM-electron scattering cross section σ̄e with
form factor FDM = 1 (left) and FDM ∝ 1/q2 (right). The projected limits are computed from toy
experiments using various assumptions of the event rate in the first e−h+-pair peak and total exposure.
The projected limits are compared to the parameter space excluded by the HVeV Run 1 experiment [106]
(red). Courtesy of Belina von Krosigk.

Figures 4.2 and 4.3 demonstrate the potential parameter reach using an HVeV device if the observed

events are predominately measured in the first e−h+-pair peak. For the LDM electron scattering process,

the projected limits on σ̄e at low DM masses (. 5× 10−3 GeV/c2) are background limited. Conversely

at higher DM masses, there is less of a dependence on the number of events in the first e−h+-pair peak;

the limits thus transition to become more, but not completely, exposure limited. The limits on ε for

dark photon absorption tell a similar story. At low dark photon masses (. 4 eV/c2), the limits are only

dependent on the number of events in the first e−h+-pair peak and thus are completely background

limited. As the dark photon mass increases, the dark photon signal model “walks-out” of the first e−h+-

pair peak therefore enter in the regime of zero background events presented in these toy experiments.

As a result, the projected limits for dark photon absorption at higher masses are completely exposure

limited. Overall, the subsequent scientific run using the second-generation HVeV detector showed the

potential of several orders of magnitude improvement in the various DM parameter spaces assuming the

observed events are predominately measured in the first e−h+-pair peak.
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Figure 4.3: 90 % C.L. projected limits on the kinetic mixing parameter ε for dark photon absorption.
The projected limits are computed from toy experiments using various assumptions of the event rate in
the first e−h+-pair peak and total exposure. The projected limits are compared to the parameter space
excluded by the HVeV Run 1 experiment [106] (red). Courtesy of Belina von Krosigk.

4.2 Experimental Setup

4.2.1 Hardware and Refrigeration

This experiment was performed in a Vericold adiabatic demagnitization refrigerator (ADR) at North-

western University (Evanston, IL, USA) from April 29th to May 16th 2019. The ADR was hosted in a

surface laboratory with negligible overburden, and was operated between 50–52 mK.

Two detectors for were used for the measurement: the main second-generation Si HVeV detector

described in detail in Chapter 3 with dimensions 1 × 1 × 0.4 cm3 and a weight of 0.93 g (often referred

to just as “the detector”), and an anti-coincidence (veto) Si detector of similar dimensions containing a

single transition edge sensor (TES) with a critical temperature Tc of 52 mK. The HVeV detector contains

an inner and outer quasiparticle-trap-assisted Electrothermal-feedback TES (QET) channel on the top

surface, each with a Tc of 65 mK (see Chapter 3 for more details). The bottom surface of the HVeV

detector is covered with an aluminum grid with 5 % coverage used to induce the voltage bias across the

detector. The applied voltage bias was in reference to the top surface of the detector that was kept at

0 V. Furthermore, the detector was kept between two printed circuit boards (PCBs): one that hosted

the electrical readout contacts for the QET channels and a grounded copper plate around the detector,

and another that served as the high-voltage electrode [132].

The veto detector was placed adjacent to the HVeV detector in the same orientation. Its purpose was

to measure events coincident with the HVeV detector that are caused by radio-frequency (RF) sources.

Both detectors were placed within a light-tight copper housing that was fixed to the coldest stage of

the ADR. All of the conductive surfaces were explicitly tied to 0 V, except for the components of the
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PCBs and the bottom-side of the HVeV detector that provided the HV bias. Both detectors are shown

in Fig. 4.4 within the copper housing.

Figure 4.4: Left: top view of the second-generation Si HVeV detector and the adjacent veto detector
inside the copper housing. The HVeV detector is at the center of the housing surrounded by the black
frame, and the veto detector is to the right. Right: Lateral view of the HVeV detector mounted in the
holder.

The ADR operated in multiple stages to cool the detectors to sub-Kelvin temperatures. First, liquid

nitrogen and liquid helium baths were used to cool the fridge to 77 K and 4.2 K, respectively. Next,

a vacuum pump was used to reduce the liquid helium bath temperature to ∼ 1.4 K. Within the ADR

was a Ferric Ammonium Alum (FAA) and a Gadolinium Gallium Garnet (GGG) paramagnetic salt pill

that were surrounded by a 4 T superconducting magnet. The FAA salt pill provided the coldest stage

of the ADR at 50 mK, and was in thermal contact with the detector housing via a cold finger. The

GGG salt pill has a cold stage of ∼ 300 mK and was used as an additional heat load. As long as the

demagnetization process could be maintained, the detectors were held and regulated at the operating

temperature of 50–52 mK for data acquisition. A hold time of 10–12 hours/day was obtained, and daily

cycling of the ADR cooling was required to replenish the liquid helium bath. To avoid any effects on

the detectors from the 4 T magnets, the copper detector housing was placed inside a superconducting

Niobium enclosure that served as a magnetic shield [132]. The left image in Fig. 4.5 shows a photograph

of the ADR in the laboratory.

Figure 4.5: Left: the laboratory setup for the second-generation HVeV experiment. The red dewar is
the Vericold ADR, with the equipment to control the ADR shown on the rack to the left of the ADR.
The equipment on the rack to the right of the ADR hosted the data acquisition systems. Right: the
copper detector housing shown inside of the ADR.

The required daily cycling of the ADR also meant daily recalibration of the bias points of the two

QET channels in the HVeV detector, as well as the single TES in the veto detector. This led to small
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differences in the bias points seen day to day, as well as in the direct current (DC) offset that varied

each day depending on the SQUID lock point found in the electronics. See Sec. 3.1 for further details

about the QET and TES electronics.

Two calibration systems for optical photons and soft X-rays were built into the ADR [132]. The first

was a 635 nm laser diode (corresponding to 1.95 eV photons) connected with a single-mode fiber inside

the ADR via a vacuum feed-through at room temperature. The other end of the single-mode fiber was

coupled to a plastic optical fiber with a core diameter of 1 mm through two pieces of KG-3 glass at 1.4 K.

The KG-3 glass pieces were used to attenuate infrared light from ambient and black-body radiation from

the higher temperature stages in the ADR. Finally, the plastic optical fiber was fed through the copper

detector housing allowing photons to be emitted onto the top surface of the HVeV detector. For the

second calibration system for soft X-rays, a 1 cm2 window was cut on the lid of the detector housing and

resealed with a 0.17 mm thick piece of aluminum. This opening aligned with a Beryllium window in the

ADR, allowing the passage of X-rays. Between the detector housing and the Beryllium window were

multiple layers of aluminized mylar sheets at the various thermal stages in order to block black-body

radiation. The right image in Fig. 4.5 shows a photograph of the detector housing inside the ADR.

During data acquisition of the HVeV Run 2 experiment, the detectors inside the ADR were operated

at two different temperatures: 50 mK from April 29th to May 7th, and 52 mK from May 8th to May

16th. The increase in the operating temperature was due to a decrease of the cooling power of the

ADR and ultimately the hold time per day that could be achieved. Residual magnetization of the

salt pills and of the magnetic shield from continuous operation was hypothesized to be the reason for

the decrease in cooling power. The increase in operating temperature maximized the daily exposure

by holding the temperature for an additional 2-4 hours per day compared to before the temperature

increase was made. Consequently because the veto detector had Tc = 52 mK, identical to the increased

operating temperature, it became impractical to operate during this time and therefore did not provide

veto rejection of measured events after May 7th. The data acquisition spanned a total of 18 days, and

various forms of data were captured: background DM-search data at detector biases of 100 V, 60 V, and

0 V, as well as calibration data with a 57Co source at 60 V and 0 V. A summary of the exposure is seen

in Fig. 4.6.

Lastly, detector characterization measurements were taken each day prior to the start of data acquisi-

tion. The measurements include: (i) detector noise in superconducting and normal modes to characterize

electronic noise; (ii) a set of current versus TES voltage bias curves to establish and set the QET bias

point for each channel; (iii) background noise to determine the power noise present in the detector;

and (iv) laser-calibration data for calibrating the gain of the TESs at their respective bias points. The

daily laser calibration data was measured using low-λ laser pulses to achieve a mean of 1–4 photons per

pulse. On a few occasions, laser data with high-λ laser pulses were measured to improve the calibration

at higher energies. Finally, a dedicated laser dataset was taken in which the crystal temperature was

intentionally varied while the QET bias points were held constant; this dataset was used to reconstruct

the temperature dependence of the QET responsivity.

4.2.2 Data Acquisition and Triggering

All data measured during this experiment were recorded as a current in Ampere units and were taken

with a continuous streaming data acquisition (DAQ) system on an analog-to-digital converter (ADC)

card. The ADC digitized the analog traces at a rate of 1.515 MHz for each QET channel separately. The
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Figure 4.6: Summary of the exposure obtained during the 18 days of data acquisition for the HVeV
Run 2 experiment. Background (Bg.) data was acquired at detector biases of 100 V, 60 V, and 0 V,
and calibration data with a 57Co source was acquired at detector biases of 60 V and 0 V. Courtesy of
Yen-Yung Chang.

data were segregated into 1 hour-long series, and each second of data was saved in a separate file. This

method of data storage was ideal to implement the blinding scheme as discussed in Sec. 4.2.4. Event

triggering and data processing were performed in sequential steps offline.

The ADR temperature was measured using a resistance temperature detector (RTD) mounted on

the FAA salt pill stage inside the ADR. The RTD was measured with a resistance bridge, and the analog

voltage output from the bridge was read out once per second using a multi-channel digital voltmeter

and recorded in the raw data. During the offline processing a series of static conversion tables were used

to convert the voltage output to first a resistance measurement and then a temperature measurement.

The HV bias applied across the detector was read out once per second and subsequently recorded in the

raw data using the same digital voltmeter as the ADR temperature measurement; the digital voltmeter

mapped input voltages of 0–3.5 kV to 0–5 V for readout. A separate measurement of the HV electronics

circuit was taken prior to the start of the science run in order to calibrate the readout voltage to the

actual voltage applied to the detector.

Event triggering in this analysis was done by passing the raw digitized traces through a shaping

filter. First, the summed trace of the inner and outer QET channels was down-sampled by a factor of

four in order to reduce the computational load. Next, the entire 1 s-long trace was convolved with an

idealized pulse shape. The idealized pulse used for triggering shown by the right plot in Fig. 4.7 is a

double exponential function with a rise time of 20 µs and a fall time of 80 µs and was determined based on

prior studies of the pulse shape. The left plot in Fig. 4.7 shows an example of the triggering procedure

using a toy down-sampled trace (blue) and the resulting filtered trace (orange) after convolving the

down-sampled trace with the idealized pulse.
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Figure 4.7: Left: example of the trigger procedure using a toy down-sampled raw trace (blue). The
filtered trace (orange) is determined by convolving the raw trace with the ideal pulse shape, producing the
trigger logic (green) for this event. The vertical dashed line corresponds to the trigger time determined
in this example, and the horizontal dashed line is the trigger threshold. Right: idealized pulse shape
used for triggering. Courtesy of Noah Kurinsky.

A fixed threshold of 0.025 µA, corresponding to an energy of ∼ 0.4 e−h+ pairs, was applied to each

filtered trace for event identification. The threshold value was chosen to be slightly above the baseline

resolution to avoid noise-triggered events while also being well below the first e−h+-pair peak. Once

part of a filtered trace crosses the threshold, a trigger time is defined as the time when the maximum

amplitude of the filter trace occurs within a trigger window of 700 time bins. The trigger logic is shown

by the green curve in Fig. 4.7. A window of 1024 time bins before and 3072 time bins after the trigger

time, corresponding to a pre-trigger time of 675 µs and a post-trigger time of 2034 µs, respectively, define

the event window for an issued trigger. There is then a trigger hold-off until 4096 time bins after the

trigger time in order to exclude any additional pulses either in the saved trace or in the pre-trigger

region of the next trace from issuing a trigger. This trigger procedure allows for a maximum trigger

rate of ∼ 370 Hz. With the event window defined, the raw, continuous traces from each of the two

QET channels, as well as the summed trace from both channels (denoted as the “total channel”), are

extracted and saved for further processing discussed in Sec. 4.2.3. For laser calibration data, events are

also identified by triggering on a transistor-to-transistor logic (TTL) signal that is coincident with the

generated laser pulses.

4.2.3 Data Processing

For every event captured in the offline data triggering procedure, further processing was required in

order to reconstruct the pulse and determine the energy information of each event. This was done using

the optimal filter (OF) method [144, 15]. The OF algorithm requires a pulse template, s(t) in the time

domain or s(f) in the frequency domain, and a noise power spectral density (PSD) function J(f). A

PSD function decomposes a series of data points measured over time into its frequency components, and
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describes the amount of power at each frequency. In the most basic OF application, an event trace v(t)

is transformed to the frequency domain, v(f), and the pulse amplitude A is found by minimizing the

goodness of fit χ2 according to:

χ2(A) =

∫ ∞
−∞

|v(f)−As(f)|2
J(f)

df. (4.1)

Equation 4.1 assumes that the reconstructed event pulse is fixed at the time in which the event issued

a trigger. A slightly more complex version of the OF algorithm relaxes the assumption of a fixed pulse

time and allows for a time offset. A time offset t0 is implemented into the filtering by allowing the pulse

template to move in time:

s(f)→ s(f, t0) = e−iωt0s(f) (4.2)

where ω = 2πf . This version of the OF algorithm determines the values of A and t0 by minimizing χ2

according to:

χ2(A, t0) =

∫ ∞
−∞

∣∣v(f)−Ae−iωt0s(f)
∣∣2

J(f)
df. (4.3)

Equations 4.1 and 4.3 provide only the framework of the OF algorithms used in this analysis represented

in the continuous limit. More details about the OF algorithms, including derivations of the functions in

the discrete case (transitioning from an integral to a sum) and time-domain OF algorithms, are found

in Ref. [15].

The pulse amplitude of each event, which is a measure of the event energy, was determined using both

the basic OF and time-offset OF algorithms. At the expense of requiring more computing power, the

OF algorithms provide more accurate determinations of the pulse amplitudes compared to the triggering

scheme. Moreover, the filters were applied separately to each QET channels’ trace, as well as the summed

trace from both channels (i.e. the total channel). Therefore this method provided an estimation of the

event energy in the inner, outer, and total channels with and without a time offset. Calibrating the OF

amplitude to an energy is detailed in Sec. 4.3.

Noise PSD templates were determined separately for each data series (representing an hour of data

acquisition) in order to account for variations in the noise from the environment or electronic sources that

can occur throughout the run. For every second of data acquired within a series, ten non-overlapping

traces with random start times were extracted, and the traces containing a pulse were rejected. The

remaining traces were used to compute an averaged noise PSD for the series. A summary of all of the

averaged noise PSDs during the course of data acquisition are shown overlaid in Fig. 4.8. Although the

noise level was fairly stable between most series, some variation was observed. The disappearance of

some high-frequency noise lines after the first few days of data acquisition, shown by the black noise

PSD curves in Fig. 4.8, is attributed to replacing a noisy high-voltage power supply. The averaged noise

PSD for each series was used for the OF filtering of the events identified within the respective series.

The pulse templates were derived from the traces of triggered events from the laser-calibration data

averaged over each series. Because there was little variation in the pulse shape over time, it was sufficient

to compute a single template to be used for the entire experiment run. Different templates were however

determined for the inner, outer, and total channels. This process is demonstrated in Figs. 4.9 to 4.12.

Figure 4.9 shows an overlay of normalized pulses from laser events averaged over each series in both the

time and frequency domain.
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Figure 4.8: Overlay of the averaged noise PSD J(f) for each series of data acquisition. The black curves
correspond to noise PSDs measured during the first two days of data acquisition during which a noisy
high-voltage power supply was used. The remaining, coloured curves are the noise PSDs measured from
the third day of data acquisition until the end. Courtesy of Noah Kurinsky.

Figure 4.9: Overlay of the normalized pulses from laser events in the time domain (left) and frequency
domain (right) used to create the pulse templates. Each trace displayed represents an average of pulses
for a series in which laser-calibration data was captured. The length of each time bin is ∼ 0.6 µs.
Courtesy of Noah Kurinsky.

The pulses in Fig. 4.9 show some variation in the baseline noise level between series and a few

averaged traces with extreme deviations from the expected pulse shape that were measured while the



Chapter 4. HVeV Run 2: experiment, calibration, and data selection 72

Figure 4.10: Overlay of the normalized pulses from laser events in the time domain (left) and frequency
domain (right) after rejecting pulses with a high variance in either the pre- or post-pulse mean of the
pulse. The black curve in both plots is the average of the accepted pulses. The length of each time bin
is ∼ 0.6 µs. Courtesy of Noah Kurinsky.

ADR, and thus the detector, was warming. In order to improve the selection of pulses to generate the

template, a cut is performed to reject pulses with a high-variance mean pre-pulse or post-pulse value.

The remaining pulses are used to compute an averaged pulse and is shown in Fig. 4.10.
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Figure 4.11: Averaged normalized pulse in the time domain (left) and frequency domain (right). The
black and red curves in both plots show the pulse before and after applying a low-pass filter, respectively,
to reduce the noise variance. The filtered pulse is what is used to create the pulse template. Courtesy
of Noah Kurinsky.
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Figure 4.12: The pulse templates s(t) and s(f) in the time domain (left) and frequency domain (right),
respectively, used for data processing. A separate template is used for the outer (blue), inner (orange),
and total (green) channels. Courtesy of Noah Kurinsky.

Lastly, in order to further reduce the noise in the template, a low-pass filter is applied to the averaged

pulse from the previous step. As seen in Fig. 4.11, the filtering produces very little difference in the pulse

in the time domain, but is quite noticeable in the frequency domain. The result is a pulse template that

is approximately noise-free, thus removing the need for an analytic fit.

Figure 4.12 shows the pulse template in the time and frequency domains for the inner, outer, and

total channels. Only minor differences are observed between the templates. Due to the scarcity of events

in the veto detector, its traces were processed using the same OF algorithm and pulse template as the

traces from the HVeV detector. As Fig. 4.13 shows, the pulse template visually appears to match the

shape of good pulses in the veto detector.

During the processing of the identified event traces a number of reduced quantities (RQs) were

computed to provide relevant information about each event, including the reconstructed pulse amplitude

and goodness of fit values. A description of the most relevant RQs used for this analysis are listed in

Tab. 4.1.

4.2.4 Blinding Scheme

Unlike the HVeV Run 1 analysis, the HVeV Run 2 analysis implemented a three-stage blinding scheme

based on the temporal segregation of the data in order to minimize bias. The blinding scheme and

the procedure for unblinding the data were decided before data acquisition commenced. This blinding

strategy was applied only to the science data that produced the final results and not to the laser-

calibration data nor the 57Co-calibration data that were used for developing the analysis.

For the purposes of the blinding scheme, the continuous data streams were partitioned into 10-s-long

intervals and, as outlined in Sec. 4.2.2, were stored in one-second increments. This allowed for a simple

classification of datasets that are defined as: (i) stage-0, which consists of the first second of each interval;
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Table 4.1: List and description of reduced quantities (RQs) that were computed during the data pro-
cessing of event traces. This list does not represent the entire set of RQs computed, but rather those
which were most important to this analysis. The quantities A0, A, t0, χ2

0(t), χ2
0(f), χ2(t), χ2(f), and

Mean Base were computed separately for the inner, outer, and total channels.

RQ Description

A0 [µA] Amplitude determined from the OF algorithm with no time offset.

A [µA] Amplitude determined from the OF algorithm with allowing a time offset.

t0 [s] Time offset determined from the OF algorithms allowing a time offset.

χ2
0(t)

Goodness of fit of the reconstructed pulse with amplitude A0 in the time domain.
A value of ∼ 1 represents a good fit.

χ2
0(f)

Goodness of fit of the reconstructed pulse with amplitude A0 in the frequency
domain. A value of ∼ 1 represents a good fit.

χ2(t)
Goodness of fit of the reconstructed pulse with amplitude A and time offset t0 in
the time domain. A value of ∼ 1 represents a good fit.

χ2(f)
Goodness of fit of the reconstructed pulse with amplitude A and time offset t0 in
the frequency domain. A value of ∼ 1 represents a good fit.

Mean Base [A] Mean baseline value of the trace before the expected trigger time.

Laser Trig.
Boolean specifying whether or not an event coincides with a trigger issued by the
laser TTL and therefore can be tagged as a laser event.

Laser Trig. Time [s] Time where the laser TTL was found in the trace relative to the trigger time.

Crystal Voltage [V] Calibrated voltage bias through the crystal when an event occurred.

Fridge Temp. [V]
Temperature of the detector housing inside the ADR, in units of V. This param-
eter is converted into units of K during analysis.
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Figure 4.13: Average of traces from the veto detector with the pulse template determined using the
HVeV detector. Although there were not enough events to determine a separate pulse template for the
veto detector, the pulse shape is in good agreement with the pulse template from the HVeV detector.

(ii) stage-1, which consists of the second and third seconds of each 10 s interval; and (iii) stage-2, which

consists of the remaining fourth–tenth seconds of each interval.

The stage-0 dataset, which accounts for 10 % of the entire dataset, was used to assist the development

of the analysis pipeline as well as to produce preliminary DM results. The stage-1 dataset is used as part

of the unblinding procedure. Its purpose is to verify that the analysis pipeline developed with the stage-0

dataset is invariant under a larger statistical sample. The consistency checks include a validation of the

livetime calculations and a validation of the data distributions after data-quality cuts; DM limit results

are not produced during this stage. As will be outlined in Sec. 5.3, the results from the consistency

checks determine which datasets are used to produce the final results.

4.3 Energy Corrections and Calibration

This section describes the corrections to and calibration of the energy that are applied to the data

collected during this analysis. The corrections and calibration are developed using the daily laser-

calibration data, which provide a statistically large sample of good events across all energies within the

analysis range and produce known-energy e−h+-pair peaks; the procedure is subsequently applied to the

background science (DM-search) data. The laser-calibration datasets were measured at 50 and 52 mK

for the first and second half of data acquisition, respectively, with a detector bias voltage of either 60 or

100 V, depending on operating conditions of each day.

This section describes how the OF amplitude A for each identified event is mapped to a measured

phonon energy. Section 4.3.1 verifies that the inner and outer QET channels have the same relative gain,

as expected from the detector design; a differing gain in the two channels would result in degradation of
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the resolution. Operating conditions, such as the detector bias voltage and the fridge temperature, affect

the gain in the QET channels and thus needs to be corrected for. The temperature and HV corrections

are described in Secs. 4.3.2 and 4.3.3, respectively. Because the calibration laser sent photon pulses from

the top surface of the detector, some of its energy is directly absorbed in the QETs instead of in the

crystal and slightly shifted the energy scale of the calibration. This effect, which is relevant only to the

laser-calibration data and not the background data, is corrected for as outlined in Sec. 4.3.4. Lastly,

Sec. 4.3.5 addresses non-linearities observed in the QET gain, and describes the calibration to phonon

energy.

4.3.1 Relative Calibration

The detector design, as outlined in Chapter 3, implements an inner and outer QET channel in order to

achieve good event position information and energy resolution. Because each channel was designed to

have roughly equal surface area coverage, the total deposited energy for an event is the energy determined

by the summed trace of both channels. This summation of the traces can be done using a relative ratio

of 1 between the two traces as long as each QET channel is biased at the same operating point and

therefore is expected to experience the same power-to-current gain. Although the QETs were biased

daily during data acquisition, imperfections such as parasitic resistance in the readout electronics can

potentially cause uneven gain in the channels. Therefore it is necessary to verify that the two channels

do indeed experience the same gain in order to negate the need for a relative gain correction and to have

optimal position information and energy resolution.

This verification requires a dataset that has a known fixed energy and has events sufficiently populated

throughout the detector. The laser-calibration data is not ideal for this exercise because the laser was

focused on the inner QET channel, resulting in event populations that are strongly biased to have a

higher measured energy in the inner channel. Instead this exercise is performed using the first and

second e−h+-pair-peak events from the stage-0 background data. The relative gain is investigated for

each day separately, and a set of data-quality cuts are applied to clean the data. The data quality

cuts include a 3σ cut on the fridge temperature, one-sided cut on χ2
0(t), and a two-sided cut on t0.

Figure 4.14 shows a scatter plot of the measured OF amplitudes from the inner and outer channels, AI

and AO respectively, from the stage-0 background dataset from one day.

Points along the diagonal line in Fig. 4.14 indicate events that have the same amplitude in each

channel. The anti-diagonal lines are placed at the expected locations of the first and second e−h+-pair

peaks and have a slope of −1. The events measured in the peak regions align with the anti-diagonal

lines, which indicates that the summed amplitude of the two channels is constant along these or any

anti-diagonal lines. Although Fig. 4.14 shows the comparison for only one day of data acquisition, similar

results are observed for all other days. Because the inner and outer channels experience equal relative

gain (as expected from the detector design), the total amplitude is calculated simply as the sum of the

amplitudes from each channel without the need for relative scaling between the channels. Using the

same logic, the main energy estimator used in this analysis is the computed amplitude from the sum of

the traces from each channel (i.e. the “total channel”), rather than the sum of the OF amplitudes from

each channel.
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Figure 4.14: Scatter plot of the measured OF amplitudes from the inner and outer channels, AI and AO

respectively, from the stage-0 background events measured on the ninth day of data acquisition after
some data-quality cuts are applied. The solid diagonal line which has a slope of 1 indicates points that
have the same amplitude in both channels. The dashed anti-diagonal lines have a slope of −1 and are
placed at the expected locations of the first and second e−h+-pair peaks. Courtesy of Valentina Novati.

4.3.2 Temperature Correction

Temperature fluctuations are the largest source of gain and amplitude variation of events measured in

the detector. Correcting for this parameter is therefore important to achieve the best energy resolu-

tion and critical to ensure the final energy spectrum from this analysis is independent of temperature.

The detector was thermally coupled to the coldest stage of the ADR, and thus is characterized by the

fridge temperature parameter. As outlined in Sec. 4.2.2, the fridge temperature is a readout parameter

measured in units of volts. The conversion between this readout parameter and the actual fridge temper-

ature is displayed in the left plot of Fig. 4.15. Due to unknown noise sources and ADR behaviour that

is not fully understood, the detector temperature experienced both small- and large-scale fluctuations.

Additionally, the detector temperature would increase as a result of the ADR warm-up that occurred at

the end of each day. A summary of the fridge temperature during data acquisition is shown in the right

plot of Fig. 4.15. For some days of data acquisition, data were not recorded during the ADR warm-up.

The relationship between the fridge temperature and the detector gain variation can be understood

by considering the basic operation of the TESs. The TES gain depends on the TES bias resistance RTES,

which is the resistance of the TES at its steady operating position while the TES is at its operating

temperature T0. For a given energy deposition, a lower value of RTES corresponds to a larger gain seen

by the TES [15]. The Si crystal in the detector is held at the bath temperature Tb, that is lower than

T0. The difference between Tb and T0 is maintained by balancing the Joule heating applied on the TES

with the small thermal conductance between the TES and the crystal. The power loss due to thermal
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Figure 4.15: Left: Conversion between the fridge temperature readout parameter measured in volts and
the actual fridge temperature in milli-Kelvin. Right: Summary of the fridge temperature during data
acquisition. Fluctuations can be seen around the operating temperatures of 50 and 52 mK, with the long
tails corresponding to the daily ADR warm-up. Courtesy of Yen-Yung Chang.

conductance and the biasing power for Joule heating are given by Eq. 3.1 and 3.2, respectively. By

equating the power loss and power gain, RTES can be expressed as:

RTES =
V 2
b

K (T 5
0 − T 5

b )
. (4.4)

During normal operation, Vb is held approximately at a constant. Therefore, a decrease in the fridge

temperature and thus in Tb results in a decrease in RTES and an increase in the gain for a given energy

deposition. Because this reasoning is independent of the detector bias voltage, it negates the need for

separate temperature corrections for the differing HV biases applied to the detector each day.

The temperature correction is developed using a dedicated laser-calibration dataset in which the

QET channels were held at their normal operating point but the fridge temperature was intentionally

varied. This dataset was measured with a 60 V bias voltage applied to the detector. Two temperature

sweeps were conducted in order to develop a separate temperature correction for data captured at each

of the two operating temperatures during data acquisition. The temperature varied from 49.9–51.0 mK

and 51.9–53.0 mK for the 50 and 52 mK corrections, respectively, using 100 µK steps. Lastly, the laser-

calibration dataset was measured using two different laser powers in order to investigate if there is any

dependence on the mean number of photons per pulse λ. Ultimately no λ dependence is observed and

the two datasets, denoted as high-λ and low-λ, are combined to develop the temperature correction. The

data are first cleaned by applying some data-quality cuts: a cut on the OF amplitudes A from the inner,

outer, and total channels using a constant cut-off value, and a 3σ cut on both the fridge temperature

and mean base distributions. Furthermore, only events coincident with the last TTL trigger are selected.

Figure 4.16 shows the OF amplitude A of the total channel versus fridge temperature from the low-λ

laser-calibration datasets after data-quality cuts for the 50 and 52 mK corrections.
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Figure 4.16: Summary of the low-λ laser-calibration datasets acquired for the 50 mK (left) and 52 mK
(right) corrections. The data are plotted as the OF amplitude A of the total channel versus the readout
fridge temperature; a more negative voltage in the fridge temperature parameter corresponds to a lower
actual fridge temperature.

Each cluster of events in Fig. 4.16 corresponds to a quantized e−h+-pair peak neh, starting with

neh = 1 at the bottom. By following the locations of equal neh clusters, there is a clear relationship

between the fridge temperature and A; a lower fridge temperature results in a higher TES gain and

thus a larger measured A for the same energy deposition. To quantify this trend, each neh cluster is

fit to with a Gaussian function; the fit results from the 50 and 52 mK correction datasets are shown in

Fig. 4.17.

The results of the Gaussian fits show a linear relationship between the Gaussian peak location and

the fridge temperature T for equivalent e−h+-pair peaks. The temperature dependence is parameterized

by assuming each equal-energy line in the A-T plane is a straight line, verified by the linear fits shown

in Fig. 4.17. Each equal-energy line has a slope A′ that is parameterized as a function A at some

reference temperature Tref . The chosen values for the 50 and 52 mK corrections are Tref = −4.44

and Tref = −2.81, respectively, which correspond to 50 mK and 52 mK after the voltage-to-temperature

conversion. Although the choices of Tref are arbitrary and do not affect the performance of the correction,

they are chosen so that the correction would have the smallest impact at the temperatures where most

of data were acquired.

The goal of this parameterization is to rotate equal-energy lines, like the ones shown in Fig. 4.17,

around the lines’ intersection at Tref until they are horizontal. In other words, the corrected OF amplitude

Acorr given a measured OF amplitude Aobs and temperature Tobs should be equivalent to Acorr at Tref

following the equal-energy line with slope A′(Acorr) that connects Aobs at Tobs with Acorr at Tref. This

is written in the form:

Aobs = A′ (Acorr|T = Tref) · (Tobs − Tref) +Acorr. (4.5)
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Figure 4.17: Results after fitting a Gaussian function to each neh cluster from the 50 mK (left) and
52 mK (right) temperature-correction datasets. The dotted lines are the linear fits of the Gaussian peak
location versus temperature T for each e−h+-pair quantization starting from neh = 1 at the bottom to
neh = 5 at the top. The data points from the low- and high-λ datasets are combined to compute the
linear fits. The vertical dashed lines correspond to the chosen reference temperatures Tref = 50 mK (left)
and Tref = 52 mK (right) required to perform the temperature correction.

Equation 4.5 ensures that Acorr = Aobs if Tobs = Tref. A
′ (Acorr|T = Tref) and the corresponding values

of Acorr at T = Tref are extracted from the five linear fits in Fig. 4.17 separately for the 50 and 52 mK

corrections, and are shown below in Fig. 4.18.

Figure 4.18 shows a linear dependence of A′ with Acorr at T = Tref, and therefore can be written

simply as:

A′ (Acorr|T = Tref) =
dA′

dAcorr
·Acorr + b, (4.6)

where dA′

dAcorr
is the slope of A′ versus Acorr, and b is a y-intercept parameter. The results from fitting

Eq. 4.6 to the A′ data points are shown by the orange curves in Fig. 4.18, with the fitted dA′

dAcorr
and b

values listed in Tab. 4.2.

Table 4.2: Best-fit results from fitting the linear function in Eq. 4.6 to the A′ data points in Fig. 4.18 for
the 50 and 50 mK temperature corrections. Tref is the chosen reference temperature for each correction
in the readout units of volts.

50 mK Correction 52 mK Correction

Parameter Value

Tref [V] −4.44 −2.81

dA′

dAcorr
[V−1] −0.1838± 0.0003 −0.236± 0.001

b [µA V−1] (4± 9)× 10−4 (7± 1)× 10−3
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Figure 4.18: The slope parameter A′ versus the corrected amplitude parameter Acorr at the reference
temperature Tref for the 50 mK (left) and 52 mK (right) temperature corrections. The data points are
extracted from the linear fits shown in Fig. 4.17. The orange curves are the linear fits to the data points.

Equations 4.5 and 4.6 are combined and rearranged to solve for the corrected amplitude Acorr as a

function of the observed amplitude Aobs, observed temperature Tobs, reference temperature Tref, and the

parameters dA′

dAcorr
and b:

Acorr =
Aobs − b · (Tobs − Tref)

1 + dA′
dAcorr

· (Tobs − Tref)
. (4.7)

For a hypothetical event with zero energy deposition, Aobs and Acorr must be zero for any arbitrary

Tobs. This is only true if the fit parameter b = 0. Although Tab. 4.2 shows that b is not consistent with

zero for the 52 mK correction, it was verified that setting b to zero would cause only a � 1 % difference

in the corrected amplitudes. Equation 4.7 can therefore be simplified to:

Acorr =
Aobs

1 + dA′
dAcorr

· (Tobs − Tref)
. (4.8)

Figure 4.19 shows the temperature correction in Eq. 4.8 with the parameters in Tab. 4.2 applied to the

50 and 52 mK laser-calibration datasets. The equal-energy e−h+-pair clusters after the correction is

applied become horizontal over the temperature range.

Although the temperature correction described in this section is valid over a wide range of fridge

temperatures, most of the data captured during data acquisition was measured when the fridge temper-

ature was stable. Therefore most events have only a small, O(1%) correction applied to the measured

OF amplitude due to temperature, as shown in Fig. 4.20.

4.3.3 High-Voltage Correction

As described in Chapter 2, the energy measured for an event is amplified by Neganov-Trofimov-Luke

(NTL) phonons induced by liberated e−h+-pairs, where the amount of NTL amplification depends on
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Figure 4.19: The combined low- and high-λ laser-calibration datasets acquired for the 50 mK (left) and
52 mK (right) corrections. The data are plotted as the OF amplitude A of the total channel versus the
readout fridge temperature before (blue) and after (orange) the temperature correction. The dashed,
vertical lines are the reference temperatures chosen for each correction.

Figure 4.20: Temperature-corrected OF amplitude as a percentage of the measured OF amplitude versus
event time for the 100 V, stage-0 background dataset.

the voltage bias applied across the detector. Therefore, variation in the HV bias over time directly leads

to variation in the measured energy for equal-energy events. This section describes the procedure used

to correct the OF amplitudes due to variations in HV bias. First, the event amplitudes are corrected for

variations in the HV bias that occurred within each day of data acquisition. Second, the event amplitudes



Chapter 4. HVeV Run 2: experiment, calibration, and data selection 83

are corrected for the day-to-day variations in the HV bias. The HV corrections were developed using the

daily laser-calibration data with the temperature-corrected OF amplitude ATC of the total channel. Due

to the faulty HV power supply, the first two days of data acquisition did not properly record the HV bias

data. Therefore for these days, the data is not corrected for same-day HV variations. Ultimately, these

variations result in very small corrections, as will be shown by Figure 4.23. The data are first cleaned

up by applying a 3σ cut on the fridge temperature and cut on χ2(t) using a constant cut-off value, and

only events coincident with the laser TTL trigger are selected.

Same-Day HV Correction

The same-day HV correction is formulated by first fitting a Gaussian function to the second e−h+-pair

peak in the laser-calibration spectrum from each day. The second e−h+-pair peaks are chosen because

they have a large enough statistical sample to produce a good fit and show relatively fewer non-laser,

background events compared to the first e−h+-pair peak. Next, events within the second e−h+-pair

peak are selected by using a ±3σ cut around the mean value from the Gaussian fits. The remaining

data are then binned by the measured HV bias Vbias; the bin size is determined by the resolution of the

HV readout measurement. A Gaussian function is then fit to the events within each HV bin, extracting

the mean ATC value for each HV bin. The left plot in Fig. 4.21 shows the ATC versus Vbias data points

from one day of laser-calibration data.
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Figure 4.21: Left: Mean temperature-corrected OF amplitude ATC from each HV bin from one day of
laser-calibration data. A linear function described by Eq. 4.9 is fit to the data points and is shown by
the red curve. Right: Summary of the slope values dATC

dV from each laser-calibration dataset. The values
for the first two days are not shown because of the faulty HV power supply that did not properly record
the Vbias data. The 16th day has an unexpectedly larger value of dATC

dV compared to the other days, and
is thus not shown. However, the data acquired for this day was 57Co-calibration data and was therefore
not used for the main DM analysis. Courtesy of Valentina Novati.

The ATC versus Vbias data points are subsequently fit to with a linear function to extract a slope

value dATC

dV , as shown by the red curve in the left plot of Fig. 4.21. The right plot of Fig. 4.21 summarizes
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the fitted dATC

dV values computed from each day of laser-calibration data. Due to the linear relationship

between the HV bias and NTL amplification, the dATC

dV values are expected to be positive. However as

Fig. 4.21 clearly shows, this is not always observed. It is suspected that the typical HV bias variation

within a day is too small to measure significantly positive slope value. Nonetheless, the data within each

day are corrected by doing a rotation about the averaged HV bias measured each day according to:

Aicorr =
dATC

dV
· (Vavg − Vobs) +ATC, (4.9)

where Aicorr is the corrected OF amplitudes after the same-day HV correction, Vavg is the averaged

measured HV bias for each day, and Vobs is the HV bias measured for each event. This correction that

accounts for HV drifting is found to be relatively small compared to the day-to-day HV correction.

Day-to-Day HV Correction

The HV bias of each day was set by hand using a potentiometer operated by a dial, leading to day-to-

day HV bias variation. Figure 4.22 summarizes this day-to-day variation in the HV bias that occurred

during data acquisition. It is evident that the day-to-day variation in the HV bias is much larger than

the same-day variation.
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Figure 4.22: Summary of the averaged HV bias measured for the laser-calibration data acquired for the
100 V datasets (blue) and 60 V datasets (orange). The spreads in the measured HV bias of each day are
represented by the y-direction error bars, and are small (and hard to see) compared to the day-to-day
variation in the HV bias. Courtesy of Valentina Novati.

The day-to-day variation in the HV bias are corrected for by scaling the amplitudes according to:

Aiicorr = Aicorr ·
Vcorr

Vavg
, (4.10)
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where Aiicorr is the OF amplitude after the day-to-day HV correction, Aicorr is the OF amplitude after the

same-day HV correction from Eq. 4.9, Vavg is the averaged HV bias for each day, and Vcorr is the HV bias

to correct all the data to. For the 100 V and 60 V datasets, Vcorr = 100 V and Vcorr = 60 V, respectively.

Although the HV scaling in Eq. 4.10 is consistent with the NTL phonon energy scaling with voltage, it is

not consistent with the total energy scaling with voltage. This is because the total energy measured for

an event is partially comprised of the voltage-independent recoil or absorption energy (see Sec. 2.1.1).

However this analysis is concerned with events with recoil or absorption energies < 50 eV, and the HV

corrections result in < 1 % changes in the amplitudes. Therefore the systematic error produced by this

HV correction is at most 0.5 eV and small enough to be neglected. Figure 4.23 shows the results of both

the same-day and day-to-day HV corrections applied to the temperature-corrected OF amplitudes of the

100 V, stage-0 background dataset.

Figure 4.23: HV- and temperature-corrected OF amplitude as a percentage of the temperature-corrected
OF amplitude versus event time for the 100 V, stage-0 background dataset.

4.3.4 QET Photon Absorption

The laser-calibration data was measured using a laser that shone on the top surface of the detector

where the two QET channels are positioned. Because the Al fins of the QET channels cover roughly

50 % of the surface area, a non-negligible fraction of photons emitted from the laser could be absorbed

directly into the Al fins instead of being absorbed by the Si crystal. These type of events are distinct

from the expected laser events whereby the photons are absorbed by the Si crystal, exciting e−h+ pairs

which generate phonons through NTL amplification that are subsequently absorbed by the Al fins. A

photon that is directly absorbed by the Al fins deposits all of its energy inside the Al fins which is then

measured by the TESs. The QET-absorbed photons do not generate e−h+ pairs and therefore do not

generate additional phonons through NTL amplification. As the W TESs have a small surface area
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coverage, events produced via direct absorption in the TESs are ignored. Direct absorption of photons

by the Al fins is known and has been previously observed in a HVeV detector [145].

The laser power, parameterized by the mean number of photons per pulse λ, was not stabilized, and

therefore produced a Poisson distribution of the number of photons. For larger values of λ, individual

events could be generated by photons absorbed by the Si crystal and photons absorbed by the QETs at

the same time. Due to the voltage bias applied across the detector, the Si-absorbed photons produce

a dominant fraction of the total measured energy and give rise to the quantized e−h+-pair peaks. In

contrast, the QET-absorbed photons account for a small fraction of the total measured energy and

appear as offsets in the energy spectra. The effect of QET-absorbed photons has on the laser-calibration

data is estimated by analyzing the energy offset in the zeroth e−h+-pair peak. Events offset from the

zeroth e−h+-pair peak correspond to single photons that were absorbed by a QET. This correction was

developed with the daily laser-calibration data using A0 of the total channel after temperature and HV

corrections applied, A0, THC. A0, the OF amplitude with no time offset, is used instead of A as the

energy estimator because A0 is better at evaluating the energy of events below the energy threshold (i.e.

events in the zeroth e−h+-pair peak) that aligned with the laser TTL trigger. Due to the low signal-to-

noise ratio below the energy threshold, A can often overestimate the energy by finding a nearby noise

peak with a larger amplitude. The data are first cleaned with a cut on χ2
0(t) using a constant cut-off

value, and events coincident with the laser TTL trigger are selected.

A Gaussian function is fit to the quantized e−h+-pair peaks, including the zeroth peak, from the

A0, THC spectrum of each laser-calibration dataset. The amplitude of each e−h+-pair peak, as well as

the position of the zeroth e−h+-pair peak, are extracted from the fits. The left plot in Fig. 4.24 shows

the e−h+-pair peak amplitudes as a function of peak number neh from one day of laser-calibration

data. A Poisson function is then fit to these data points in order to extract the laser power λ for each

laser-calibration dataset:

y = p0
λx · e−λ
Γ (x+ 1)

, (4.11)

where y is the fitted amplitude of each e−h+-pair peak, x is the number of each peak, Γ (x+ 1) is the

Gamma distribution, and p0 is an overall scaling parameter. The result of fitting Eq. 4.11 to the data

points in the left plot of Fig. 4.24 is shown by the red curve; the laser power for this laser-calibration

dataset is found to be λ = 1.842.

The offsets of the zeroth e−h+-pair peak, in units of neh, were converted to an energy offset in units

of eV by multiplying the values by the HV bias applied to the detector, Vbias. The right plot of Fig. 4.24

shows the zeroth e−h+-pair peak energy offset versus the fitted λ value for each laser-calibration dataset.

The green curve shows the fitted linear function to these data points.

As Fig. 4.24 shows, there is a clear trend between the laser power and the zeroth e−h+-pair peak

energy offset in the laser-calibration data, demonstrating that photon absorption by the QETs is a real

effect. However, the dispersion of the data points in the right plot of Fig. 4.24 is large relative to their

uncertainty, and therefore the fitted linear function to these points cannot be trusted nor used in this

analysis. One possibility for the underestimation of the uncertainty of the data points is that λ may not

be constant over time. The 1σ spread of the residuals from the data points with respect to the fitted

linear function is found to be 0.37(6) eV, and is considered when assessing the uncertainty in the final

limit results.
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Figure 4.24: Left: Fitted peak amplitudes versus number of e−h+ pairs neh from the temperature- and
HV-corrected A0, THC spectrum from one day of laser-calibration data. A Poisson function described
by Eq. 4.11 is fitted to the data points to extract λ and is shown by the red curve. Right: Summary of
the zeroth e−h+-pair peak offset versus the fitted λ value from each laser-calibration dataset. A linear
function, shown by the green curve, is fit to these data points. Courtesy of Valentina Novati.

In lieu of being able to adjust the energy of each event individually, the effect due to QET absorption

is accounted for by adjusting the“true” energy points in the calibration phase described by Eq. 4.14

in Sec. 4.3.5. The value of the energy offset Eoffset is determined by relating the ratio of the zeroth

e−h+-pair peak position in energy and OF amplitude space with the ratio of the difference between the

first and zeroth e−h+-pair peak in energy and OF amplitude space:

Eoffset

A0
0, THC

=
Eγ + e · Vbias

A1
0, THC −A0

0, THC

, (4.12)

where Eγ = 1.95 eV is the photon energy, e is the absolute value of the electron charge, and A0
0, THC

and A1
0, THC are the positions of the zeroth and first peak, respectively, from the temperature- and HV-

corrected A0 amplitudes. The correction factor is evaluated separately for each laser-calibration dataset.

Importantly, this effect is applicable for only the laser-calibration data and not for the background data,

as DM particles are not expected to interact with the Al fins in the QETs and the Si crystal within

the same event due to the small cross sections of the DM candidates. In order to combine the laser-

calibration data from different days, and to calibrate the background data, the offset value from each

laser-calibration dataset is corrected for during energy calibration.

4.3.5 Non-Linearity Correction and Calibration

This last step of energy calibration for this analysis involves correcting for non-linearities in the energy

gain and to convert the OF amplitude measurements to the true energy values in units of eV. As with

the energy corrections described in the previous sub-sections, the energy calibration was developed and

applied separately each day using the daily laser-calibration datasets. This procedure calibrates the
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temperature- and HV-corrected OF amplitudes ATHC of the total channel from each event, although

the temperature- and HV-correction OF amplitudes with no time offset A0, THC are also required. The

calibration uses only events coincident with the laser TTL trigger, and the data are cleaned by removing

events above a constant cut-off value in the χ2(t) and χ2
0(t) parameters.

A Gaussian function is fit to the quantized peaks in the ATHC spectrum from each laser-calibration

dataset, and the peak positions AnTHC for n ≥ 1 peaks were extracted. The number of fitted peaks

differs for each laser-calibration dataset due to the daily variation in the laser power. To improve the

quality of the calibration, particularly at low energies, the position of the zeroth quantized peaks are

also included. However, as outlined in Sec. 4.3.4, the A amplitudes (with a time offset) are a poor

energy estimator for events below the energy threshold and thus events can only be assessed with A0.

To account for the subtle difference between A and A0, the positions of the zeroth peaks in ATHC are

estimated using the positions of the zeroth and first peaks in A0, THC, A0
0, THC and A1

0, THC, by using

the following proportion:
A0

THC

A1
THC

=
A0

0, THC

A1
0, THC

. (4.13)

The AnTHC positions are then related to the expected energy at the nth e−h+-pair peak, En:

En = n · (Eγ + e · Vbias) + Eoffset, (4.14)

where Eγ = 1.95 eV is the photon energy. Eoffset differs for each laser-calibration dataset, and the

background datasets are expected to have no such offset. Therefore in order to combine the laser-

calibration datasets and calibrate the background data, the energy calibration is performed with the

Eoffset subtracted; instead of the AnTHC positions being calibrated to En energies, the AnTHC − A0
THC

positions are calibrated to En−Eoffset energies. Figure 4.25 shows the En−Eoffset versus AnTHC−A0
THC

calibration data points from one day of laser-calibration data.

The measured versus expected energy data points are subsequently fit to a calibration curve described

by a quadratic polynomial function with the form:

y = a · x (1 + b · x) , (4.15)

where y is the expected e−h+-pair peak energy less the QET energy offset, En−Eoffset, x is the measured

peak position less the QET energy offset, AnTHC −A0
THC, and a and b are fit parameters. The quadratic

term in Eq. 4.15 corrects for non-linearities in the calibration. Equation 4.15 also ensures that y(0) = 0,

meaning a measured OF amplitude of zero corresponds to zero energy. The fitted calibration curve is

shown for one day of laser-calibration data in Fig. 4.25, which happens to have only five e−h+-pair peaks

to calibrate to. The calibration curve to each dataset is valid up to six e−h+-pair peaks. Figure 4.26

summarizes the results of the fitted a and b values from the laser-calibration datasets.

After the energy calibration is applied to each laser-calibration dataset, the datasets are combined

to produce the full calibrated laser-calibration data. Figure 4.27 shows the full calibrated datasets for

the 100 V (left) and 60 V (right) measurement. To assess the accuracy of the energy corrections and

calibration, the first six e−h+-pair peaks in the combined energy spectra, where the calibration is valid,

are fit to with a Gaussian function, and the peak positions are extracted.

The extracted e−h+-pair peak locations are compared to the corresponding expected calibration

energy Ecal, where Ecal = En − Eoffset. The difference between the measured peak locations and Ecal



Chapter 4. HVeV Run 2: experiment, calibration, and data selection 89

−0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

AnTHC − A0
THC [µA]

0

100

200

300

400

E
n
−
E

o
ff

se
t

[e
V

]

Calibration Curve

Calibration Data Points

Figure 4.25: Calibration data points and curve from one day of laser-calibration data used to convert
the measured OF amplitudes to true energies. The x-axis corresponds to the position of the nth peak
from the temperature- and HV-corrected OF amplitude spectrum, AnTHC, less the offset due to QET
photon absorption estimated by the zeroth peak position, A0

THC. The y-axis corresponds to the expected
energy of the nth e−h+-pair peak, En, less the energy offset due to QET photon absorption, Eoffset, as
described in Eq. 4.14. The red curve is the fitted calibration curve described by the quadratic function
in Eq. 4.15. Courtesy of Valentina Novati.

is denoted as ∆Ecal. The middle plots in Fig. 4.27 show that all e−h+-pair peaks fall within ±0.2 %

of their expected locations. The bottom plots in Fig. 4.27 show that all the e−h+-pair peaks differ

from their expected locations by less than ±0.5 eV, with most data points being consistent or nearly

consistent with zero. The high precision of the calibration of the laser-calibration spectra shown by the

results in Fig. 4.27 validates the energy correction and calibration procedure described throughout this

section. The procedure was therefore also applied to the background and 57Co datasets. Lastly, the

small calibration errors shown in Fig. 4.27 are considered when evaluating the uncertainty in the final

limit results.
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Figure 4.26: Results of fitting the Eq. 4.15 to the calibration data points from each laser-calibration
dataset. The values of a and a · b correspond to the linear and quadratic terms, respectively, of the
polynomial fit. Courtesy of Valentina Novati.
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Figure 4.27: Top: full laser-calibration spectrum after applying the energy corrections and calibration
described in this section for the 100 V (left) and 60 V (right) measurement. The vertical dashed lines
correspond to the expected calibration energy of each peak, Ecal. The green curves are the fitted Gaussian
function to each e−h+-pair peak. Middle: percent difference between the fitted location and Ecal, ∆Ecal,
of each e−h+-pair peak. The error bars are included but are too small to be visible. Bottom: absolute
difference between the fitted location and Ecal of each e−h+-pair peak. Courtesy of Valentina Novati.
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4.4 Analysis Selection Criteria

This section describes the data selection criteria (denoted as cuts) developed for this analysis. The cuts

are divided into two categories: livetime cuts and data-quality (DQ) cuts. The livetime cuts, outlined

in Sec. 4.4.1, are defined based on quantities not directly related to individual event pulses, such as

the fridge temperature and trigger rates. These cuts evaluate the good periods of time during data

acquisition in which events were measured by removing bad periods of time when data collection was

not optimal. Furthermore, these cuts are used to evaluate the science exposure for this experiment.

Unlike the livetime cuts, the DQ cuts, as outlined in Sec. 4.4.2, are defined based on quantities related

to the event pulses themselves, such as the goodness of fit χ2 quantities. These cuts are used to clean

the data by selecting good-quality events and rejecting those that are not well reconstructed. As such,

the detector efficiency for this analysis is determined based on these DQ cuts. Section 4.4.2 includes the

channel partition cut that was intended to be used in this analysis but, for reasons explained therein,

cannot ultimately be used.

The livetime cuts are developed separately for the laser-calibration and background datasets that have

been corrected and calibrated in energy. The DQ cuts are developed only using daily laser-calibration

datasets, and initial results of these cuts are examined using the stage-0 background data. The cuts are

developed using the same procedure for the data acquired with a voltage bias of 60 and 100 V; however

because this analysis produces separate limit results at 60 and 100 V, the cuts are calculated and applied

separately for the two datasets.

4.4.1 Livetime Selection Criteria

The livetime cuts are used to remove the periods of time when the detector was not in an optimal

condition for data collection. This analysis uses three different categories of livetime cuts: (i) two fridge

temperature cuts to remove periods of time when the ADR fridge temperature regulation was lost; (ii)

a mean base cut to remove periods of time when the detector was not in a stable operating condition;

and (iii) a trigger burst and leakage burst cut to remove periods of time with excessive trigger rates.

Fridge Temperature Cut

The temperature of the detector, characterized by the fridge temperature parameter with a sampling

frequency of 1 Hz, was stable within ∼ 20 µK during normal operation. However the fridge temperature

did experience fluctuation, including periods when the temperature regulation was temporarily lost as

well as end-of-day periods when the fridge warmed. In order to remove the periods when the fridge was

not within its stable operating temperature, two temperature cuts are implemented: a coarsely binned

cut followed by a finely binned cut. The cuts are implemented separately for the data measured at an

operating temperature of 50 and 52 mK.

First, a rough temperature cut is performed by binning the data in 30 s-long intervals and calculating

the average fridge temperature in each bin. After constructing the distribution of the averaged fridge

temperature, a Gaussian function is fitted to the peak, and the 30 s intervals that fall outside ±3σ of

the peak position are removed. This 30 s cut is primarily intended to remove the large periods of time

when the fridge temperature was unregulated as well as the end-of-day periods when the fridge warmed.

Figure 4.28 shows the removed periods of time after this 30 s temperature cut for one day of stage-0

background data.
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Figure 4.28: Fridge temperature versus time for events from one day of stage-0 background data. The
red, shaded regions indicate periods of time that are removed due to the 30 s temperature cut. Courtesy
of Yen-Yung Chang.

Next, a finer temperature cut is performed by binning the remaining data in 1 s-long intervals, which

matches the sampling frequency of the temperature readout. After constructing again the distribution

and fitting a Gaussian function to the peak, the 1 s intervals that fall outside ±3σ of the peak position are

removed. This cut is intended to remove smaller variations in temperature that may have been caused

by small vibrations in the laboratory, as well as periods just before or after removed 30 s intervals that

are also at unstable temperatures. The 1 s temperature cut isn’t used by alone because of temperature

oscillations that occurred as the temperature controller re-stabilized the temperature after a period of

lost regulation. These periods of oscillations are not optimal for data acquisition, yet because of the

precision of the 1 s temperature cut, it may accept some of this time. Conversely, the 30 s temperature

cut is coarse enough to remove these oscillation periods entirely. Figure 4.29 shows the distribution of

the fridge temperature before and after the 30 s and 1 s temperature cuts for the stage-0 background

data measured at 50 and 52 mK.

Due to the temporal nature of the blinding scheme as outlined in Sec. 4.2.4, for every 1 s bin in

the stage-0 background data removed by the 1 s temperature cut, the corresponding 10 s interval is also

assumed to be removed. This provides a conservative estimate of the livetime calculation for the stage-

0 background data. For the stage-2, fully unblinded data, this assumption is lifted and the cuts are

recalculated.

Mean Base Cut

The mean base parameter, which is a measure of the mean of the pre-trigger trace of each event, is

a complementary assessment of the detector stability along with the fridge temperature parameter.

Although the mean base and fridge temperature parameters are highly correlated, there are two main
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Figure 4.29: Distributions of the fridge temperature data from the stage-0 background data measured
at 50 mK (left) and 52 mK (right). Distributions of the data are shown before the temperature cuts
(blue), after the 30 s temperature cut (orange), and after the 1 s temperature cut (green). Courtesy of
Yen-Yung Chang.

advantages with using the mean base to assess detector stability. First, the mean base is measured

for each event compared to the 1 Hz readout of the fridge temperature parameter. Second, it is a

better measure of the actual crystal temperature compared to the fridge temperature readout which can

only estimate the crystal temperature based on the coldest stage of the ADR. These advantages mean

that the mean base parameter is more sensitive to quick changes to the crystal temperature caused by,

for example, a muon interaction with the detector. Even though the mean base is measured for each

individual event, it can be used to develop a livetime cut by averaging the values over distinct periods

of time. Therefore using the mean base parameter for a livetime cut removes periods of time when the

detector is not in an ideal state for energy reconstruction, such as sitting on a long pulse tail of a prior

high-energy event.

The absolute value of the mean base parameter is subject to a DC offset caused by the lock point of the

SQUIDs, and therefore changed slightly each day when the SQUIDs were re-locked. Furthermore, there

are a few instances where the SQUIDs spontaneously re-locked, or “jumped”, during data acquisition,

and abruptly changed the nominal mean base value. To account for these effects, the mean base cut is

performed separately on the dataset from each day, as well as separately for the laser-calibration and

background datasets. In addition, only the difference between the mean base value for each event and

the stable, nominal mean base value, denoted as ∆ Mean Base, holds any physical information, and is

therefore the parameter this cut is developed on.

The data that pass the temperature cut are binned in 1 s intervals, and the average ∆ Mean Base

value in each bin is calculated. A Gaussian function is then fitted to the distribution of averaged ∆ Mean

Base values, and the 1 s intervals that fall outside ±2.5σ of the peak position from each day are removed.

The value of ±2.5σ is chosen because of the long, high-mean-base tails that exist in the ∆ Mean Base
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distributions. Figure 4.30 shows the ∆ Mean Base values from a portion of the laser-calibration data, as

well as the periods of time removed by the mean base cut.
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Figure 4.30: Difference between the mean base value and the nominal mean base value, ∆ Mean Base,
for a portion of laser-calibration data. The shaded regions correspond to periods removed by the mean
base livetime cut. The elevated periods of mean base are due to high-energy cosmic ray interactions
with the detector. Courtesy of Yen-Yung Chang.

Figure 4.30 illustrates how the mean base cut removes periods of time when the detector was not in an

ideal state for energy reconstruction due to muon or similarly high-energy events. It also demonstrates

that the 1 s time intervals used for this cut are sufficiently shorter than the mean base characteristic

recovering time for these types of interactions. Finally, the frequency of high-energy events interacting

with the detector is found to be ∼ 0.2 Hz. The sources of these high-energy events likely include Compton

scatters due to naturally occurring X-ray emitting radioisotopes such as 40K, as well as cosmic muons.

Figure 4.31 shows the distribution of ∆ Mean Base before and after the mean base cut combined from

each day of stage-0 background data measured at 50 and 52 mK.

As with the fridge temperature cut, for every 1 s bin in the stage-0 background data removed by the

mean base cut, the corresponding 10 s interval is also assumed to be removed in order to calculate a

conservative estimate of the livetime for the stage-0 background data. For the stage-2, fully unblinded

data, this assumption is lifted and the cut is recalculated.

Trigger and Leakage Burst Cut

The DM signal models considered in this analysis are expected to have a uniform interaction rate with

the detector over time. A series of many event triggers identified over a short period of time, called a

burst, is not consistent with these models and therefore such periods of time should be removed. Two

types of event burst cuts are applied to the data: (i) a trigger burst cut to remove noisy periods of time

with a high trigger rate caused by environment instability, such as a cellphone ringing in the laboratory;
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Figure 4.31: Distributions of ∆ Mean Base from the data that pass the fridge temperature cut (blue) and
the data that subsequently pass the mean base cut (red). The distributions are shown for the combined
stage-0 background data measured at 50 mK (left) and 52 mK (right). Courtesy of Yen-Yung Chang.

and (ii) a leakage burst cut to remove periods of time with a high trigger rate caused by a high-energy

particle hitting the detector or a nearby material leading to a series of excited states that decay within

a short period of time. The procedure for the two cuts are very similar; the main difference is that the

trigger burst cut calculates the trigger rate using all events, whereas the leakage burst cut calculates the

trigger rate only using events > 0.8 e−h+ pairs. This energy constraint ensures that the trigger rate for

the leakage burst cut is calculated from physical events rather than noise triggers. The cuts described

in this sub-section are applied to the background datasets, but not the laser-calibration datasets due to

the expectantly high trigger rates and the TTL coincident trigger that is used to identify laser events.

The trigger rates are calculated using a binning procedure that is dynamically adjusted based on

the data in each series in order to accommodate variations in the nominal trigger rate over time. As

mentioned in Sec. 4.2.2, each series in the background data corresponds to 1 hour of data acquisition.

The bin size in each series is calculated so that twice the mean number of events within each time bin

is equivalent to seven standard deviations assuming Poisson statistics. More formally, for a bin size of t

and a nominal trigger rate of Γ, the mean number of events per bin is λ = Γt and the standard deviation

is σ =
√
λ =
√

Γt. Imposing the aforementioned condition therefore gives

nΓt = m
√

Γt, (4.16)

where n = 2 and m = 7. Solving for t gives

t =
m2

n2Γ
. (4.17)
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Equation 4.17 ensures that an observed trigger rate of twice the nominal trigger rate is rejected at a

7σ level. Furthermore, it balances the need for finer binning to minimize the livetime loss with having

course enough binning necessary to calculate trigger rates that are less subject to statistical fluctuations.

The trigger burst cut is determined by first determining the nominal trigger rate in each series and

then using Eq. 4.17 to find the time bin size. After calculating the trigger rates with the new binning,

time bins that are > 3σ above the mean rate are removed. Assuming Poisson statistics, the cut threshold

Γc for each series is given by

Γc =
λ

t
+ 3

σ

t

= Γ + 3

√
Γ

t
.

(4.18)

Additionally a flat cut is applied by removing any time bin from any series that exceeds 15 Hz. The

leakage burst cut follows the same procedure as the trigger burst cut, except that the only events used

to calculate the trigger rates are those that are > 0.8 e−h+ pairs in energy and that pass a cut on χ2(f)

from the inner, outer, and total channels using a constant cut-off value. The leakage burst cut also

applies a flat cut, but does so by removing time bins that exceed 10 Hz. The flat-cut values of 15 and

10 Hz are chosen based on prior knowledge of typical event rates seen by this and similar detectors.

Lastly, the combined result of the trigger and leakage burst cuts is the removal of the time bins that are

rejected by either cut.
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Figure 4.32: Density map of the time bins and their corresponding trigger rates over time calculated
for the trigger burst cut from the stage-0 background data measured at 100 V. Each slice in the density
map relates to one hour of data acquisition. The blue and red slices show the time bins that pass and
fail the trigger burst cut, respectively. Slices with a darker shade indicate a greater number of time bins
within that slice.
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A modified approach to the trigger and leakage burst cuts is required due to the temporal blinding

scheme used in this analysis. Because the stage-0 background data contains only the first of every

ten seconds, the dynamic binning procedure would underestimate the trigger rates if the bin size is

larger than one second. Furthermore, simply removing the dead time in each ten second interval could

artificially introduce periods of higher or lower trigger rates. Therefore to accommodate the blinding

scheme for the stage-0 background data, the calculated bin size is constrained to t ≤ 1 s. For the stage-1

background data, the bin size is similarly constrained to t ≤ 3 s. Finally for the stage-2, fully unblinded

data, no constraints are imposed on the binning calculation. Typical bin sizes computed using this

dynamic binning procedure for the unblinded background data are 3–4 s. Figure 4.32 shows the density

map of the time bins and their corresponding trigger rates calculated for the trigger burst cut from the

100 V stage-0 background data.

Figure 4.33 shows the density map of the time bins and their corresponding trigger rates calculated

for the leakage burst cut from the 100 V stage-0 background data. An interesting point of comparison

between Fig. 4.32 and 4.33 is the observed decrease in the average trigger rates over time on certain

days of data acquisition when calculated for the trigger burst cut. In the stage-0 background data, same

decrease is not observed when the trigger rates are calculated for the leakage burst cut, which suggests

that there was elevated environmental noise activity during the start of data acquisition on certain days.
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Figure 4.33: Density map of the time bins and their corresponding trigger rates over time calculated
for the leakage burst cut from the stage-0 background data measured at 100 V. The only events used to
calculate the trigger rates are those that are > 0.8 e−h+ pairs in energy and that pass a cut on χ2(f)
from the inner, outer, and total channels using a constant cut-off value. Each slice in the density map
relates to one hour of data acquisition. The blue and red slices show the time bins that pass and fail the
leakage burst cut, respectively. Slices with a darker shade indicate a greater number of time bins within
that slice.

In order to verify that the trigger and leakage burst cuts perform equally on the stage-0 background

data and the stage-2 background data, the cuts are also applied to the 57Co-calibration data measured at
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60 V twice. First, the cuts are applied after artificially blinding the data to mimic the blinding scheme of

the stage-0 background data. Second, the cuts are applied again to the entire 57Co-calibration dataset.

Fig. 4.34 shows a comparison between the density maps of the time bins and their corresponding trigger

rates calculated for the leakage burst cut with and without the artificial blinding scheme applied.
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Figure 4.34: Density map of the time bins and their corresponding trigger rates over time calculated for
the leakage burst cut from the 57Co-calibration data measured at 60 V. The top plot shows the trigger
rates calculated using only 10 % of the data with the artificial blinding scheme, whereas the bottom plot
shows the trigger rates calculated using all of the data. Each slice in the density map relates to one hour
of data acquisition. The blue and red slices show the time bins that pass and fail the leakage burst cut,
respectively. Slices with a darker shade indicate a greater number of time bins within that slice.

Figure 4.34 shows that the leakage burst cut is at least qualitatively similar after the data is “un-

blinded”, and similar trends in the trigger rate over time are observed. For a more quantitative verifica-

tion, the average trigger rate, passage fraction, and percent of livetime lost are measured for when the

cut is applied to the data with and without the artificial blinding scheme. Table 4.3 lists these quantities

for both the trigger and leakage burst cuts, and shows the percent difference in each quantity after the

data is “unblinded”.

The actual values of the quantities calculated from the 57Co-calibration data are not necessarily

expected to be similar to those from the background data; however it is important to check whether

there is a significant change in the performance of these cuts after unblinding the data. Overall as

Tab. 4.3 shows, the changes to these quantities after the 57Co-calibration data are “unblinded” is small,

with most values changing by less than 10 %. The only exception is the percentage of livetime lost for the

leakage burst case. However it should be noted that the absolute change in this quantity, 0.5 percentage

points, is a small effect. Therefore despite the binning constraints to accommodate the blinding scheme,

the trigger and leakage burst cuts can justifiably be used on the background data after unblinding.
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Table 4.3: Comparison of quantities after applying the trigger and leakage burst cuts to the 57Co-
calibration data measured at 60 V. The same quantities are shown for when the cuts are applied using
10 % of the data with the artificial blinding scheme, as well as when the cuts are applied using the full
dataset.

Trigger Burst Cut

Quantity 10 % Dataset Full Dataset Percent Difference

Average Trigger Rate 11.3 Hz 11.1 Hz −1.8 %

Passage Fraction 41.5 % 44.3 % 6.7 %

Livetime Lost 36.4 % 34.4 % −5.5 %

Leakage Burst Cut

Quantity 10 % Dataset Full Dataset Percent Difference

Average Trigger Rate 4.1 Hz 3.9 Hz −4.9 %

Passage Fraction 91.7 % 92.1 % 0.4 %

Livetime Lost 4.2 % 4.7 % 11.9 %

Summary of Livetime Cuts

Figure 4.35 summarizes the results of the livetime cuts by showing the energy spectrum after each cut

is successively applied to both the laser-calibration and stage-0 background data measured at 60 and

100 V. The laser-calibration data do not have the trigger or leakage burst cuts applied to them, and

instead are filtered for events that are coincident with the laser TTL trigger. The final spectra of the

background and laser-calibration data that pass all of the livetime cuts define the “science exposure”

and “livetime selection” datasets, respectively. The calculated livetime as well as the breakdown of the

livetime lost due to each cut are summarized in Sec. 4.5.

Figure 4.35 shows that the livetime cuts are relatively independent of energy, with two prominent

exceptions. First, the laser TTL trigger coincidence filter applied to the laser-calibration data has a

higher rejection rate at energies below 1 e−h+ pair as a result of discarding events from noise triggers.

Second, the trigger and leakage burst cuts applied to the 60 V stage-0 background data also have a higher

rejection rate at energies below 1 e−h+ pair. This is likely due to a significant amount the noise bursts

that occurred during the acquisition of this data. The following sub-section describes the data-quality

cuts that are applied to the science exposure and livetime selection datasets.

4.4.2 Data-Quality Selection Criteria

The DQ cuts are used to select the events whose trace matches that of an idealized event. This sub-

section describes five categories of DQ cuts: (i) a trigger offset cut to reject events caused by noise

triggers and pulses affected by pile-up; (ii) a mean base cut to reject events that were measured on the

tail of a pulse from a prior high-energy event; (iii) two χ2 cuts to reject pile-up events and pulses with

shapes unlikely to be caused by DM; (iv) a veto detector cut to reject events that are coincident with a

trigger from the veto detector; and (v) a partition cut to reject events that occurred in the outer channel

of the detector. Because the partition cut cannot be successfully implemented, this analysis uses only

the four previously mentioned DQ cuts to select for good events.
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Figure 4.35: Summary of the energy spectra produced after successively applying the livetime cuts to
the stage-0 background data (top) and laser-calibration data (bottom) measured at 100 V (left) and 60 V
(right). The laser-calibration spectra do not have the trigger and leakage burst cuts applied, but the
data is filtered for events coincident with the laser TTL trigger. The final spectra of the background
and laser-calibration data that pass all of the livetime cuts define the “science exposure” and “livetime
selection” datasets, respectively.

Trigger Offset Cut

The main energy estimator in this analysis is the OF amplitude A of the total channel, such that the

OF algorithm allows for a time offset t0 between the trigger time and the time which, along with A,

minimizes χ2(f). This method allows the OF algorithm to compensate for any trigger time offsets,

and leads to better energy reconstruction. However in situations where the raw trace has peaks of

comparable heights as the main event pulse, such as pile-up events and low-energy events with a low
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signal-to-noise ratio, the OF algorithm can falsely assign the value of t0 due to its bias toward higher

peaks. Therefore the cases where the OF algorithm erroneously fits to a pile-up pulse or a noise peak

are generally associated with larger t0 values, whereas good pulses have small values of t0.

The trigger offset cut uses the laser-calibration data that pass the livetime cuts defined in the previous

section and are coincident with the laser TTL trigger. A Gaussian function is fit to the distribution of

t0 separately for the 60 and 100 V datasets, and the best-fit mean value and standard deviation σ are

extracted. Events with t0 outside of ±3σ of the mean are rejected. Figure 4.36 shows the distribution of

t0 from the 60 V and 100 V data, as well as the ±3σ cut thresholds. The corresponding distributions from

the stage-0 science exposure datasets are also seen in Fig. 4.36. Finally for comparison, the distributions

of t0 from the laser-calibration data that pass the livetime cuts but have not been filtered for events

coincident with the laser TTL trigger are shown.
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Figure 4.36: Distributions of the trigger offset t0 for the data measured at 100 V (left) and 60 V (right).
The distributions are shown for the laser-calibration data that pass the livetime cuts with (red) and
without (blue) filtering for events that are coincident with the laser TTL trigger. The gray, shaded
distributions are the stage-0 science exposure datasets. The dashed, vertical lines are the ±3σ trigger
offset cut thresholds. Courtesy of Yen-Yung Chang.

The trigger delay cuts for the 60 and 100 V data are subsequently applied to the corresponding stage-

0 science exposure datasets. The widths σ ∼ 1 µs of fitted Gaussian functions are in good coincidence

with the timing resolution set by the digitization rate of 1.51 MHz. It is also interesting to note that the

width of the t0 distributions are inversely proportional to A, and thus to the reconstructed energies. As

a result, the cut threshold choices of ±3σ implicitly impact the energy thresholds for this analysis. This

is reflected in the cut efficiency calculation described in Sec. 4.5.
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Mean Base Cut

The mean base parameter can identify events that were measured on the pulse of a prior high-energy

event. Unlike the livetime mean base cut described in Sec. 4.4.1, which takes averages of the mean base

parameter over time intervals, the DQ mean base cut is performed on an event-by-event basis. Due

to slight differences in the SQUID lock point of each day, instances of spontaneous SQUID re-locking,

temperature-related shifts, and general discrepancies between the laser-calibration and background data,

the nominal mean base value for each dataset differs. Therefore the DQ mean base cut is developed

and applied to the dataset acquired from each day, as well as the laser-calibration and background

datasets, separately. A Gaussian function is fitted to the mean base distribution from each dataset, and

the mean and standard deviation σ are extracted. Events that are outside of ±3σ of the mean value

are rejected. Figure. 4.37 shows the mean base distributions for the laser livetime selection and stage-0

science exposure datasets from one day of data acquisition, as well as the corresponding cut thresholds.

−2.24 −2.22 −2.20 −2.18 −2.16 −2.14 −2.12 −2.10

Mean Base [µA]

100

101

102

E
ve

n
ts

/0
.5

n
A

Stage-0 Science Exposure

Laser Livetime Selection

Figure 4.37: Distributions of the mean base parameter for the laser livetime selection (orange) and
stage-0 science exposure (blue) datasets from one day of data acquisition. The dashed, vertical lines are
to the ±3σ cut thresholds of the dataset of matching colour. Courtesy of Yen-Yung Chang.

Although there is a lot of redundancy between the livetime and DQ versions of the mean base cut,

the DQ cut is able to reject individual events with an outlying mean base value that are missed by

the livetime cut. There are also noticeable difference between the mean base distributions from the

laser-calibration and background datasets. The distributions from the background datasets tend to be

wider, which is likely due to the greater temperature variation that occurred during the acquisition

of background data. Furthermore, the laser-calibration datasets tend to be shifted to slightly higher

mean base values. One possibility for these observed shifts is due to the laser pulses directly hitting

the QET channels that caused the photon absorption offsets described in Sec. 4.3.4. The photons that

were directly absorbed by the QETs may have produced a slight heating effect in the TESs, thereby

increasing the nominal mean base value of the detector.
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χ2 Cut

The quality of the pulse from each event is assessed using two goodness-of-fit parameters: (i) χ2(f),

which measures the goodness-of-fit of the fitted pulse template in the frequency domain and is also the

quantity minimized in the OF algorithm; and (ii) χ2(t), which measures the goodness-of-fit of the same

fitted pulse template but in the time domain. Both of these parameters are used to produce two separate

goodness-of-fit cuts. Although the cuts appear to be similar, they serve distinct purposes. The χ2(f) cut

is better able to assess how well the shape of a given pulse matches with the expected pulse template and

ensures the correct evaluation of pulse amplitudes and therefore of event energies. Conversely the χ2(t)

cut is more sensitive to phase shifts or temporal misalignment in the pulses that are hard to observe in

the frequency domain, and can therefore be a better identifier of pile-up events. The cuts are developed

using the events from the calibrated laser-calibration data coincident with the laser TTL trigger, and

are subsequently applied to the background data.

The χ2(f) and χ2(t) cut thresholds allow for a slight energy dependence. The energy dependence

in the χ2 parameters comes from small variations in the pulse shape at higher energies due to small

amounts of saturation. The procedure to implement the two cuts are identical. First, a distribution of

the χ2(f) or χ2(t) is constructed at each e−h+-pair peak observed in the data. A Gaussian function

is then fitted to each peak, and the mean µ and standard deviation σ values are extracted. The χ2(f)

and χ2(t) distributions at each e−h+-pair peak are not exactly Gaussian due to the extended tails of

high χ2(f) or χ2(t) values, and therefore the fits exclude the data that constitute these extended tails.

The energy-dependent cut thresholds C(E) are determined by considering the χ2(f) and χ2(t) points

3σ above µ at each e−h+-pair peak. The points are fitted to the equation

C(E) = a · Eb + c, (4.19)

where a, b, and c are fit parameters. The parameter b is allowed to float in order to allow for an

arbitrary energy dependency. Equation 4.19 is fit to the points µ + 3σ at each e−h+-pair peak at

energy E. Figure 4.38 shows a scatter plot of the χ2(f) and χ2(t) values over energy from the 100 V

laser-calibration data, as well as the fitted C(E) curves. Table 4.4 lists the results from fitting Eq. 4.19

to the χ2(f) or χ2(t) data from the 60 and 100 V laser-calibration data.

Table 4.4: Results from fitting Eq. 4.19 to the points µ+ 3σ at each e−h+-pair peak at energy E from
the χ2(f) and χ2(t) laser-calibration data. The results are shown separately for the data measured at
60 and 100 V.

60 V 100 V

Parameter χ2(f) χ2(t) χ2(f) χ2(t)

a [eV−b] (0.5± 2.3) × 10−12 (0.5± 1.5) × 105 (2± 7) × 10−11 (5± 5) × 10−6

b 3.8± 0.7 1.6± 0.6 3.0± 0.4 1.5± 0.2

c 0.1674± 0.0001 1.028± 0.006 0.1669± 0.0001 1.014± 0.001

Figure 4.38 and Tab. 4.4 show a slight energy dependence on the χ2(f) and χ2(t) parameters over

the region of interest for this analysis (six e−h+ pairs). Moreover, there is a greater energy dependence

in the χ2(f) parameter compared to χ2(t). This suggests that deviations from the expected pulse shape



Chapter 4. HVeV Run 2: experiment, calibration, and data selection 105

Figure 4.38: Scatter plot of the χ2(f) (top) and χ2(t) (bottom) data from the laser-calibration data
measured at 100 V. The yellow points correspond to the fitted mean value µ from the χ2(f) or χ2(t)
distribution at each e−h+-pair peak. The red points correspond to the µ+ 3σ value at each e−h+-pair
peak used to determine the cut thresholds. The red curves are the fitted cut threshold curves C(E)
described by Eq. 4.19. Courtesy of Valentina Novati.

that occur at high energies have greater impact in the frequency domain compared to the time domain.

Additionally the fitted parameters from the 60 V data show a slightly larger energy dependence compared

to those from the 100 V data. Although the cause of this is unknown, it may be related to differences

in the events at comparable energies. At ∼ 420 eV, the 60 V data are measuring events comprised of 7

absorbed photons, whereas the 100 V data are measuring events comprised of only 4 absorbed photons.

If the pulse shape depends on the positional spread of photons, there would be a larger spread in the χ2

parameter in the 60 V data.

Figure 4.39 compares the result of the χ2(f) and χ2(t) cuts on the 100 V data relative to one another.

The top plot shows the scatter plot of χ2(f) over energy from both the entire dataset and from the data

that pass the χ2(t) cut, and shows the C(E) curve for the χ2(f) data. Conversely, the bottom plot

shows the scatter plot of χ2(t) over energy from both the entire dataset and from the data that pass the

χ2(f) cut, as well as the C(E) curve for the χ2(t) data.

As observed in Fig. 4.39, although nearly all the events that pass the χ2(t) also pass the χ2(f)

cut, there are a significant number of events that pass the χ2(f) cut but do not pass the χ2(t) cut,

particularly at low energies. Figure 4.40 shows two examples of traces that pass the χ2(f) cut yet are

rejected by the χ2(t) cut. This select group of events is primarily comprised of pile-up events and events

measured on the tail of a prior high-energy event. For these events, a nearby pulse or a high-energy tail

correspond to low-frequency components of the trace in frequency space which are highly suppressed by

the OF algorithm. The χ2(f) cut is therefore not sensitive enough to reject traces with these types of

deviations. Conversely because the expected pulse shape has a flat baseline and only one pulse, traces

with these types of deviations are rejected by the χ2(t) cut.
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Figure 4.39: Top: scatter plot of the χ2(f) data from the laser-calibration dataset measured at 100 V.
Events that pass the χ2(t) cut are shown in orange, and the blue curve is the fitted cut threshold
curve C(E) described by Eq. 4.19 for the χ2(f) cut. Bottom: scatter plot of the χ2(t) data from the
laser-calibration dataset measured at 100 V. Events that pass the χ2(f) cut are shown in blue, and the
orange curve is the fitted cut threshold curve C(E) described by Eq. 4.19 for the χ2(t) cut. Courtesy of
Valentina Novati.
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Figure 4.40: Examples of the traces from events that pass the χ2(f) cut but are rejected by the χ2(t)
cut. These types of events are typically events measured on the tail of a prior high-energy event (left)
or a pile-up event with multiple pulses in the trace (right). The dashed curves show the fitted pulse
template for each event.

Veto Detector Cut

As mentioned in Sec 4.2, this experiment ran with a veto detector adjacent to the main HVeV detector

that is composed of a single TES. Although this individual TES is unaffected by energy depositions in
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the main detector, it is sensitive to electronic noise coupled with the readout system shared by both

detectors. The purpose of the veto detector cut is to identify and reject events that are coincident in

both the HVeV and veto detector that are caused by either noise triggers from the electronic readout

system or external events such as telegraph noise bursts and cosmic-ray-induced particle bursts.

For every event that caused a trigger in the HVeV detector, the OF amplitude A0 is measured from

the trace from the veto detector. Recall that A0 is the OF amplitude using a fixed time or, said differently,

with no time offset from the triggered time. Therefore the A0 values from the veto detector, AV0 , are

computed at the times coincident with the triggered events from the HVeV detector. A distribution of

the AV0 values are constructed in order to identify the events with coincident pulses in both detectors.

A Gaussian function is fitted to the AV0 distribution and the mean value and standard deviation σ

are extracted. Events with a coincident pulse amplitude that is > 3σ above the mean are rejected.

The cut threshold is determined by the laser livetime selection data and is subsequently applied to the

background data. Figure 4.41 shows the distribution of AV0 values from the laser livetime selection and

stage-0 science exposure datasets measured at 100 V.
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Figure 4.41: Distributions of the OF amplitudes measured from the veto detector traces when triggered
by an event in the HVeV detector, AV0 , from the laser livetime selection (orange) and stage-0 science ex-
posure (blue) datasets measured at 100 V. The dashed, vertical line corresponds to the 3σ cut threshold.
Courtesy of Yen-Yung Chang.

The absolute energy scale of the pulses from the veto detector are irrelevant for this analysis, and

thus AV0 is not calibrated to a true energy. The cut seen in Fig. 4.41 has no correlation with energy,

and is consistent with randomly rejecting events at a sub-percent level. As described in Sec. 4.2, the

veto detector has a critical temperature of Tc = 52 mK and therefore was inoperable on the days of data

acquisition when the detectors were operated at 52 mK. This means that the veto detector cut is applied

only to the data that were measured at 50 mK, which include all the data measured at 100 V and one

day of data measured at 60 V.



Chapter 4. HVeV Run 2: experiment, calibration, and data selection 108

Partition Cut

The HVeV detector was designed with two channels in order to extract the positional information of

events. The goal within this analysis is to use this position information to reject events that are effected

by the sidewalls of the detector and therefore to improve the final event spectra used for producing

the limit results. As will become evident, the partition cut is not ultimately used in the analysis. But

because the two-channel design of the HVeV Run 2 detector is a large point of emphasis, the details of

this cut are still provided here.

The type of events that could be removed include those whose liberated e−h+ pairs reach a detector

sidewall before reaching the top or bottom surface of the detector thus lowering the total energy mea-

sured, and leakage events that are caused by imperfections in the sidewalls themselves. The positional

information of events is measured by the channel partition. For each event, the OF amplitudes of the

inner and outer channels, AI and AO, respectively, are used to calculate the partition, defined as

Partition =
AI −AO
AI +AO

. (4.20)

Therefore events whose energy is all measured in the inner channel will have a partition of +1, whereas

events whose energy is all measured in the outer channel will have a partition of −1. A cut to remove

events that originated in the outer channel region is done by rejecting events with a partition closer to

−1.

As a partition cut is a DQ cut, the cut efficiency must be calculated. Unfortunately the laser-

calibration data are insufficient for this purpose because the laser is pointed directly at the inner channel

and thus the partition from laser-calibration events are heavily biased toward a partition of +1. The

DM candidates are conversely expected to interact uniformly within the detector and not exhibit such

a partition bias. The 57Co-calibration data are instead used to develop the partition cut and calculate

the cut efficiency.

The main decay mode of 57Co of interest for this analysis is the electron capture to the 136.47 keV
57Fe excited state and the subsequent emission of 122 keV gammas due to de-excitation [146]. Photons

of this energy will predominantly interact with the Si detector through Compton scattering with a mean-

free-path of ∼ 3 cm, larger than the size of the detector. The energy depositions are therefore obtained

over a broad energy range and events are uniformly distributed throughout the detector, thereby making

a suitable source of data to study the position dependence and partition. 57Co-calibration data were

acquired with an applied bias voltage of 0 and 60 V. Because the Compton energy spectrum extends

much further than the detector saturation level (∼ 1 keV in the measured phonon energy), acquiring

the 57Co-calibration data at 60 V compared to 100 V allows for a greater number of unsaturated events

to be measured. The 0 V 57Co-calibration data is not applicable for this study because of the different

mechanisms for measuring energy depositions. Therefore the cut is developed using the 57 hours of 60 V
57Co-calibration data only.

The 57Co-calibration data are first calibrated in energy to the number of e−h+ pairs neh. Good

events are then selected by applying a series of cuts: (i) a fridge temperate cut developed separately

from the 57Co-calibration data; (ii) a trigger offset cut using the same threshold values obtained from the

laser-calibration data; (iii) an event-by-event mean base cut developed for each day of 57Co-calibration

data; (iv) a χ2(f) and χ2(t) cut using the same thresholds obtained from the laser-calibration data; and
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Figure 4.42: Channel partition versus number of e−h+ pairs neh for events from the 57Co-calibration
data that pass the series of quality cuts. The partition is defined by Eq. 4.20; events with a partition
closer to +1 (−1) correspond to a greater proportion of the measured energy in the inner (outer) channel.
The black, horizontal line indicates equal energy deposition in both channels.

(v) a veto detector cut developed separately from the 57Co-calibration data. The partition values from

the remaining events that pass all of the cuts are calculated and shown in Fig. 4.42.

The events in Fig. 4.42 are relatively uniform in partition, as expected for the 57Co-calibration

data. Using the easiest example, a flat partition cut is defined to reject events with a partition of < 0,

corresponding to events below the black, horizontal line in Fig. 4.42. Figure 4.43 shows the energy

spectrum of 57Co-calibration events after applying each of the previously mentioned cuts to the data,

including the partition cut.

The reason why a partition cut cannot be developed and implemented in this analysis is evident

in Fig. 4.43. As the energy calibration of this analysis is valid up to six e−h+ pairs, the efficiency of

each DQ cut must also be valid up to six e−h+ pairs. However there is not a sufficient number of good

events from the 57Co-calibration data above three e−h+ pairs to confidently calculate a partition cut

efficiency. Specifically, there are only 134 events in total between three and six e−h+ pairs before the

partition cut, and only 59 events after the partition cut over the same range. The reason why there

are such few events at high energy is due to the large number of saturated and pile-up events that are

rejected by the quality cuts. Even with the detector having an applied voltage of 60 V, the quality of

the vast majority of 57Co-calibration events is too poor. It is also observed that the 57Co-calibration

and 60 V background energy spectra (seen in Fig. 4.44) after their respective quality cuts are applied to

the data are comparable in both shape and in the ratios between the heights of the e−h+-pair peaks.

This suggests that the 57Co-calibration spectrum is dominated by background events instead of 57Co

events that, due to Compton scattering, are expected to produce a flat energy spectrum. This is another

indicator that the 57Co-calibration data cannot be used to develop a partition cut for this analysis.
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Figure 4.43: Energy spectrum of 57Co-calibration events after applying each quality cut to the data and
after applying the simple partition cut. The energy is measured as the number of e−h+ pairs neh. The
partition cut rejects events with a partition of < 0.

Although the development of a partition cut is unsuccessful for this analysis, the two-channel design

of the detector and methodology outlined here are encouraging signs that a partition cut could be develop

in the future with the right data. Future studies could investigate how this and other similar detectors

respond to radioisotopes used as calibration sources, or use simulated data obtained by sophisticated

detector and particle simulations. Furthermore, low-energy events could be generated by using optical

photons with a different experimental setup. For instance, a mechanical system could be installed to

direct the laser pulses to different regions of the detector (as is done in Chapter 6), or the beam spot of

the laser could be made purposefully larger than the area of the detector.

Summary of Data-Quality Cuts

Figure 4.44 summarizes the results of the DQ cuts by showing the energy spectrum after each cut is

successively applied to both the laser livetime selection and stage-0 science exposure datasets measured

at 60 and 100 V. The final spectra of events from the background datasets measured at 60 and 100 V

that pass the DQ cuts define the “DM-search” spectra that are used to produce the limit results. The

cut efficiency is calculated using the laser-calibration data that pass the DQ cuts and is summarized in

Sec. 4.5.

4.5 Livetime, Efficiency, and Experimental Parameters

This section describes the calculations of necessary experimental parameters required to produce the

limit results. These parameters include: (i) the experimental livetime; (ii) the detector efficiency; (ii) the

detector resolution; and (iv) the detector charge trapping (CT) and impact ionization (II) probabilities.
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Figure 4.44: Summary of the energy spectra produced after successively applying the DQ cuts to the
stage-0 science exposure data (top) and the laser livetime selection (bottom) measured at 100 V (left)
and 60 V (right). Due to a miscommunication that occurred during the analysis, the mean base cut is
not applied to the 100 V laser livetime selection data (see Sec. 4.5.2). The gray, shaded regions are the
final spectra produced after applying all of the DQ cuts used in this analysis. For the background data,
these final spectra define the “DM-search” spectra that are used to produce the limit results. For the
laser-calibration data, these spectra are used to calculate the cut efficiency.

4.5.1 Livetime

The livetime measures the amount of good operating time the detector had during data acquisition, and

therefore the amount of time required to record the science exposure data measured at 60 and 100 V.

The raw livetime of detector operation is defined as the total time between the first and last recorded

trigger in each series. The times before the first trigger and after the last trigger in each series are
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ignored due to an inability to confirm that the DAQ was operating properly. However this neglected

time is estimated to be << 1 % of the total raw livetime from each day.

The livetime is calculated after successively applying the livetime cuts described in Sec. 4.4.1 to

the background data, with final livetime simply as the livetime remaining after all of the cuts have

been applied to the data. Recall that for the stage-0 background datasets, certain considerations and

assumptions are made to account for the temporal blinding scheme. Specifically for the 1 s temperature

cut and the mean base cut, which also bins the data in 1 s intervals, it is conservatively assumed that any

time bin removed also removes the entire 10 s interval for the purposes of calculating the livetime. Let

TR be the raw livetime and T rT, MB be the livetime removed after the fridge temperature and mean base

cuts. The livetime available after the fridge temperature and mean base cuts, T aT, MB, for the stage-0

background data (which accounts for 10 % of the entire dataset) is calculated as

T aT, MB =
(
TR − T rT, MB

)
× 0.1. (4.21)

For the trigger and leakage burst cuts applied to the stage-0 background data, the time bins are con-

strained to be no larger than the 1 s interval implemented for the blinding scheme. Because the time

bins for these cuts are necessarily aligned with the time bins from the blinding scheme, no further as-

sumptions are required to calculate the livetime. Let T rTB, LB be the livetime removed due to the trigger

and leakage burst cuts. The final livetime TF for the stage-0 background data is calculated as

TF = T aT, MB −
(
T rTB, LB \ T rT, MB

)
, (4.22)

where T rTB, LB \ T rT, MB is the livetime removed by the trigger and leakage burst cuts that isn’t also

removed by the fridge temperature and mean base cuts. The same logic for calculating the livetime

is also applied to the stage-1 background data that includes an additional 20 % of the data. When

the data is fully unblinded, the livetime assumptions and constraints are lifted, and the livetime is

trivially calculated as the time remaining after the livetime cuts are applied to the data. For the stage-2

background data, the final livetime is the total livetime of the entire dataset less the livetime from second

1 or seconds 1–3 of every 10-s interval, depending on the outcome of the unblinding verification tests

described in Sec. 5.3. Table 4.5 summarizes the livetime calculations after each livetime cut is applied to

the stage-0 background data measured at 60 and 100 V. The final livetime is converted to an exposure

by multiplying the value by 0.93 g, the mass of the detector.

The comparison between the calculated livetimes in Tab. 4.5 after the mean base and the 1 s fridge

temperature cuts are applied to the data further illustrates the strong correlation between the fridge

temperature and the mean base value; nearly all of the livetime removed by the 1 s fridge temperature

cut is also removed by the mean base. Unsurprisingly the 30 s fridge temperature cut removes the

largest amount of livetime. As Fig. 4.28 shows, this cut removes long periods of time when the fridge

temperature was unstable or was rising at the ADR warming at the end of each day.

4.5.2 Efficiency Calculation

The detector efficiency for this analysis combines the trigger efficiency from the trigger data and the cut

efficiency induced by the DQ cuts. Together these efficiencies are used to compute efficiency curves for

the data measured at 60 and 100 V that are required to produce the limit results.
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Table 4.5: Summary of the livetime calculations after each livetime cut is applied to the stage-0 back-
ground data measured at 60 and 100 V. The final livetime and exposure for each dataset given a detector
mass of 0.93 g are also reported.

60 V 100 V

Livetime [Hours] % Livetime [Hours] %

Raw Livetime 2.49 100.00 7.8 100.00

30 s Fridge Temperature Cut 1.71 68.44 5.2 66.80

Mean Base Cut 1.33 53.44 3.9 50.80

1 s Fridge Temperature Cut 1.33 53.44 3.9 50.78

Trigger and Leakage Burst Cut 1.25 49.91 3.6 46.62

Stage-0 Background Dataset Final Livetime [Days] Exposure [g-days]

60 V 0.052 0.048

100 V 0.15 0.14

Trigger Efficiency

The trigger efficiency measures how efficient the triggering procedure is at identifying events. For low-

energy events the trigger efficiency is poor due to a low signal-to-noise ratio, whereas the reverse is true

for high-energy events. The trigger efficiency curve therefore acts as a “turn-on” curve which shows the

transition between noise-induced triggered events and events triggered by real energy depositions. The

point in energy at which all the triggered events are due to real energy depositions refers to the trigger

threshold, and also provides the low-energy threshold of the analysis range. Because this analysis relies

on e−h+-pair quantization, the DM signal models for the purposes of limit setting are not relevant below

the first e−h+-pair peak, which corresponds to ∼ 60 eV and ∼ 100 eV for the data measured at 60 and

100 V, respectively. Fortunately this means that the exact value of the trigger threshold is not critical

to this analysis as long as it is below the first e−h+-pair peak.

The trigger efficiency is calculated using the laser-calibration data with the OF amplitude A0, cali-

brated to phonon energy, as the energy estimator. A0 is used in order to have better energy estimation of

events in the zeroth-energy peak. Two triggering procedures are applied to the data streams to identify

events: one using the normal triggering procedure used for data acquisition, and another that uses the

laser TTL trigger to identify events coincident with the laser pulses. The energy spectra from these two

datasets are constructed by binning the data in 3 eV bins; the trigger efficiency is calculated as the ratio

of the number of events from the two spectra in each energy bin. The efficiency data is then fit to with

the trigger efficiency curve f(E), given by:

f(E) =
1

1 + e−
E−a
b

, (4.23)

where E is the phonon energy, and a and b are fit parameters. The fit is performed separately on the

data measured at 50 and 52 mK in order to account for differences in the QET channel gain and energy

estimation at the two temperatures. Figure 4.45 compares the energy spectra of events triggered by the

normal triggering procedure and events triggered by the laser TTL, as well as the trigger efficiency data
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and the fitted trigger efficiency curve described by Eq. 4.23. The unevenly spaced peaks are due to the

energy spectra consisting of data measured at both 60 and 100 V, but do not affect the trigger efficiency

estimation. Table 4.6 lists the results of fitting f(E) to the laser-calibration data measured at 50 and

52 mK.
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Figure 4.45: Top: energy spectra of laser-calibration events measured at 50 mK (left) and 52 mK (right).
The black spectra correspond to events identified by the normal triggering procedure used for data
acquisition, whereas the red, shaded spectra correspond to events identified by the laser TTL trigger.
The uneven peaks in the spectra are due to the combination of data measured at 60 and 100 V. Bottom:
trigger efficiency for the data measured at 50 mK (left) and 52 mK (right). The data points are the
efficiency calculated as the ratio of the number of events in each 3 eV bin from the two corresponding
energy spectra in the top panel. The green curves are the fitted trigger efficiency curves f(E) described
by Eq. 4.23. Courtesy of Valentina Novati.

Table 4.6: Results from fitting the trigger efficiency curve f(E) described by Eq. 4.23 to the trigger
efficiency data from laser-calibration data measured at 50 and 52 mK.

Parameter 50 mK 52 mK

a [eV] 28± 1 36.9± 0.6

b [eV] 1.9± 0.4 3.7± 0.2

The trigger threshold is defined as the point where the trigger efficiency becomes 100 %. As shown

in Fig. 4.45, the trigger threshold for the data measured at 50 mK and 52 mK is ∼ 40 eV and ∼ 50 eV,

respectively. For the purposes of calculating the limit results, a uniform trigger threshold of 50 eV is

chosen in order to avoid combining different energy thresholds in the limit calculations. Although this

threshold is close to the energy of the first e−h+-pair peak at 60 V, it is still sufficiently far away at

> 3σ〈E〉, where σ〈E〉 is the energy resolution, to not affect the limit calculations.
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Cut Efficiency

Laser-calibration events are used to approximate DM interactions with the detector in terms of the

detector response to energy depositions and the expected pulse shape of good events. In lieu of a trusted

model to simulate DM interactions in an HVeV detector, the efficiency must ultimately be estimated

from the laser-calibration data. It is, however, important to mention key differences between laser

events and potential DM events. First, due to the high cross section of photon absorption, the energy

deposition from laser events occurs near the surface of the detector, whereas DM events are expected to

uniformly interact with the detector. Because the energy deposition of both event types is dominated

by the phonon amplification of liberated e−h+ pairs, there is assumed to be no difference in the pulse

shape nor energy estimation. Second, laser events with an energy above one e−h+ pair correspond

to multiple photons being absorbed at different times and different locations. Conversely events from

DM interactions are expected to correspond to a single energy deposition regardless of how many e−h+

pairs are produced. Because the time scale of multi-photon absorption in the detector is much smaller

than the timing resolution of the detector, there are assumed to be no differences in the pulse shape of

multi-photon laser events due to differing absorption times. Although with no direct dataset to verify,

but with no data indicating otherwise, there are also assumed to be no differences in the pulse shape of

multi-photon laser events due to differing absorption positions. Lastly, the energy deposition is slightly

different for laser events than what is expected for DM events. Both types of events produce the same

phonon energy from the phonon amplification of liberated e−h+ pairs. However laser events additionally

produce the absorption energy Eγ from n absorbed photon, n · Eγ , whereas DM events are expected

to additionally produce the varying recoil or absorption energy Er from the scattered or absorbed DM

particle. This means that mono-energetic sources, whether laser events or otherwise, will result in e−h+-

pair peaks at different energies in the energy spectrum. This manifests itself in terms of the observed

energy-dependent efficiency dips, discussed in detail below, that would differ between different event

sources.

The cut efficiency is calculated for the 60 and 100 V data using the laser livetime selection datasets.

After the data is sorted into energy bins 3 eV in length, the efficiency after each successive DQ cut in

each bin is calculated as the ratio of the number of events that pass the cut and the initial number

of events. There is one notable exception regarding the mean base cut described in Sec. 4.4.2. The

observed inherent differences between the mean base distributions of background and laser-calibration

data introduce some uncertainty into the efficiency calculated from this cut. Implementing the mean

base cut as described, whereby the cut thresholds are determined separately for background and laser-

calibration datasets, assumes that the differences in the respective mean base distributions are solely due

to inherent differences between the sources of events and not due to different proportions of good versus

bad events. The other extreme is to not apply the mean base cut to the laser-calibration data while still

applying it to the background data, which assumes that the efficiency loss from the mean base cut is

negligible. The true efficiency from this cut likely exists somewhere between these extremes. Ultimately,

this uncertainty in the efficiency due to the mean base cut is negligible compared to uncertainty due to

the efficiency dips, as discussed below.

Due to a miscommunication that occurred during the analysis development, separate procedures are

developed for the 60 and 100 V data. The mean base cut is applied to the 60 V laser-calibration data, but

it is not applied to the 100 V laser-calibration data; the cut is still applied to both the 60 and 100 V the

background data. Despite the different procedures and the uncertainty in the mean base cut efficiency,
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it is confirmed that due to redundancies between the cut and other analysis cuts the effect on the overall

efficiency is negligible. The final cut efficiency is the efficiency calculated after all DQ cuts are applied

to the data. The efficiency after each successive cut is applied to the data, as well as the final detector

efficiency, are shown in Figs. 4.46 and 4.47.

The detector efficiency is modelled by the energy-dependent detector efficiency curve ε(E) given by:

ε(E) = f(E)× (c0 · E + c1)×
(

1− e−
E−c2
c3

)
, (4.24)

where E is again the phonon energy, and ci=0...3 are the fit parameters. Equation 4.24 is comprised of

three terms: (i) the aforementioned fitted trigger efficiency curve f(E); (ii) a linear term that describes

the maximal cut efficiency and that is close to horizontal (c1 � c0); and (iii) an exponential term

that describes the cut efficiency “turn-on” point that is highly correlated with the previously described

trigger offset cut. The detector efficiency is estimated by fitting ε(E) separately to the cut efficiency data

measured at 60 and 100 V. Recall that the f(E) curve is fitted separately to the data measured at 50 and

52 mK. For the data measured at 60 V, which was acquired at both temperatures, ε(E) is fit separately

to the laser-calibration data measured at each temperature to confirm that the fitted ε(E) curves for

the data measured at each temperature are consistent. For the final 60 V detector efficiency, the data

is combined to produce a single ε(E) curve using the f(E) curve fitted to the 50 mK data. Although a

more ideal choice may be to use the f(E) curve fitted to the 52 mK data, it is inconsequential since the

lower energy threshold of the analysis range for all data is set to 50 eV.

The energy calibration described in Sec. 4.3 is valid up to six e−h+ pairs, and therefore only the

laser-calibration events with an energy of ≤ 6.5 e−h+ pairs are considered for calculating the detector

efficiency. This condition sets the high-energy thresholds for this analysis: [50 eV, 390 eV] and [50 eV,

650 eV] for the data measured at 60 and 100 V, respectively. For the purposes of calculating the limit

results, ε(E) = 0 for energies outside of the respective energy range for the data measured at each

voltage bias. Table 4.7 lists the results of fitting ε(E) to the cut efficiency data from the 60 and 100 V

laser-calibration data, and the corresponding fitted ε(E) curves are shown in Figs. 4.46 and 4.47.

Table 4.7: Results from fitting the detector efficiency curve ε(E) described by Eq. 4.24 to the cut
efficiency data from the laser-calibration data measured at 60 and 100 V.

Parameter 60 V 100 V

c0 [eV−1] (2± 25) × 10−5 (3± 1) × 10−5

c1 0.78± 0.06 0.948± 0.003

c2 [eV] 0.000009± 10 17± 2

c3 [eV] 31± 7 27± 1

To estimate the uncertainty in the detector efficiency, ε(E) is calculated 5000 times using random

variates of the fit parameters ci=0...3. The random variates are chosen from Gaussian distributions

constructed using the best-fit value and corresponding uncertainty of each individual parameter listed in

Tab. 4.7. The uncertainties in the ε(E) curves are estimated as the energy-dependent standard deviation

of the 5000 ε(E) curves and correspond to the shaded regions in Figs. 4.46 and 4.47.

As shown by the cut efficiency data in Figs. 4.46 and 4.47, the largest drop in efficiency is due to

the χ2(f) and χ2(t) cuts. Together these cuts, whose purpose is to reject events that have a bad pulse



Chapter 4. HVeV Run 2: experiment, calibration, and data selection 117

0 50 100 150 200 250 300 350 400

Energy [eV]

0.0

0.2

0.4

0.6

0.8

1.0

E
ffi

ci
en

cy

Trigger Offset Cut

Mean Base Cut

χ2(f) Cut

χ2(t) Cut

Veto Detector Cut

ε(E)

Figure 4.46: Efficiency data from the laser livetime selection data measured at 60 V. The cut efficiency in
each 3 eV bin after each data-quality cut is successively applied to the data is shown. The dashed, orange
curve is the fitted detector efficiency curve ε(E) described by Eq. 4.24, with the shaded region describing
the uncertainty in the detector efficiency. The dashed, vertical lines correspond to the positions of the
first six e−h+-pair peaks for the data measured at 60V̇. Courtesy of Yen-Yung Chang.
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Figure 4.47: Efficiency data from the laser livetime selection data measured at 100 V. The cut efficiency
in each 3 eV bin after each data-quality cut except for the mean base cut is successively applied to the
data is shown. The dashed, orange curve is the fitted detector efficiency curve ε(E) described by Eq. 4.24,
with the shaded region describing the uncertainty in the detector efficiency. The dashed, vertical lines
correspond to the positions of the first six e−h+-pair peaks for the data measured at 100V̇. Courtesy of
Yen-Yung Chang.
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shape or to reject pile-up events, account for the largest drop in efficiency over the entire energy range

for the data measured at 60 and 100 V. Table 4.8 summarizes the event rejection rates of each of the

DQ cuts when individually applied to the various datasets. The total rejection rates after all the DQ

cuts are applied to the data are also shown. For the laser-calibration data, the cut efficiency of each DQ

cut is 100 % less the corresponding rejection rate. The two χ2 cuts together also account for the largest

rejection of events in the stage-0 background data, but at a significantly higher rate compared to the

laser-calibration data. Unsurprisingly, the total rejection rates after all of the DQ cuts are applied to

the stage-0 background data is much larger compared to those of the laser-calibration data.

Table 4.8: Summary of the event rejection rates of each of the data-quality (DQ) cuts when individually
applied to the various datasets, as well as the total rejection rate after all of the DQ cuts are applied to
the data. For the laser-calibration data, the cut efficiency of each DQ cut is 100 % less the corresponding
rejection rate. The mean base cut is not applied to the 100 V laser-calibration data, but is still applied
to the 100 V background data.

Laser Livetime Selection Data Stage-0 Science Exposure Data

DQ Cut Rejection Rate [%] 60 V 100 V 60 V 100 V

Trigger Offset 12.3 4.24 30.3 23.6

Mean Base 1.33 N/A 2.81 1.62

χ2(f) 5.55 6.07 22.3 16.4

χ2(t) 16.7 3.87 30.4 26.5

Veto Detector 0.076 0.52 0.11 0.43

All DQ Cuts 26.8 8.59 40.3 31.4

Efficiency Dips

The cut efficiency data in Figs. 4.46 and 4.47 also show apparent dips in the efficiency that occur right

before the e−h+-pair peak locations. These dips are observed in the data measured at both 60 and

100 V. They start to appear after the trigger offset cut but are greatly emphasized after the χ2 cuts are

applied to the data. To understand the cause of these efficiency dips, Fig. 4.48 shows the density map

of events over the χ2(f)-energy parameter space for the laser livetime selection data measured at 100 V.

As shown in Fig. 4.48, the density of bad-χ2(f) events right before each e−h+-pair peak is higher

than the density right after each peak. Comparatively, the density of good-χ2(t) events is relatively

constant right before and right after each e−h+-pair peak. This is caused by a flaw in the OF algorithm

which correlates the OF amplitude, i.e. the energy estimation, with the pulse quality, i.e. the χ2 values.

Take, for example, a good laser event that liberates one e−h+ pair in the detector. If the detector had

a bias voltage of 100 V, that event would have a measured energy of 101.95 eV within resolution, and

would also have low χ2 values. Now consider the same laser event, but the trace contains a small pile-up

pulse. Because the OF algorithm has no way to remove or subtract pile-up pulses, it will necessarily

underestimate the amplitude of the main pulse to compensate for the pile-up pulse. Therefore this

event will have a measured energy of slightly less than 101.95 eV, and will also have elevated χ2 values.

Figure 4.49 shows two examples of traces from events that are rejected by the χ2 cuts and have an

energy just below one e−h+-pair peak.



Chapter 4. HVeV Run 2: experiment, calibration, and data selection 119

0 100 200 300

Energy [eV]

0.15

0.20

0.25

0.30

0.35

χ
2
(f

)

C(E)

100

101

102

103

104

E
v
en

ts
/

5
.1

eV

Figure 4.48: Density map of events over the χ2(f)-energy parameter space for the laser livetime selection
data measured at 100 V. The yellow, vertical lines correspond the energies of the first three e−h+-pair
peaks. The red curve is the energy-dependent cut threshold C(E) for the χ2(f) cut. Above C(E) the
density of events is slightly higher just below each e−h+-pair peak compared to just after each peak.
Courtesy of Valentina Novati.

For most events sampled from the laser-calibration data, and in all events sampled in the stage-

0 background data, the OF algorithm underestimates the pulse amplitude due to the presence of a

pile-up pulse. For a small number of events sampled from the laser-calibration data where the events

are measured on the tail of a prior high-energy event, the OF algorithm has the opposite effect and

overestimates the pulse amplitude.

In summary, the efficiency dips seen in Figs. 4.46 and 4.47 are real artifacts due to flaws in the OF

algorithm which affect both the laser-calibration and background datasets. However the locations of

these dips are dependent on the e−h+-pair peak locations, and can therefore differ between laser events,

background events, and expected DM events. The detector efficiencies are instead assumed to be smooth

curves, and the magnitude and potential locations of the efficiency dips are accounted for by the large

estimated uncertainties. Because the limit setting method used in this analysis predominately relies

on the data within e−h+-pair peaks, it is verified that limit results are negligibly affected by using the

smooth efficiency curve versus the efficiency data that contain the dips.

4.5.3 Detector Resolution

The detector energy resolution is determined from the width of the e−h+-pair peaks of the laser-

calibration energy spectra produced after energy calibration, as seen in Fig. 4.27. Although there is

expected to be no voltage dependence in the energy resolution, it is calculated separately for the data

measured at 60 and 100 V. A Gaussian function is fitted to each of the first six e−h+-pair peaks in the
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Figure 4.49: Examples of traces from laser events with a measured energy just below one e−h+ pair and
that fail the χ2(f) cut. The presence of pile-up events (left) or radio-frequency noise (right) in trace
makes the OF algorithm underestimate the amplitude of the main pulse; this can be seen by comparing
the fitted pulse template with the raw traces in the examples shown. These types of events have an
underestimated measured energy and elevated χ2 values, and result in the dips observed in the efficiency
data. Courtesy of Valentina Novati.

energy spectra, and the standard deviation is extracted to measure the energy resolution σE of each

peak. Table 4.9 summarizes the σE values measured from the laser-calibration data.

Table 4.9: Summary of the energy resolution σE measured for each e−h+-pair peak from the laser-
calibration data after energy calibration. The weighted average energy resolution σ〈E〉 is also shown for
each dataset.

σE [eV]

60 V 100 V

1 e−h+ 3.35± 0.01 3.48± 0.01

2 e−h+ 3.74± 0.02 3.98± 0.02

3 e−h+ 4.10± 0.04 4.57± 0.04

4 e−h+ 4.20± 0.07 4.67± 0.83

5 e−h+ 4.6± 0.2 4.9± 0.2

6 e−h+ 4.0± 0.2 4.8± 0.3

σ〈E〉 [eV] 3.5± 0.3 3.6± 0.3

The energy resolutions listed in Tab. 4.9 are consistent with the resolutions measured individually

from the laser-calibration data of each day at the first and second e−h+-pair peaks, which varied be-

tween ∼2.5–4 eV. Although the energy resolution appears to increase with higher e−h+-pair peaks, it is

presently unclear how describe this apparent energy dependence physically or mathematically. In lieu of
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a model to describe the energy resolution over increased energy, the weighted averaged energy resolution

σ〈E〉 of the laser-calibration data measured at 60 and 100 V is instead calculated. σ〈E〉 is determined by

weighting the resolution over the first six e−h+-pair peaks by their corresponding uncertainty, and the

uncertainty in σ〈E〉 is determined by the weighted sample variance. The computed values of σ〈E〉, also

listed in Tab. 4.9, are used for the calculating the final limit results.

4.5.4 Charge Trapping and Impact Ionization Probabilities

Charge trapping and impact ionization, described in detail in Sec. 2.2.2, refer to processes in which a

traversing electron or hole either falls into a charge vacancy in the detector or liberates an additional

loosely bound charge. The process of CT lowers the energy measured for an event, whereas II increases

the measured energy. In the resulting energy spectra, CT and II contribute to the events sitting between

the quantized e−h+-pair peaks.

These processes are accounted for in the detector response model described in Sec. 2.2, and therefore

influence the DM signal models that are used for limit setting. The laser-calibration data that pass

the livetime and DQ cuts are used to measure the CT and II probabilities of the detector during this

experiment. Because there may be many factors that influence CT and II, it is possible that the daily

ADR cycling and detector characterization and calibration led to day-to-day variations in the CT and

II probabilities in the detector. Therefore the probabilities are measured separately for each day of

laser-calibration data, and a weighted average is calculated for the data measured at 60 and 100 V. The

CT and II model described in Appendix D.1 is fitted to the laser-calibration data from each day, and the

CT and II probabilities are extracted. Many parameters in the CT and II model, including e−h+-pair

peak positions, energy resolution values, and λ values, are allowed to float when the fit is performed,

although only the CT and II probabilities are used. Figure. 4.50 shows the CT and II model fitted to

the laser-calibration data from one day of data acquisition.

The fit of the CT and II model performs well to the data in Fig. 4.50 as well as to the data from

most other days. In some instances, however, the fitted CT and II model substantially deviates from the

data at energies above ∼ 4 e−h+ pairs. Figure 4.51 summarizes the CT and II probabilities calculated

from each day of laser-calibration data measured at 60 and 100 V.

Figure 4.51 also shows the averaged CT and II probabilities for the 60 and 100 V datasets, which

are determined by taking the average of the probabilities measured from each day weighted by their

respective uncertainties. For the data measured at 60 V, the weighted averaged CT and II probabilities

are 16.0±0.7 % and (3±4)×10−11 %, respectively. For the data measured at 100 V, the weighted average

CT and II probabilities are 11± 3 % and 2± 3 %, respectively. As seen in Fig. 4.51, the values measured

using the 60 V data are consistent between datasets; however the II probabilities from three datasets

measured using the 100 V data greatly deviate from the other values. These inconsistencies correspond

to fits that performed poorly to the data at high energies. Both the weighted averaged II probabilities

measured using the 60 and 100 V data are consistent with zero. However, the CT probability measured

using the 60 V data is notably higher than the probability measured at 100 V. It is unclear whether this

difference is due to some relationship between the CT probability and the bias voltage applied to the

detector, or rather some difference in the data acquisition procedure that inadvertently led to a higher

CT probability when the 60 V data was acquired.
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Figure 4.50: Charge trapping (CT) and impact ionization (II) model fitted to the laser-calibration data
from one day of data acquisition measured at 100 V that pass the livetime and DQ cuts. The CT and II
model, described in Appendix D.1, is fitted to the data in order to extract the CT and II probabilities
in the detector for each day. Courtesy of Francisco Ponce.
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Figure 4.51: Summary of the charge trapping (CT) and impact ionization (II) probabilities measured
using the laser-calibration data from each day that pass the livetime and DQ cuts at 60 V (red) and
100 V (blue). The horizontal, dashed lines correspond to the weighted average CT and II values for the
data of matching colour. The shaded regions of matching colour correspond to the uncertainty in the
weighted averages. Courtesy of Francisco Ponce.



Chapter 5

HVeV Run 2 Dark Matter Search:

Limit Setting, Unblinding, and Final

Results

This chapter is the final chapter presenting the dark matter (DM) search experiment and blinded analysis

denoted as high-voltage eV-scale (HVeV) Run 2. The previous chapter described the experimental setup,

energy calibration, and data selection. So far, the detector efficiency has been determined using the

laser-calibration datasets, and the livetime and energy spectra for the stage-0, DM-search data have

been reported. Recall that “stage-0” refers to the initial 10 % of the entire background dataset that is

used to develop the analysis pipeline before unblinding (see Sec. 4.2.4), and “DM-search” refers to the

background data selected after all the analysis cuts are applied. Furthermore, recall that the analysis is

performed separately for data measured while the detector was biased at 60 and 100 V. In this chapter,

the limit setting procedure is described in Sec. 5.1, and the initial (pre-unblinded) results are shown in

Sec. 5.2. Section 5.3 outlines the unblinding procedure and presents the unblinding verification checks.

The final results are reported in Sec. 5.4, including the DM exclusion limits on light dark matter (LDM)-

electron inelastic scattering, as well as dark photon and axion-like particle (ALP) absorption. Lastly, a

short discussion is provided in Sec. 5.5.

5.1 Limit Setting Methods

Under ideal circumstances, the DM exclusion limits for this analysis would be computed using a

likelihood-based approach. However, such an approach cannot be implemented because the observed

event spectra from this analysis are comprised of one or more unknown background sources. In lieu of a

likelihood-based approach, a reasonable alternative is to use the optimum interval (OI) method outlined

in Sec. 5.1.1 that can produce exclusion limits in the presence of an unknown background source, and

that was implemented in the HVeV Run 1 analysis [106]. Another option is to use a Poisson counting

based approach, like the one outlined in Sec. 5.1.2. For reasons that will be explained in Sec. 5.1.3, the

Poisson method is deemed to be the better limit setting approach for this analysis.

123
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5.1.1 OI Limit Setting Method

The OI limit setting method is a powerful technique to produce exclusion limits in situations where

a given data spectrum is partially or fully comprised of an unknown background source that cannot

be subtracted from the data. For this reason, it was the chosen limit setting method for the HVeV

Run 1 analysis, and the initial method chosen for this analysis. A brief explanation of the OI method is

provided below, and the full details can be found in Refs. [142] and [143].

A precursor to the OI method is the maximum gap method [147]. A DM signal model will have a

differential event distribution dN/dE of the number of events N across the relevant parameter, normally

some energy E, that is proportional to the parameter of interest, normally some cross section σ. A

larger value of σ will increase the expected number of events measured during an experiment, and will

thus increase dN/dE. The goal of this method is to vary the value of σ until it is just high enough

to be rejected based on some criteria. The maximum gap method evaluates the integral of he signal

distribution xi between any two adjacent events in the data spectrum, Ei and Ei+1, defined as:

xi =

∫ Ei+1

Ei

dN

dE
dE. (5.1)

The largest gap xmax is the largest of all the xi, which also identifies the interval that will determine

the smallest value of σ to be rejected at a given confidence level (C.L.) and therefore the strongest limit.

The criterion for rejection is such that if the maximum xi for a random experiment is less than the

observed xmax with probability C0, the assumed σ is rejected as too high with a C.L. of C0. A random

experiment is defined as n events randomly distributed according to the expected DM event distribution

dN/dE at the assumed σ. By transforming the E parameter such that dN/dE transforms into a uniform

distribution with a total length µ equal to the total number of events expected from dN/dE given σ, the

probability C0 of the maximum xi value of a random experiment being smaller than a particular value

of x is given as:

C0(x, µ) =

m∑
k=0

(kx− µ)
k
e−kx

k!

(
1 +

k

µ− kx

)
, (5.2)

where m is the largest integer ≤ µ/x. To find the 90 % C.L. upper limit, σ is iteratively increased until

µ and the observed xmax are such that C0 = 0.9.

The OI method is a logical extension of the maximum gap method. Instead of only considering

intervals between adjacent events, the OI method considers intervals over which 1 event, 2 events, or n

events are observed. Cn(x, µ) is defined as the probability that, for all intervals with ≤ n events, the

expected number of events is ≤ x. Cn(x, µ) is tabulated using a Monte Carlo program, wherein the

maximum gap method becomes a special case of the OI method with n = 0 that can be analytically

evaluated using Eq. 5.2. The optimum interval, of which this method is named, is determined by

computing Cn(x, µ) for each interval with n observed events. Comparing the Cn(x, µ) values from

different intervals but calculated using the same σ (and therefore the same µ), the larger Cn(x, µ)

value indicates a stronger rejection of the proposed σ. Thus optimum interval is the interval such that

Cn(x, µ) = CMax, where CMax is the maximum over all possible intervals of Cn(x, µ). The 90 % C.L.

upper limit is found by determining the value of σ such that for a random experiment, there is a 90 %

probability that its CMax value will be smaller than CMax observed from the data.
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The OI method described above is ideal for when the number of background events observed is . 50.

When there is a large number of background events observed, as is the case in this analysis, this exact

method becomes computationally impractical to set an upper limit. Details of how the OI method is

expanded to the case of high statistics can be found in Ref. [143].

5.1.2 Poisson Limit Setting Method

As with the OI method, the Poisson counting method assumes a signal-only hypothesis, meaning all of the

observed events are assumed to be DM signal events. In contrast to a background-only hypothesis, which

assumes that all of the measured events are explicitly not DM signal events, the signal-only hypothesis

results in a more conservative upper limit in the presence of an unknown background. The Poisson

method starts by counting the number of observed events N between some limit setting interval, and

subsequently determining Nu, the Poisson upper limit on the number of events observed in the interval

at a particular C.L. For example if N events are observed in a limit setting interval that spans from

a to b, Nu is determined at a 90 % C.L. as the mean of a Poisson distribution such that a repeated

experiment has a 90 % chance of observing > N events in the same interval. This method is reliant on

the relationship between the expected rate R, and therefore the expected number of events N , of the

proposed DM signal model and its relevant coupling parameter σ of which the limit is set. For each DM

model constrained in this analysis, R ·X = N ∝ σ, where X is the exposure. Due to this relationship,

an expected number of events N0 evaluated from a reference σ0 is related to Nu and the corresponding

upper limit on σ, σu:
σu
σ0

=
Nu
N0

. (5.3)

N0 is calculated as the integral between a and b of the product of the differential event rate dR/dE, the

detector efficiency ε(E), and the exposure X, where dR/dE itself is calculated using σ0. Substituting

this into Eq. 5.3 and isolating for σu provides the formula for calculating the upper limit on the cross

section:

σu =
Nuσ0

X
∫ b
a
dE dR

dE ε(E)
. (5.4)

Equation 5.4 is used for setting the upper limit on each of the coupling parameters studied in this analysis

by replacing dR/dE and σ with the appropriate signal model and coupling parameter, respectively, for

each DM candidate. The relevant coupling parameters are: the LDM-electron scattering cross section

σ̄e, the dark photon kinetic mixing parameter ε, and the axioelectric coupling constant gae. See Sec. 1.5

for more details about each DM model. For the dark photon and ALP models, the signal rates have

a quadratic dependence on their respective coupling parameters, and thus Eq. 5.4 is used by replacing

σ → ε2 or σ → g2
ae. As such, a square root on the R.H.S. of Eq. 5.4 is required for calculating the

upper limit of these coupling parameters. The reference σ0 values used in all limit calculations are

σ̄e,0 = 10−37 cm2, ε0 = 5× 10−13, and gae,0 = 5× 10−11, which are the reference values that have been

used for prior analyses [106, 148].

For the HVeV Run 2 analysis, the differential rate dR/dE in Eq. 5.4 is the differential rate of the

quantized signal spectrum over the measured phonon energies (dR/dEph from Sec. 2.2.3), which takes into

account the detector response model. Due to the quantized nature of the observed energy spectra, and

of the expected DM signal models, a natural choice of intervals for limit setting are the e−h+-pair peaks.

For each DM signal model at each DM sampled mass, an interval is positioned around each e−h+-pair
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peak in the signal model having a width of ±3σE , where σE is the energy resolution. Therefore at each

sampled mass, an upper limit is calculated for as many e−h+-pair peaks that exist in the expected signal

within the analysis range; at most this means an upper limit for the 1st–6th e−h+-pair peaks. Because

there is greater confidence in the signals models in the e−h+-pair peak regions and, in contrast, less

confidence in the between-peak regions that are modeled by charge trapping (CT) and impact ionization

(II) (see Sec. 4.5.4), upper limits are not calculated in cases where the between-peak contribution to

the signal model is more dominant than the e−h+-pair peak contribution. At each sampled DM mass,

the lowest upper limit amongst those calculated at each e−h+-pair peak is selected as the final result.

However calculating more upper limits for a single sampled DM mass comes at the cost of lowering the

overall C.L. of the final result. Section 5.2 describes the selection process used to restrict the number of

upper limits are considered for selecting the final result.

5.1.3 Comparison of Methods

Given the same limit setting interval and C.L., the OI and Poisson methods will produce very similar

results. Furthermore for most sampled DM masses, the OI method is able to find a limit setting interval

that can set a stronger limit than the Poisson upper limit. Due to the cost that the OI method pays

in order to have the freedom to choose the limit setting interval, there are some cases, as observed in

Ref. [142], in which the Poisson method can produce a stronger limit than the OI method. However in

this analysis the choice of limit setting method is not decided based on which produces the strongest

limits. Rather, the choice is made based on how each method responds to experimental uncertainties.

One of the most significant differences observed between the two methods is how sensitive the com-

puted upper limit σu is to the energy resolution σE . σE determines the width of the e−h+-pair peaks in

the DM signal models and, for the Poisson method, also determines the limit setting interval. As listed

in Tab. 4.9, the energy resolution for the data measured at 100 V is σ〈E〉 = 3.6 ± 0.3 eV. The impact

of the uncertainty in σ〈E〉 can be studied by comparing the upper limits produced when using three

choices of energy resolution: σE = σ〈E〉, σE = σ〈E〉 + 2∆σ〈E〉 , and σE = σ〈E〉 − 2∆σ〈E〉 , where ∆σ〈E〉 is

the uncertainty in σ〈E〉. Figure 5.1 shows the LDM-electron scattering signal models produced for each

choice of σE , along with the 100 V, stage-0, DM-search data. The signal models are scaled by the upper

limit cross sections computed from each respective model using either the OI method (left) or Poisson

method (right).

Figure 5.1 illustrates one of the main problems with using the OI method for limit setting in this

analysis. Due to the extremely small energy resolution of the detector, the OI method is hyper-sensitive

to the shape of the DM signal model around the e−h+-pair peaks. In the left plot of Fig. 5.1, the signal

model with largest σE (corresponding to the orange curve) produces a very aggressive upper limit. This

occurs because the OI method can take advantage of the fact that the peak width in the signal model

is slightly larger than the peak width in the data. In contrast, the same variations in the signal model

leads to very small differences in the upper limit when the Poisson method is used, as is evidenced by

the nearly matching heights of the three curves in the right plot of Fig. 5.1. In short, a small uncertainty

in the detector resolution results in a large uncertainty in the upper limit when using the OI method,

while only a negligible uncertainty when using the Poisson method. Figure 5.2 shows the impact on the

LDM-electron scattering cross section σ̄e upper limit computed using either the OI or Poisson method

when σE is varied from σ〈E〉 − 2∆σ〈E〉 to σ〈E〉 + 2∆σ〈E〉 .
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Figure 5.1: Comparison of the LDM-electron scattering signal model produced at a mass of 1 MeV/c2

with varying choices of the detector energy resolution σE . The signal models are scaled by the upper
limit cross sections computed from each respective model using the optimum interval (left) or Poisson
counting (right) limit setting method. The upper limits are calculated on the 100 V, stage-0, DM-search
data.

Another problem with the OI method is that it can choose a limit setting interval that spans multiple

e−h+-pair peaks in a signal model. Therefore it is possible that an upper limit may be set by partially

or fully using the regions of a signal model which have the lowest confidence or highest uncertainty.

Figure 5.3 illustrates this point by showing the dark photon absorption signal models that are produced

using varying choices of the Fano factor F in the detector response model (see Sec. 2.2.1). The signal

models are scaled by the upper limit kinetic mixing parameters computed from each respective signal

model using the OI method, and are shown along with the 100 V, stage-0, DM-search data. The red

shaded region identifies the limit setting interval chosen by the OI method; the interval is identical for

each signal model.

The most dominant regions of the signal models shown in Fig. 5.3 are outside of the analysis range,

and thus the OI method must set the upper limits using the sub-dominant regions, or the signal “tails”,

that span across multiple e−h+-pair peaks. However as the green curve Fig. 5.3 shows, when a small

Fano factor is used, the signal in these “tail” regions becomes completely dominated by the between-peak

contribution to the signal model. The result is that the upper limit is extremely sensitive not only to

the choice of Fano factor, but also to the measured charge trapping probability and its uncertainty. The

sensitivity from these parameters is dampened when the Poisson limit setting method is used. Perhaps

more importantly, the Poisson method would elect not to calculate an upper limit on the F = 10−4

signal model in Fig. 5.3 due to the lack of prominent e−h+-pair peaks in the signal.

Overall, these examples summarize why the Poisson counting method is chosen over the OI method

for limit setting in this analysis. Although the OI method can produce stronger upper limits, the Poisson
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Figure 5.2: Variation in the LDM-electron scattering cross section σ̄e upper limit as a result of varying
the detector energy resolution σE in the signal model from σ〈E〉−2∆σ〈E〉 to σ〈E〉+2∆σ〈E〉 . The variations
in σ̄e are shown for when the optimum interval (OI) (blue) or Poisson counting (red) limit setting method
is used.

method is generally less sensitive to experimental and model uncertainties, and therefore provides greater

confidence in the limit results. It is also important to acknowledge that neither the OI nor the Poisson

method include a proper way of incorporating uncertainties into the limit. For some other limit setting

techniques, uncertainties in the limit are directly reflected in the position of the computed limit. A

maximum likelihood method would be able to properly incorporate uncertainties into the limit, although

this method requires the sources of background events to be known and well-understood.

5.2 Initial Limit Results

The initial exclusion limit results are calculated using the stage-0, DM-search spectra measured at 60 and

100 V described in Sec. 4.4.2 in order to establish the limit setting procedure and to check whether any

unexpected results arise in the limits produced. Along with the data spectra, the limits are calculated

using the efficiency curves described in Sec. 4.5.2 and the 60 and 100 V, stage-0, exposures calculated in

Sec. 4.5.1. The DM signal models are produced using a detector energy resolution of 3.4 eV and 3.5 eV

for the 60 and 100 V measurements, respectively; these values are from early calculations of the energy

resolution and thus differ slightly from the final values tabulated in Tab. 4.9. As mentioned in Sec. 2.2,

the parameters inputted into the detector response model for both the 60 and 100 V measurement include

F = 0.155 for the Fano factor and εeh = 3.8 eV for the average energy per e−h+ pair. Furthermore, the

band gap energy of Si is taken to be Eg = 1.2 eV, and the CT and II probabilities are taken to be 15 %

and 1 %, respectively. The CT and II probability values are obtained from early estimates and differ

from the final values calculated in Sec. 4.5.4. They are therefore only used for computing the initial



Chapter 5. HVeV Run 2: limit Setting, unblinding, and final results 129

0 100 200 300 400 500 600 700

Energy [eV]

10−2

10−1

100

101

102

103

104

E
ve

n
ts

/3
eV

F = 0.155

F = 1

F = 10−4

100V Stage-0 DM-Search

Figure 5.3: Comparison of the dark photon absorption signal model produced at a mass of 41 eV/c2 with
varying choices of the Fano factor F in the detector response model. The signal models are scaled by the
upper limit kinetic mixing parameters computed from each respective signal model using the optimum
interval limit setting method. The upper limits are calculated on the 100 V, stage-0, DM-search data,
and the red, shaded region corresponds to the limit setting interval chosen for all three signal models.

limit results. Lastly, the DM absorption models use the nominal photoelectric absorption cross section

curve described in Sec. 2.3.3.

As mentioned in the previous sub-section, the Poisson limit setting method involves producing an

upper limit at each possible e−h+-pair peak in the DM-signal model for each sampled DM mass. The

lowest upper limit amongst those computed is then selected as the final result. However due to and effect

similar to the look-elsewhere effect, computing and comparing multiple upper limits lowers the overall

confidence in the selected result. Broadly speaking, computing an upper limit at multiple e−h+-pair

peaks can be thought of as performing multiple tests (or “looking elsewhere”) on the same dataset.

The upper limit that is ultimately selected may be chosen just by chance due to the number of tests

performed. To account for the look-elsewhere-like effect, the C.L. of each individual e−h+-pair upper

limit is adjusted such that the C.L of the selected upper limit is 90 %. Specifically if an upper limit is

calculated for n e−h+-pair peaks, the C.L. that each individual upper limit must have, Cn, so that the

selected upper limit has a C.L. of c = 0.9 is given by [149]:

Cn = c
1
n . (5.5)

For example, if an upper limit is calculated for all six e−h+-pair peaks within the analysis range, each

upper limit must be calculated with a C.L. of ∼ 98 % in order for the selected upper limit to have a

C.L. of 90 %. Equation 5.5 is an ansatz that is used to approximate the effect of counting multiple

peaks. This approach has not yet been shown to produce limits that have the proper statistical coverage

given the nature of DM signal models to contribute to multiple e−h+-pair peaks. However, it is believed
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to result in conservative upper limits. Naturally this approach invokes a trade-off between calculating

more individual upper limits to have a better chance of selecting the lowest (i.e. strongest) upper limit

possible, and raising (i.e. weakening) the value of each individual upper limit. It is not always necessary

or practical to calculate an upper limit for each possible e−h+-pair peak. For instance, for small DM

masses the signal models only have one e−h+-pair peak, and therefore only one upper limit is calculated

and selected. At large DM masses, the shape of the signal models often makes it statistically improbable

that the upper limit calculated for the first e−h+-pair peak will be selected; it is therefore prudent to

neglect this upper limit in order to lower the C.L. required for the other upper limits. These scenarios

are illustrated in Fig. 5.4, which shows the upper limits on the LDM-electron scattering cross section

σ̄e with form factor FDM = 1 and the dark photon kinetic mixing parameter ε calculated from the

100 V, stage-0, DM-search spectrum for each e−h+-pair peak using a 90 % C.L. Also shown are the lower

envelopes determined by selecting the lowest upper limit at each sampled DM mass.
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Figure 5.4: Upper limits calculated at each e−h+-pair peak on the LDM-electron scattering cross section
with form factor FDM = 1 (left) and dark photon kinetic mixing parameter (right). The limits are
calculating using the stage-0, DM-search data measured at 100 V. The lower envelopes are determined
by selecting the lowest upper limits are each DM mass.

There is a need to develop a procedure to decide how many upper limits at which e−h+-pair peaks

should be calculated at each sampled DM mass for each DM signal model. Furthermore this procedure

must be developed using the stage-0, DM-search spectra in order to avoid introducing bias. This last

point is critical; any procedure that requires an initial calculation of the limit results on a particular

dataset inherently introduces bias in the final result for that dataset. Conversely a procedure that only

uses the stage-0 datasets to decide which upper limits to calculate for the stage-2, unblinded datasets is

not biased because the upper limit results from the stage-2 datasets are unknown.

The procedure starts by calculating the upper limits at a 90 % C.L. from the stage-0, DM-search

spectra for all e−h+-pair peaks possible at each DM mass sampled. Instead of simply selecting the
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lowest upper limit, the procedure is supplemented by asking two questions: (i) what if the upper limit

results are due to random statistical fluctuations? and (ii) what if the upper limit results are dependent

on the experiment exposure? To address the first question, the upper limits are recalculated assuming

that the observed number of events within any e−h+-pair peak interval, Nobs, is a statistical under- or

over-fluctuation. For the case of assuming a statistical under -fluctuation, the number of observed events

is adjusted to Nadj such that Nadj − σ = Nobs, where σ the standard deviation of a Poisson distribution

that has a mean of Nadj. Conversely for the case of assuming a statistical over -fluctuation, the number

of observed events is adjusted to Nadj such that Nadj + σ = Nobs. For each DM mass sampled, any

e−h+-pair peak whose upper limit is selected as the lowest limit under any combination of statistical

fluctuation assumptions is added to a list of e−h+-pair peaks whose upper limit will be considered for

selection. This step has two main functions. First, it will neglect those e−h+-pair peaks whose upper

limits are very unlikely to be selected as the lowest limit, such as the first e−h+-pair peak at high DM

masses. Second, it will include those e−h+-pair peaks that may be selected given various scenarios of

measuring statistical fluctuation.

The second question is addressed by recalculating the upper limits for each e−h+-pair peak after

multiplying the number of observed events in each limit setting interval, as well as the experiment

exposure, by a factor of 9. This scaling is meant to approximate how the upper limits calculated for

each e−h+-pair peak will change if the stage-2, unblinded, DM-search spectra with 90 % of the data

is used. The number of events observed in the fifth and sixth e−h+-pair peak intervals from stage-0,

DM-search spectra is often zero, and thus the upper limits calculated for these e−h+-pair peaks are

entirely exposure limited. Conversely there are often O(103−104) events observed in the first e−h+-pair

peak interval, and therefore the corresponding upper limits are minimally affected by exposure. After

recalculating the upper limits with the scaled exposure, they are again recalculated with the scaled

exposure but with also assuming statistical under- or over-fluctuations in the same manner as before.

Any e−h+-pair peak whose upper limit is selected as the lowest limit at the scaled exposure under any

combination of statistical fluctuation assumptions is added to the list of e−h+-pair peaks whose upper

limit will be considered for selection. The entire selection procedure is done separately for the 60 and

100 V measurements, and for the various assumptions of the Fano factor in the detector response model.

Figure 5.5 shows the results of this procedure for the LDM-electron scattering limit with form factor

FDM = 1 and dark photon absorption limit for the 100 V measurement using the assumed value of

F = 0.155 for the Fano factor.

The procedure described above has most importantly determined which e−h+-pair peak upper limits

at each DM mass sampled will be considered for selecting the final limit results after the data is unblinded.

This information, although somewhat redundantly, is also used to calculate the initial limit results.

Figure 5.6 shows the initial exclusion results for each DM interaction channel from the stage-0, DM-

search data spectra measured at 60 and 100 V, along with the HVeV Run 1 limit results for comparison

where applicable.

The initial limit results shown in Fig. 5.6 appear reasonable, and some qualitative assessments can be

made. The differences between the 60 and 100 V limit results can be understood by knowing where the

exclusion limits are background or exposure limited. The event rates in the first and second e−h+-pair

peaks are similar in the two measurements, however the 100 V measurement has about three times the

exposure. Therefore in the regions where the limits are selected from the first or second e−h+-pair

peak, which include the low DM mass regions in all interaction channels, the limit results are similar.
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Figure 5.5: Results of the selection procedure to determine how many upper limits at which e−h+-pair
peaks will be considered for selection when calculating the final exclusion limits. The results shown
correspond to LDM-electron scattering with form factor FDM = 1 (left) and dark photon absorption
(right) for the data measured at 100 V using the assumed value of F = 0.155 for the Fano factor.

Conversely in the regions the limits are selected from higher e−h+-pair peaks, including the high mass

regions of the absorption interaction channels as well as the high mass regions of the FDM = 1 LDM-

electron scattering limit, the 100 V measurement produces a stronger limit due to greater exposure.

The same assessment can generally be applied to compare these results with the HVeV Run 1 results.

Because the event rates in the first and second e−h+-pair peaks are comparable, the exclusion limits are

also comparable in background limited regions. In the exposure limit regions, the HVeV Run 1 results

are stronger due to the 3.5 times greater exposure.

These results also provide some expectations for the final limit results after the data is unblinded.

The final results are unlikely to exceed the HVeV Run 1 results in the background-limited regions unless

the event rates in the lower e−h+-pair peaks are significantly reduced. The final results may exceed the

HVeV Run 1 results in some high mass regions if those regions remain exposure limited after unblinding.

Lastly these initial results do not incorporate experimental and model uncertainties. An initial study

shows that the Fano factor and the photoelectric absorption cross section appear to be the most dominant

sources of uncertainties in the limit results. All of the uncertainties are incorporated into the final limit

results, as is described in Sec. 5.4.

5.3 Unblinding

Before the final limit results can be produced, the remaining 90 % of the measured background data

must be unblinded and processed using the same corrections, calibrations, and cuts described in the

previous sections.
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Figure 5.6: Initial 90 % C.L. upper limits calculated using the stage-0, DM-search data measured at
60 V (black) and 100 V (blue). Clockwise starting from the top-left plot, the limit results are shown
for the LDM-electron scattering cross section σ̄e with form factor FDM = 1, the dark photon kinetic
mixing parameter ε, the axioelectric coupling constant gae, and σ̄e with form factor FDM =∝ 1/q2. The
results from the HVeV Run 1 analysis [106] (red), which did not produce a result for gae, are shown for
comparison.

The temporal blinding scheme and data partitioning is outlined in Sec. 4.2.4. So far only the stage-0

background data, which amounts to 10 % of the entire dataset, has been processed and analyzed. The

unblinding strategy for this analysis consists of two stages. First, the stage-1 data, which amounts to an

additional 20 % of the entire dataset, is unblinded and processed. If the stage-1 datasets pass a series of

verification tests, they will be included in the final results. Second, the stage-2 data, which consists of
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the remaining 70 % of the background data, is unblinded and processed. If the stage-2 datasets pass the

same series of verification test, it will also be used to produce the final results. If the verification tests

on the stage-2 datasets fail and any part of the analysis pipeline is altered, the unblinding is considered

unsuccessful and the final results are produced for a non-blinded analysis. Thus final results for a 90 %

blinded analysis are possible if and only if both the stage-1 and stage-2 datasets pass the verification

tests and no alterations are made to the analysis pipeline.

The unblinding verification tests are separated into three categories: (i) livetime cuts; (ii) data-

quality (DQ) cut parameters; and (iii) energy spectra. The livetime cut verification tests are performed

by successively applying the livetime cuts described in Sec. 4.4.1 to either the stage-1 or stage-2 datasets.

For the stage-1 unblinding, the livetime cuts are considered successful if the passage fraction after each

successive cut on the combined stage-0 and stage-1 data is within 5 percentage points of that of the

stage-0 data alone. Likewise for the stage-2 unblinding, the livetime cuts are considered successful if the

passage fraction after each successive cut on the entire dataset is within 5 percentage points of that of

the combined stage-0 and stage-1 data.

The DQ cut parameter verification tests are performed by successively applying the each of the DQ

cuts described in Sec. 4.4.2 (except for the unused partition cut) to either the stage-1 or stage-2 datasets.

Before each DQ cut is applied, the distributions in the relevant cut parameter are compared in order

to assess the consistency of the distributed parameter; if two distributions are consistent, then the cut

performance will also be consistent. Although the mean base cut is applied separately to each daily

background dataset, the verification test is performed on the ∆ Mean Base parameter distributions that

combine the data from all days. Finally the energy spectra verification tests are performed by comparing

the energy spectra of the stage-1 or stage-2 datasets after all livetime and DQ cuts are applied. For the

stage-1 unblinding, the distributions from the stage-1 datasets are compared to those from the stage-

0 data; for the stage-2 unblinding, the distributions from the stage-2 datasets are compared to those

from the combined stage-0 and stage-1 data. For the purposes of plotting or visual inspection, only the

normalized distributions are constructed in order to keep the total number of events in a distribution

unknown.

The cut parameter and energy distributions are compared using two-sample Kolmogorov-Smirnov

(KS) tests [150]. The null-hypothesis for a two-sample KS test is that the samples are drawn from the

same underlying distribution. Therefore the KS test will evaluate the probability that the underlying

distribution in a particular parameter is the same between two different stages of unblinding. For

comparing two samples with empirical distribution functions (EDFs) F1,n(x) and F2,m(x) with sizes n

and m, respectively, distributed over some parameter x, the KS statistic is given by:

Dn,m = sup
x
|F1,n(x)− F2,m(x)| , (5.6)

where sup is the supremum function that finds the maximum absolute difference between the EDFs of

the two samples. The null hypothesis is rejected at a level α if

Dn,m > c(α)

√
n+m

n ·m , (5.7)

where c(α) =
√
− ln(α/2) · 1/2. The dependence on m and n means a smaller Dn,m is required for

larger samples to reject the null hypothesis at a given α. By rearranging Eq. 5.7, the null hypothesis is
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rejected at a level α if

KSt = 2e−
2D2
n,mn·m
n+m < α, (5.8)

where KSt is simply a rearranged form of the KS statistic. For the DQ cut parameter and energy spectra

verification tests, a level α = 0.01 is chosen, and thus a test is considered successful for a distribution

comparison if KSt > 0.01 or, in terms of percentages, KSt > 1 %.

The KS test strictly evaluates the similarity between two samples, rather than evaluating the similar-

ity to some known distribution. This makes the test ideal for this analysis, as some samples, particularly

the energy spectra, do not have a known or expected underlying distribution. Furthermore the KS tests

performed on the energy spectra also provide a verification of the energy calibration after unblinding; an

error in calibration would lead to a larger Dn,m and thus a larger chance of rejecting the null hypothesis.

5.3.1 Stage-1 Unblinding

Table 5.1 summarizes the passage fraction of events for each livetime cut after the stage-1 unblinding.

Also listed is the absolute difference |∆| in the passage fraction for each cut before and after unblinding,

which is the quantity of interest for the verification study. Table 5.2 summarizes the KS statistic KSt

defined by Eq. 5.8 computed for each DQ cut parameter distribution and the final energy spectra after

the stage-1 unblinding. In order to negate any temperature effects in the various distributions, the KSt

values are evaluated separately for the data measured at 50 and 52 mK in the 60 V measurement.

Table 5.1: Summary of the passage fractions computed after each livetime cut is successively applied
either to the combined stage-0 and stage-1 data or the stage-0 data alone for the 60 and 100 V measure-
ments. The absolute difference |∆| in the passage fractions are also reported in percentage points. The
unblinding verification test for a livetime cut is considered successful if |∆| < 5.

60 V 100 V

Passage Fraction [%] Stage-0+1 Stage-0 |∆| Stage-0+1 Stage-0 |∆|
Raw Livetime 100.00 100.00 0.00 100.00 100.00 0.00

30 s Fridge Temperature Cut 66.54 68.44 1.90 67.90 66.80 1.10

Mean Base Cut 51.16 53.44 2.28 49.63 50.80 1.17

1 s Fridge Temperature Cut 51.05 53.44 2.39 49.60 50.78 1.18

Trigger and Leakage Burst Cut 45.42 49.91 4.49 44.97 46.62 1.65

As seen in Tab. 5.1, all of the livetime cuts for both the 60 and 100 V measurements pass the

verification criterion. Table 5.2 shows that all of the DQ cut parameters and the final energy spectrum

for both the 60 and 100 V measurement pass the verification criterion. Based on these results, the stage-1

unblinding is considered to be successful, and the stage-1 datasets can be included in the final results.

5.3.2 Stage-2 Unblinding

Table 5.3 summarizes the passage fraction of events for each livetime cut after the stage-2 unblinding.

Also listed is the absolute difference |∆| in the passage fraction for each cut before and after unblinding,

which is the quantity of interest for the verification study. Table 5.4 summarizes the KS statistic KSt
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Table 5.2: Summary of the KS statistic KSt defined by Eq. 5.8 computed for each data-quality (DQ)
cut parameter distributed for the stage-0 and stage-1 datasets. KSt is evaluated using the distributions
constructed in each cut parameter before the corresponding cut is applied, as well as the final energy
spectra after all cuts are applied to the datasets. For the 60 V measurement, KSt is evaluated separately
for the data measured at 50 and 52 mK. The unblinding verification test for a DQ cut parameter or an
energy spectrum is considered successful if KSt > 1 %.

60 V 100 V

KSt [%] 50 mK 52 mK 50 mK

Trigger Offset Cut 95.7 47.9 12.2

Mean Base Cut 65.2 1.1 73.5

χ2(f) Cut 38.0 69.2 8.2

χ2(t) Cut 45.1 25.0 63.4

Veto Detector Cut 60.0 56.4 4.9

Energy Spectrum 28.8 39.9 16.7

defined by Eq. 5.8 computed for each DQ cut parameter distribution and the final energy spectra after

the stage-2 unblinding. Like with the stage-1 unblinding, the KSt values are evaluated separately for

the data measured at 50 and 52 mK in the 60 V measurement.

Table 5.3: Summary of the passage fractions computed after each livetime cut is successively applied
either to the entire dataset (stage-0, stage-1, and stage-2 combined) or the stage-0 and stage-1 combined
data for the 60 and 100 V measurements. The absolute difference |∆| in the passage fractions are also
reported in percentage points. The unblinding verification test for a livetime cut is considered successful
if |∆| < 5.

60 V 100 V

Passage Fraction [%] Stage-0+1+2 Stage-0+1 |∆| Stage-0+1+2 Stage-0+1 |∆|
Raw Livetime 100.00 100.00 0.00 100.00 100.00 0.00

30 s Fridge Temperature Cut 65.90 66.54 0.64 67.93 67.90 0.03

Mean Base Cut 51.69 51.16 0.53 51.33 49.63 1.70

1 s Fridge Temperature Cut 51.60 51.05 0.55 51.27 49.60 1.67

Trigger and Leakage Burst Cut 43.76 45.42 1.66 44.60 44.97 0.37

As seen in Tab. 5.3, all of the livetime cuts for both the 60 and 100 V measurements again pass the

verification criterion. Table 5.4 shows that the final energy spectrum for the 60 and 100 V measurement

and all of the DQ cuts for the 60 V measurement pass the verification criterion. However for the 100 V

measurement, all the DQ cuts pass the verification criterion except for the mean base cut; because the

mean base cut has KSt = 0.2 %, the null hypothesis is rejected a level α = 1 %. This failed verification test

warrants a closer inspection of the mean base distributions, but does not necessarily mean that alterations

to the analysis pipeline are required. Figure 5.7 compares the normalized distributions of the ∆ Mean

Base parameter from the stage-2 and combined stage-0 and stage-1 datasets measured at 100 V. Recall

that ∆ Mean Base is used to combine the mean base distributions from each day of data acquisition.
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Table 5.4: Summary of the KS statistic KSt defined by Eq. 5.8 computed for each data-quality (DQ) cut
parameter distributed for the stage-2 and the combined stage-0 and stage-1 datasets. KSt is evaluated
using the distributions constructed in each cut parameter before the corresponding cut is applied, as
well as the final energy spectra after all cuts are applied to the datasets. For the 60 V measurement,
KSt is evaluated separately for the data measured at 50 and 52 mK. The unblinding verification test for
a DQ cut parameter or an energy spectrum is considered successful if KSt > 1 %.

60 V 100 V

KSt [%] 50 mK 52 mK 50 mK

Trigger Offset Cut 14.4 19.7 94.3

Mean Base Cut 65.9 41.0 0.2

χ2(f) Cut 77.3 47.7 71.5

χ2(t) Cut 65.4 76.9 83.6

Veto Detector Cut 74.4 1.6 29.3

Energy Spectrum 14.6 99.3 70.7

Overlaid is the absolute difference between the EDFs from each data set. The maximum value of this

curve is the KS statistic Dn,m defined by Eq. 5.6; for the distributions in Fig. 5.7, Dn,m = 0.66 %.
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Figure 5.7: Left y-axis: comparison of the normalized ∆ Mean Base distributions produced using the
stage-2 (orange) and combined stage-0 and stage-1 (blue) datasets measured at 100 V. The distributions
contain the background data measured during all days of data acquisition. Right y-axis: the red curve
shows the absolute difference between the empirical distribution functions (EDFs) of the two distributions
shown in the plot in units of percent. Courtesy of Yen-Yung Chang.

Although the ∆ Mean Base distributions in Fig. 5.7 result in a failed KS test, better insight can be

gained by comparing the mean base distributions and corresponding EDFs from each day separately.
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Figure 5.8 compares the normalized distributions of the mean base parameter from the stage-2 and

combined stage-0 and stage-1 datasets measured at 100 V. The individual peaks that are visible in

Fig. 5.8 correspond to each day of data acquisition. Also shown is the absolute difference between the

EDFs computed separately from the data acquired each day.
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Figure 5.8: Left y-axis: comparison of the normalized mean base distributions produced using the stage-
2 (orange) and combined stage-0 and stage-1 (blue) datasets measured at 100 V. The different peaks
correspond to the background data measured on separate days of data acquisition. Right y-axis: the
absolute difference between the empirical distribution functions (EDFs) computed separately from the
data measured on each day in units of percent. The green (red) curves correspond to the distributions
that result in a KSt value > 1 % (< 1 %) and thus pass (fail) the validation test. The shaded purple
bands indicate the mean base cut thresholds used for the data measured on each day, with some bands
overlapping. Courtesy of Yen-Yung Chang.

As Fig. 5.8 shows, the mean base distributions and corresponding EDFs from only one day of data

acquisition result in a KSt value < 1 % and thus a failed validation test. However it is clear in Fig. 5.8

that the region with the largest absolute differences in the EDFs is contained within the mean base cut

thresholds for that day (i.e. within the region that passes the mean base cut). This means that when

the mean base cut is applied to the stage-2 and combined stage-0 and stage-1 datasets, the difference

between the resulting event passage fractions are negligible (� 1 %). Furthermore if the cut threshold

values were determined using the stage-2 data rather than the stage-0 data, the effect on the passage

fraction would also be negligible.

Although the KS validation test failed for the mean base parameter for the stage-2 unblinding of

the 100 V data, there is no reason to believe that the slight difference in the distributions will have

any meaningful impact on the performance of the mean base cut. Therefore the stage-2 unblinding is

considered successful, and the stage-2 data for both the 60 and 100 V measurements can be included

in the final results. Because the stage-1 unblinding is also considered to be successful, the final results

are produced using the combined stage-1 and stage-2 datasets, totalling 90 % of the entire dataset. The

initial stage-0 data that is used to develop the analysis pipeline are now discarded.
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5.4 Final Results

The final results are computed using the final-stage data, which are comprised of the combined stage-

1 and stage-2 data. Before the exclusion limit results are produced, properties of the 60 and 100 V

final-stage data are examined.

5.4.1 Exposure and Energy Spectra

Table 5.5 summarizes the livetimes measured for the stage-0 and entire datasets, as well as the final

livetimes and exposures measured for the final-stage data. The final-stage, DM-search energy spectrum

for the 60 and 100 V measurements are shown in Fig. 5.9. These spectra are used to compute the

exclusion limits for this analysis. The stage-0 energy spectra are also shown for comparison.

Table 5.5: Summary of the livetime measured for the entire 60 and 100 V datasets compared to the
livetime measured for the stage-0 and final-stage data. Because the livetime cuts are recalculated when
the data is unblinded, the separate livetime measurements from the stage-0 and final-stage data do not
necessarily sum to the livetime of the entire dataset. The exposure of the final-stage data is also reported
for a 0.93 g detector.

Livetime [Hours] Exposure [g-days]

Stage-0 (10 %) All Data (100 %) Final-Stage (90 %) Final-Stage (90 %)

60 V 1.25 10.9 9.9 0.39

100 V 3.6 35.6 31.5 1.22
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Figure 5.9: Energy spectra of the DM-search data measured at 100 V (left) and 60 V (right). The final-
stage, DM-search spectra (black) contain 90 % of the entire dataset and are used to produce the final
exclusion limits. For comparison, the stage-0, DM-search spectra (blue) used to develop the analysis
pipeline are also shown. The red, vertical lines correspond to the calibration energies for the laser-
calibration data.
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Some initial observations can be made regarding the final-stage, DM-search spectra in Fig. 5.9. First,

the final-stage datasets reveal events in the fifth and sixth e−h+-pair peak regions that are not observed

in the stage-0 datasets. For the purposes of limit setting, this means that these regions are not exposure

limited. Second, the prominent peak in the 100 V, DM-search spectra at ∼ 0.5 e−h+ pairs (∼ 50 eV) is

due to non-quantized events restricted to the outer QET channel. This peak is not present in the 60 V

spectra because it is below the 50 eV analysis threshold. Although this peak could be removed with a

successful partition cut, it does not impact the final limit results because the limit setting intervals do

not fall below 1 e−h+ pair.

Lastly, Tab. 5.6 lists the position E and resolution σE of each e−h+-pair peak that can be measured

in the final-stage, DM-search energy spectra. For comparison, the same values for the laser-calibration

data are also listed. While the positions of the e−h+-pair peaks between the final-stage, DM-search

datasets and the laser-calibration datasets are generally in good agreement, the resolutions of some of

the peaks appear to significantly differ. Most notably, the resolutions of the second to fourth peak from

the 100 V DM-search data are much larger than the corresponding peaks from the laser-calibration data.

The source of this discrepancy is unknown, but it may be indicative of a different underlying energy

distribution of background events.

Table 5.6: Summary of the positions E and resolutions σE of each e−h+-pair peak measured from the
final-stage, DM-search data and laser-calibration data. These quantities are only measured up to the
third and fourth e−h+-pair peak of the 60 V and 100 V, final-stage, DM-search spectrum, respectively.

60 V

Final-Stage DM-Search Laser-Calibration

E [eV] σE [eV] E [eV] σE [eV]

1 e−h+ 61.45± 0.05 3.38± 0.05 61.92± 0.02 3.35± 0.01

2 e−h+ 123.4± 0.2 4.0± 0.1 123.80± 0.02 3.74± 0.02

3 e−h+ 186.5± 0.3 3.74± 0.07 185.80± 0.04 4.10± 0.04

4 e−h+ - - 247.91± 0.07 4.20± 0.07

5 e−h+ - - 310.2± 0.1 4.6± 0.2

6 e−h+ - - 371.7± 0.2 4.0± 0.2

100 V

Final-Stage DM-Search Laser-Calibration

E [eV] σE [eV] E [eV] σE [eV]

1 e−h+ 101.73± 0.06 3.13± 0.01 101.83± 0.01 3.48± 0.01

2 e−h+ 203.83± 0.08 5.01± 0.04 203.81± 0.02 3.98± 0.02

3 e−h+ 308.03± 0.04 5.43± 0.09 305.81± 0.05 4.57± 0.04

4 e−h+ 408.9± 0.2 7.3± 0.2 407.72± 0.08 4.67± 0.83

5 e−h+ - - 510.0± 0.2 4.9± 0.2

6 e−h+ - - 611.6± 0.3 4.8± 0.3
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5.4.2 Exclusion Limits

The final DM exclusion limits for this analysis are produced using the 60 and 100 V, final-stage, DM-

search spectra shown in Fig. 5.9 and the detector efficiency curves shown in Figs. 4.46 and 4.47. The

results are obtained using the Poisson limit setting method outlined in Sec. 5.1.2, and the choices of which

e−h+-pair-peak upper limits to select from at each sampled DM mass along with the corresponding C.L.

of each individual e−h+-pair-peak upper limit are determined from the initial limit results in Sec. 5.2.

As with the initial results, final exclusion limits are produced on the LDM-electron scattering cross

section σ̄e for LDM-electron inelastic scattering the DM form factors FDM = 1 and FDM ∝ 1/q2 for

DM masses between 0.5 to 104 MeV/c2; the dark photon kinetic mixing parameter ε for dark photon

absorption for dark photon masses between 1.2 to 50 eV/c2; and the axioelectric coupling constant gae

for ALP absorption for ALP masses between 1.2 to 50 eV/c2. The expected signal model for a given

DM candidate at a given mass requires both experimental and model parameter inputs. The models

use the weighted average energy resolutions σ〈E〉 listed in Tab. 4.9 and the CT and II probabilities

stated in Sec. 4.5.4. Furthermore the dark photon and ALP absorption models use the photoelectric

absorption cross section σp.e. curves for Si outlined in Sec. 2.3.3. The detector response model assumes

the commonly used values of Eg = 1.2 eV and εeh = 3.8 eV for the Si band gap energy and energy per

e−h+ pair, respectively. The Fano factor F input in the detector response model is treated as a variable

parameter.

A method is developed in order to quantify and incorporate the various experimental and model

parameter uncertainties into the final limit results. This is done by first constructing a probability

distribution for every parameter with an uncertainty. For the energy resolutions and CT/II probabilities,

Gaussian distributions are made using the stated values and uncertainties as the Gaussian means and

standard deviations, respectively. The uncertainty in the energy calibration as described in Sec. 4.3.5

and parameterized by ∆Ecal is considered by constructing a Gaussian distribution with a mean of 0 eV

and standard deviation of 0.5 eV. The uncertainties in the efficiency curves are translated to a new

parameter nσ describing the number of standard deviations a new efficiency curve ε′(E) is away from

the fitted efficiency curve ε(E). ε′(E) is therefore given by

ε′(E) = ε(E) + nσ · σε(E), (5.9)

where σε(E) is the 1σ uncertainty curve of ε(E). The uncertainty bounds seen in Figs. 4.46 and 4.47

correspond to the ε′(E) curves with nσ = ±1. A Gaussian distribution is constructed for the nσ

parameter with a mean of 0 and standard deviation of 1. The uncertainty in σp.e. cannot be described

by a Gaussian distribution. Instead a uniform distribution is used to randomly select between the

nominal, lower bound, and upper bound σp.e. curves described in Sec. 2.3.3. A summary of the each

parameter and corresponding probability distribution is provided in Tab. 5.7.

For each DM model and each DM mass sampled, the limit setting procedure is repeated 5000 times

using random variates selected according to the probability distributions described above. This results in

limit distributions containing 5000 trails for each possible e−h+-pair peak. At each DM mass sampled,

the average upper limit at each e−h+-pair peak is calculated, and the lowest averaged upper limit is

selected as the 90 % C.L. result at that DM mass. Recall that not all e−h+-pair peaks are considered

when selecting the lowest upper limit; this selection process is predetermined from the initial limit

results described in Sec. 5.2. For the selected averaged upper limit at each sampled DM mass, the
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Table 5.7: Summary of the experimental and model parameter inputs and probability distributions used
to compute the final limit results. In order to incorporate parameter uncertainties into the final results,
random variates are selected according to the distributions listed below. The means and widths of the
Gaussian and truncated (T.) Gaussian distributions are also listed.

Parameter Distribution Mean Width Comments

60 V 100 V 60 V 100 V

σ〈E〉 [eV] Gaussian 3.5 3.6 0.3 0.3 See Sec. 4.5.3.

fCT [%] T. Gaussian 16.0 11 0.7 3 Truncated at 0 %; see Sec. 4.5.4.

fII [%] T. Gaussian 3× 10−11 2 4× 10−11 3 Truncated at 0 %; see Sec. 4.5.4.

∆Ecal [eV] Gaussian 0 0 0.5 0.5 See Sec. 4.3.5.

nσ Gaussian 0 0 1 1 See Eq. 5.9.

σp.e. Uniform N/A Random choice; see Sec. 2.3.3.

Parameter Value Comments

Eg [eV] 1.2 Constant parameter.

εeh [eV] 3.8 Constant parameter.

F 10−4–0.3 Separate results for F = 0.155, F = 10−4, and F = 0.3; see Sec. 2.2.1.

uncertainty in the limit result is determined by evaluating the equivalent ±1σ values from its limit

distribution. The equivalent ±1σ values correspond to the 15.9 % and 84.1 % points on the distribution’s

empirical distribution function, regardless of the shape of the distribution. Not all of the resulting limit

distributions are Gaussian in shape. This can be due to multiple reasons, including: discrete parameter

choices such as the σp.e. curve, parameters such as the CT or II probability with nonlinear effects on the

limit, and edge cases when a single event in a low-event region may or may not be included in the limit

setting interval depending on the energy resolution and energy calibration random variates.

Additional consideration is required for certain parameter variates that can produce non-physical

results. The first is for the uncertainty in the detector efficiency. Due to the large uncertainty band

around the fitted efficiency curve, particularly for the 100 V measurement, many random variates of the

nσ parameter will result in a ε′(E) curve that exceeds 1 (i.e. 100 % efficiency). Although these cases

clearly lead to non-physical limit results, the relationship between the detector efficiency and the upper

limits is well understood, and there are no otherwise adverse effects on the limits that would occur

if ε′(E) > 1. Therefore the limit distributions are computed using all random variates of nσ even if

ε′(E) > 1. The average upper limits at each e−h+-pair peak are calculated using all limit trials, whereas

the equivalent ±1σ values are calculated only using the limit trails with ε′(E) ≤ 1 at all energies.

The second parameter that needs consideration is the II probability. For both the 60 and 100 V

measurement, the II probability is consistent with zero. Therefore many random variates of the II prob-

ability fall below zero, leading to non-physical limit results. Unlike the efficiency curve, non-physical

values of the II probability lead to extreme adverse effects on the limits. Specifically, negative II prob-

abilities ultimately result in nonsensical, negative upper limit values. To avoid this issue, the Gaussian

probability distributions constructed for the II probability measured at 60 and 100 V are truncated at

0 %. The effect of using a truncated distribution for the II probability random variates is dependant on



Chapter 5. HVeV Run 2: limit Setting, unblinding, and final results 143

−31.3 −31.2 −31.1

log10(σ̄e)

0

100

200

L
im

it
T

ri
a
ls 1 e−h+

−33.1 −33.0 −32.9 −32.8

log10(σ̄e)

2 e−h+

−33.1 −33.0 −32.9 −32.8

log10(σ̄e)

3 e−h+

−32.8 −32.7 −32.6 −32.5 −32.4

log10(σ̄e)

0

100

200

L
im

it
T

ri
a
ls 4 e−h+

−32.2 −32.0

log10(σ̄e)

5 e−h+

−31.6 −31.4 −31.2

log10(σ̄e)

6 e−h+

Figure 5.10: Limit distributions at each e−h+-pair peak produced for the LDM-electron scattering cross
section σ̄e with Fano factor F = 0.155, DM form factor FDM = 1, and a DM mass of 7 MeV/c2 for
the 100 V measurement. The distributions are the results of 5000 trials of calculating the upper limit
using random variates of experiment and model parameters with uncertainty. The black, vertical lines
indicated the average of each limit distribution. The black, overlaid distributions are the limit trials that
were computed using only a physical efficiency curve. The red, vertical lines indicate the ±1σ uncertainty
values. The distributions that are coloured indicate which of the e−h+-pair peaks are considered for
selecting the lowest averaged limit and thus the 90 % C.L. result at each sampled DM mass. In this
example, the lowest averaged limit occurs at the second e−h+-pair peak.

many factors, including the DM model and mass that are being considered and which e−h+-pair peak

is being used to calculate the limit. Generally the magnitude of this effect is expected to be small and

skew the upper limits to be, at most, 6 % weaker. Overall this effect is subdominant compared to the

other sources of uncertainty.

Finally to consider the uncertainty in the Fano factor F , the limits and their propagated uncertainty

are calculated separately using three different values for F : the one measured at high energy, F =

0.155 [108], and the values of F = 10−4 and F = 0.3 assumed to cover the systematic uncertainty of

the Fano factor at these energies. Figure 5.10 shows the limit distributions at each e−h+-pair peak

produced for the LDM-electron scattering cross section σ̄e with F = 0.155, FDM = 1, and a DM mass of

7 MeV/c2 for the 100 V measurement. The average limit at each e−h+-pair peak is calculated using the

entire limit distribution. The black, overlaid distributions are the distributions with the non-physical

efficiency curves removed, and are used to calculated the equivalent 1σ uncertainty values. The coloured

distributions indicate which of the e−h+-pair peaks are considered for selecting the lowest averaged limit;

for the example in Fig. 5.10, the lowest averaged limit occurs at the second e−h+-pair peak.

For each DM model for each of the 60 and 100 V measurements, the final limit result is the limit

obtained using F = 0.155, and the final estimate of the systematic uncertainty is the envelope of the

equivalent ±1σ values of all three limits obtained using the different Fano factor assumptions. The final

90 % C.L. exclusion limit results for this analysis for LDM-electron scattering and dark photon/ALP

absorption are shown in Figs. 5.11 and 5.12, respectively. The limits on σ̄e assume a DM form factor of
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either FDM = 1 or FDM ∝ 1/q2 [71]. The light blue and light grey bands represent the estimates of the

systematic uncertainty for the 100 V and 60 V measurements, respectively.

5.4.3 Characterizing the Limit Uncertainty Estimates

Although uncertainty estimates shown in Figs. 5.11 and 5.12 help to understand the overall magnitude

of the effects that uncertainties of experimental and model parameters have on the limit results, they

do not hold much statistical weight or meaning. However it is still worth analyzing the results further

to understand how each parameter individually contributes to the overall limit uncertainty. Take for

example the limit distribution results in Fig. 5.10, which ultimately selected the averaged limit at the

second e−h+-pair peak. The random parameter variates used to produce this limit distribution are split

into two categories: those that resulted in an upper limit that is either lower or higher than the average

of the limit distribution. These random parameter variate distributions are shown in Fig. 5.13.

By observing the plots in Fig. 5.13, it is clear that nσ, and therefore the efficiency curve uncertainty,

is the largest contributor to the spread in the limit distribution at the second e−h+-pair peak in Fig. 5.10.

The CT and II probabilities are the next largest contributors, while the energy resolution and calibration

appear to negligibly affect the spread in the limit distribution. This result, however, is qualitative and is

only applicable to the specific DM model and mass used to compute the limits in the Fig. 5.10 example.

To obtain a broader and more quantitative result, the effects of experimental and parameter uncertainties

are studied using a linear regression analysis. Given a data set of observed values yj and independent or

predictor variables xji for j = 1, ..., N and i = 0, ..., p, the predictive linear regression model is expressed

as 

y1

...

yj

...

yN


=



1 x11 · · · x1i · · · x1p

...
...

. . .
...

. . .
...

1 xj1 · · · xji · · · xjp

...
...

. . .
...

. . .
...

1 xN1 · · · xNi · · · xNp





β0

...

βi

...

βp


+



ε1

...

εj

...

εN


, (5.10)

where βi are the regression coefficients for each predictor variable and εj are the error elements. The

model includes a constant intercept term β0 by setting xj0 = 1. Completing the inner product in

Eq. 5.10, the dependant variable yj can be predicted from the set of xji predictor variables:

yj = β0 + β1xj1 + ...+ βpxjp + εj . (5.11)

Given (p − 1) predictor variables, the linear regression model finds the set of βi coefficients that best

predict the yj observed values from the input xji variables. This model can be applied to this analysis

in order to assess how the experimental and model parameters impact the limit distribution data. Each

limit distribution has N = 5000 observations, and there are (p − 1) = 7 predictor variables related

to the energy resolution, energy calibration, CT and II probabilities, detector efficiency, Fano factor,

and the photoelectric absorption cross section. For this analysis, xji represents the number of standard

deviations away from the mean of the underlying distribution of parameter i for the jth observation, and

yj represents the number of standard deviations the observed jth limit is away from the average of the
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Figure 5.11: 90 % C.L. limits on the effective dark matter-electron scattering cross section with form
factor FDM = 1 (left) and FDM ∝ 1/q2 (right) and with Fano factor of 0.155 for the 100 V (solid-blue
curve) and 60 V (black curve) measurement. The light blue and light grey bands represent the estimates
of the systematic uncertainty for the 100 V and 60 V measurement, respectively. Other direct detection
constraints shown include SuperCDMS HVeV Run 1 [106] (red), DAMIC [151] (green), SENSEI [152]
(orange), EDELWEISS [153] (grey), XENON10 [154, 155] (teal), and XENON1T [52] (pink).
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Figure 5.12: 90 % C.L. limits on the dark photon (A′) kinetic mixing parameter ε (left) and axioelec-
tric coupling constant gae (right) with Fano factor of 0.155 for the 100 V (solid-blue curve) and 60 V
(black curve) measurement. The light blue and light grey bands represent the estimates of the system-
atic uncertainty for the 100 V and 60 V measurement, respectively. Other direct detection constraints
shown for A′ and ALPs include SuperCDMS Soudan [148] (maroon), XENON10 (teal), and XENON100
(purple) [78]; additional constraints on A′ include SuperCDMS HVeV Run 1 [106] (red), DAMIC [151]
(green), SENSEI [152] (orange), EDELWEISS [153] (salmon), and anomalous energy loss mechanisms
in the Sun [156]. For the axioelectric coupling, the entire region shown is disfavored by the observed
cooling of red giant [157, 82] and white dwarf stars [158, 82].
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Figure 5.13: Distributions of the random parameter variates used to produce the limit distribution at
the second e−h+-pair peak seen in Fig. 5.10. The random variates include the energy resolution σE ,
the energy calibration ∆Ecal, the fractional charge trapping (CT) probability fCT, the fractional impact
ionization (II) probability fII, and the efficiency parameter nσ described by Eq. 5.9. Each distribution
is split into the random variates that resulted in a upper limit that is lower (blue) or higher (orange)
than the average of limit distribution, σ̄e, avg.

limit distribution. Therefore this linear regression analysis assesses how the uncertainty of the various

parameters impact the uncertainty in the limit. A larger βi coefficient means that the uncertainty of

parameter i has a larger impact on the uncertainty observed in the limit.

It is also important to point out the limitations of applying this model to the limit distribution

data. First, the observed limit distributions and parameter distributions are not always Gaussian in

shape, which introduces uncertainty into the yj and xji data points. Second, parameters such as the CT

and II probabilities and Fano factor have a non-linear effect on the limits, which introduces additional

uncertainty into the regression model. Lastly, the Fano factor and photoelectric absorption cross section

curve are chosen randomly from three discrete choices rather than from some distribution. In order to

fold these uncertainties into the regression model, the discrete choices are assigned xji values of −1, 0,

or 1. For example for the Fano factor (with i = 7), the choices of F = 10−4, F = 0.155, and F = 0.3

correspond to xj7 = −1, xj7 = 0, and xj7 = 1, respectively. The Fano factor coefficient β7 being larger

than another coefficient βn can be interpreted as the choice of Fano factor having a larger impact on

the limit uncertainty than a 1σ deviation in parameter n. Figure 5.14 shows the absolute values of

the βi coefficients as a function of DM mass for the limits produced for LDM-electron scattering with

FDM = 1 and for dark photon absorption. The plots are shown for the limits produced for the 100 V

measurement, but the results are similar for the 60 V measurement. The results are also similar when

the linear regression model is applied to the LDM-electron scattering with FDM =∝ 1/q2 and ALP

absorption limit distributions.

Figure 5.14 provides insight into which parameters have the most impact on the limit uncertainty. At

DM masses where expected signal model depends on the Fano factor (> 1 MeV/c2 for χ and > 3.8 eV/c2
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Figure 5.14: Absolute values of the regression coefficients βi as a function of DM mass resulting from the
linear regression model applied to the limit distributions for LDM-electron scattering with FDM = 1 (top)
and for dark photon absorption (bottom) for the 100 V measurement. The βi coefficients are related
to the energy resolution σE , energy calibration ∆Ecal, fractional charge trapping (CT) probability fCT,
fractional impact ionization (II) probability fII, the efficiency parameter nσ described by Eq. 5.9, the
Fano factor F , and the photoelectric absorption cross section σp.e.. A larger |βi| indicates that the
uncertainty from parameter i has a larger impact on the uncertainty in the limit.

for dark photons and ALPs), the Fano factor is generally the most dominant source of uncertainty.

For LDM-electron scattering, the detector efficiency and CT probability are the next leading sources

of uncertainty. For the absorption channels at masses . 4 eV/c2, σp.e. is the most dominant source of

uncertainty. For all DM channels, the energy resolution and calibration are generally the least dominant

source of uncertainty in the limit.

5.5 Discussion

This chapter presents an analysis and resulting exclusion limits on LDM scattering off of electrons,

dark photon absorption, and ALP absorption using a 0.93 g, second-generation HVeV detector. Energy

spectra are produced from a blind analysis with 1.2 g-days of exposure measured at 100 V and 0.39 g-

days of exposure measured at 60 V acquired in an above-ground laboratory. The results from the 100 V

measurement are reported in Ref. [1].

This second generation HVeV detector used in this analysis has shown an improved performance

compared to the first-generation detector used in the HVeV Run 1 analysis. The HVeV Run 2 detector

operated at 100 V is able to achieve an unparalleled energy resolution in the first e−h+-pair peak as low

as 3 eV, corresponding to a charge resolution of 0.03 e−h+ pairs. This resolution is ∼ 3.3 times better

than the 0.1 e−h+ pair charge resolution obtained by the HVeV Run 1 detector [106]. Furthermore, the

HVeV Run 2 detector design successfully implemented a second QET channel that allows for events to
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be distinguished between those originating in the inner or outer area of the detector. Although Sec. 4.3.1

shows that both channels have equal energy gain, a partition cut to remove outer-channel events could

not be successfully utilized, as outlined in Sec. 4.4.2.

Despite the clear improvements in the detector design, the limit results from this analysis do not

reach the projected limits shown in Figs. 4.2 and 4.3, nor are they able to exceed the DM exclusion

limits achieved by the HVeV Run 1 analysis despite ∼ 2.5 times more exposure. The most notable

differences between this analysis compared to the HVeV Run 1 results are seen in the LDM-electron

scattering limits for DM masses & 2 MeV/c2. In this mass region, the 100 V HVeV Run 2 limits are

weaker by a factor of . 3.2 and . 3.4 compared to HVeV Run 1 assuming a DM form factor FDM = 1

and FDM ∝ 1/q2, respectively. While different limit-setting techniques do play some role, the discovery

reach of these HVeV-style detectors is limited primarily by the background events of unknown origin.

A large amount of the differences in the LDM-electron scattering limits between HVeV Run 1 and

HVeV Run 2 can be attributed to the different limit setting approaches taken by each analysis. This

analysis utilizes the conservative Poisson counting method described in Sec. 5.1.2 that tends to result

in weaker limits. Conversely, the HVeV Run 1 analysis utilizes the OI limit setting method, that due

to the ability of the OI method to freely choose the limit setting interval, tends to produce stronger

limits. A more apt comparison of HVeV Run 1 and HVeV Run 2 limit results is made by employing

the same limit setting procedure to both datasets. Specifically, a Poisson counting method is used for

both analyses, whereby the 90 % upper limit is computed at each e−h+-pair peak, and the lowest limit

at each DM mass is selected as the final limit. This is the same limit setting procedure that is used for

HVeV Run 2, except without involving the e−h+-pair peak selection procedure. When the same limit

setting procedure is used, the 100 V HVeV Run 2 limits on LDM-electron scattering above & 2 MeV/c2

are weaker by only a factor of . 1.6 and . 1.4 compared to HVeV Run 1 for FDM = 1 and FDM ∝ 1/q2,

respectively. Figure 5.15 shows the LDM-electron scattering limits with FDM ∝ 1/q2 produced at each

e−h+-pair peak for HVeV Run 1 and HVeV Run 2 using the same Poisson counting method.

The remaining differences in the LDM-electron scattering limits between HVeV Run 1 and HVeV

Run 2 are due to the detector-specific CT and II values, that differ for the detectors used in each run.

The Poisson method sets the limit values by calculating the ratio between the event rate determined

from the 90 % upper limit of the observed number of events and the expected event rate determined

from the DM signal model. Table 5.8 compares the efficiency-corrected event rates for each e−h+-pair

peak within a ± 3σE window between the 60 and 100 V measurements in this analysis and the HVeV

Run 1 analysis. The event rate observed at each e−h+-pair peak is similar in this analysis compared

to HVeV Run 1. Yet due to the larger exposure for HVeV Run 2, the event rate determined from 90 %

upper limit of the observed number of events is lower at all except the third e−h+-pair peak. Therefore

with all else being equal, this analysis would produce stronger limits compared to HVeV Run 1, except

if the limit is set at the third e−h+-pair peak. However this analysis measured CT and II probabilities

of 11 and 2 %, respectively, for the data measured at 100 V, and incorporated these values into the

detector response model. Conversely, CT and II probabilities were not incorporated into the HVeV

Run 1 analysis, but recent measurements observed CT and II probabilities in the HVeV Run 1 detector

of 0.713 and 1.1576 %, respectively [109].

The effect of CT and II moves events from the peak regions and into the between-peak regions.

Therefore in general, higher values of CT and II reduce the expected event rate at each e−h+-pair

peak, and thus contribute to a weaker limit. Indeed for the LDM-electron scattering signal model, the
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Figure 5.15: Limit on the LDM-electron scattering cross section σ̄e with FDM ∝ 1/q2 produced at each
e−h+-pair peak for the 100 V measurement of this analysis (solid curves) and for the HVeV Run 1
analysis (dashed curves). All of the limits are produced using the Poisson limit setting method.

Table 5.8: Comparison of the efficiency-corrected event rate at each e−h+-pair peak between this analysis
and HVeV Run 1 [106]. The event rates displayed from this analysis are calculated from the DM-search
datasets measured with a bias voltage of 100 V and 60 V. For each number of e−h+ pairs, the event
rate is determined by counting the number of observed events within a ± 3σE window centered on the
peak. The uncertainty shown is the 1σ uncertainty in the number of observed events assuming Poisson
statistics.

HVeV Run 2 HVeV Run 1 [106]

Voltage [V] 100 60 −140

σE [e−h+] 0.03 0.05 0.1

Events/(g-day)

1 e−h+ (149± 0.3)× 103 (165± 0.7)× 103 (157± 0.7)× 103

2 e−h+ (1.1± 0.03)× 103 (1.2± 0.07)× 103 (1.3± 0.07)× 103

3 e−h+ 207± 13 245± 29 171± 20

4 e−h+ 53± 7 77± 16 58± 11

5 e−h+ 16± 4 20± 8 16± 6

6 e−h+ 5± 2 10± 6 24± 7

expected event rate at each of the first six e−h+-pair peaks is reduced by a factor of roughly 0.9, 0.8,

0.71, 0.64, 0.58, and 0.52, respectively, when computed with the CT and II values measured at 100 V

compared to assuming no CT or II. These reductions in the expected event rate are often enough to

overcome the advantageous exposure of HVeV Run 2. In order to demonstrate the effect that the CT
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and II probabilities have on the limit results, the limits on LDM-electron scattering determined from

this analysis are computed again but without incorporating the CT and II probabilities into the detector

response model, as was done in HVeV Run 1. When the CT and II probabilities are not incorporated

into the detector response model, the 100 V HVeV Run 2 limits on LDM-electron scattering are stronger

by a factor of . 1.35 for both FDM = 1 and FDM ∝ 1/q2 compared to the Poisson HVeV Run 1 limits

for regions where the limits are not set at the third e−h+-pair peak. In regions where the limits are set

at the third e−h+-pair peak, the 100 V HVeV Run 2 limits are still weaker by a factor of . 1.1 for both

FDM = 1 and FDM ∝ 1/q2 compared to the Poisson HVeV Run 1 limits. Putting aside the different

limit setting methods for HVeV Run 1 and HVeV Run 2, the differences in the LDM-electron scattering

limits can be attributed to the fact that the observed event rates at the e−h+-pair peaks and the larger

exposure of HVeV Run 2 do not overcome the higher CT and II probabilities measured for the HVeV

Run 2 detector. This may be indicative of a slightly higher overall event rate in HVeV Run 2 compared

to HVeV Run 1. The total event rate observed at and above the second e−h+-pair peak is ∼ 10 Hz/kg

for HVeV Run 1 and ∼ 15 Hz/kg for HVeV Run 2 operated at 100 V.

The limit results in this analysis between the 60 and 100 V measurements are very comparable.

Furthermore, Tab. 5.8 also shows that the observed event rate in each e−h+-pair peak between the 60

and 100 V measurements are similar. This, along with the similar CT and II probabilities, suggest a

result that is not strongly dependent on the applied voltage. Indeed the limit results as seen in Figs. 5.11

and 5.12 are comparable between the 60 and 100 V measurements. For dark photon and ALP masses

& 20 eV/c2, the 100 V measurement produces stronger limits due to the e−h+-pair peaks from the DM

signal models “walking away” from the observed e−h+-pair peaks, combined with a greater exposure for

the 100 V measurement.

Furthermore, this analysis provides a more thorough study of the uncertainty in the limit results

compared to the HVeV Run 1 analysis, and indicates which parameters are key to reducing the uncer-

tainty in the limits of future analyses. As Sec. 5.4 outlined, the uncertainty in the Fano factor in Si is the

most dominant source of uncertainty in the limit results, followed by the uncertainties in the efficiency

curves (caused by the efficiency dips described in Sec. 4.5.2) and CT/II probabilities. For dark photon

and ALP masses below . 4 eV/c2, the most dominate source of uncertainty in the limits are due to the

uncertainty in the photoelectric absorption cross section in Si. Chapter 6 presents a new measurement

of the photoelectric absorption cross section at cryogenic temperatures that greatly reduces this source

of uncertainty. The uncertainties in the energy resolution and energy calibration are the least dominant

sources of uncertainty in the limit results.

Overall, it is clear that apart from marginal gains that can be made by utilizing different limit

setting techniques, the discovery reach that is possible using these HVeV-style detectors is limited by

the observed background events of unknown origin. Sufficient understanding of these background events

would allow for a likelihood-based approach to be used to set the limits. Not only are likelihood-based

approaches well established, but they can also incorporate experimental uncertainties into the limit result,

and could be used to combine the results from HVeV Run 1 and HVeV Run 2. Yet given how much is

still unknown about these backgrounds, experiments in the near future using HVeV-style detectors will

likely implement the limit setting approach used for this analysis introduced in Secs. 5.1.2 and 5.2. It

will therefore be beneficial, if not prudent, to further investigate this limit setting approach, and use

Monte Carlo (MC) simulations to understand the statistical coverage and thus the C.L. of the limit
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results computed using this method. Chapter 7 discusses further the topic of unknown backgrounds,

and outlines some key areas of focus for future experiments operating HVeV-style detectors.



Chapter 6

Photoelectric Absorption Cross

Section Measurement in Silicon

This chapter describes a novel technique for measuring the photoelectric absorption cross section σp.e.

near the Si band gap at cryogenic temperatures. Apart from obtaining an accurate and precise mea-

surement of σp.e., this analysis also investigates how this new result affects certain dark matter exclusion

limits. The analysis and results presented in this chapter are also reported in Ref. [2] and [3]. Further-

more, the work presented here was made by a collaborative effort, with the other leading contributor

being Chris Stanford.

6.1 Motivation

The expected event rate and signal distribution of several dark matter (DM) candidates depend on σp.e.

of the target material. As the sensitivity of direct DM search experiments reach lower and lower DM

masses, there becomes a greater need of precisely knowing σp.e. at lower photon energies. For these

experiments and DM models, there is a natural low-energy limit that exists at the band gap energy

of the target material; for Si, the lowest band gap energy is ∼ 1.1 eV. Recently there have been many

experiments that have reached this low energy limit, including DAMIC [151], SENSEI [152], and, as

shown in the previous chapter, SuperCDMS HVeV [1].

The need for precise measurements of σp.e. near the band gap for DM search experiments is abun-

dantly clear. As seen in Sec. 2.3, there is a lot of discrepancy in the data available from literature for

photon energies below the direct band gap energy of Si (∼ 3.2 eV). Moreover only a sparse amount of the

literature data were measured at the cryogenic temperatures that are required for solid-state DM search

experiments; the data that were measured at cryogenic temperature do not span the entire energy range

of interest. Recall that a temperature dependence in σp.e. is expected in Si at energies below the direct

band gap due to indirect photon absorption (see Sec. 2.3.1). Even after correcting the literature data for

temperature, the uncertainty in σp.e. near the Si band gap is the most dominant source of uncertainty in

the dark photon and axion-like particle (ALP) absorption exclusion limits at masses . 4 eV/c2, as seen

by the HVeV Run 2 results in Sec. 5.4. A more accurate and precise measurement of σp.e. near the Si

band gap at sub-Kelvin temperatures will reduce the uncertainty in the exclusion limits for DM models

that depend on this parameter.

152
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6.2 Experimental Setup

6.2.1 Experiment Design

To measure σp.e., a new experiment was designed whereby monochromatic light is passed through thin

Si filters of varying thickness. Values of σp.e. are obtained by comparing the relative transmission of

light through each filter. Using the relative transmissions removes much of the difficulties and systematic

uncertainties that would occur if absolute transmission values are used to measure σp.e..

The entire experiment is contained within a 3He fridge that has been previously used to measure

charge propagation in Si and Ge at low temperatures [159, 160, 161, 162]. The filters and detection

apparatus are coupled to the coldest stage of the 3He fridge. A multi-mode fiber optic cable fed into

the fridge via a vacuum feedthrough is used to illuminate the filters with light from external LED/laser

diode sources of various wavelengths. Table 6.1 lists the different wavelengths used in this experiment.

The light exiting the fiber optic cable is focused to a diameter of ∼ 200 µm onto the filters ∼ 150 mm

away after reflecting off of a 2-axis micro-electro-mechanical system (MEMS) mirror. The tilt of the

MEMS mirror is controlled and automated to direct the light toward the various Si filters.

Behind the Si filters is a high-purity Si crystal detector with dimensions of 1 × 1 × 0.4 cm3. The

side of the detector facing the incoming light is patterned with an aluminum-tungsten mesh electrode,

with 20 % coverage, that provides a voltage bias of 50 V across the detector. The electrode is a tri-layer

of 40 nm of W on 20 nm of Al on 40 nm of amorphous Si. The opposite side of the detector is covered

almost fully with aluminum thin film that is used as a ground electrode. Light that is absorbed by the

Si detector releases e−h+ pairs within the crystal that are then propagated due to the applied voltage.

The drifting charges are collected and measured as a charge signal. Figure 6.1 shows an illustration of

the experiment setup.

Filter Mount
Silicon Filters
Transmitted Beam

MEMS Mirror

Focused Beam

Fiber Focuser

Multi-mode Fiber

Silicon Crystal
Aluminum 

Parquet
Propagating 

Charges
Readout 

Electrode

Vacuum 
Feedthrough

Fiber- 
coupled Diode 

Fridge Lab

Figure 6.1: Illustration of the experiment setup used to measure σp.e.. A multi-mode fiber is fed into
the fridge in order to transmit light through the Si filters. The transmitted light is measured as a charge
signal from the Si crystal detector. The MEMS mirror is used to direct the light through the various
filters. Courtesy of Chris Stanford.
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Table 6.1: Summary of the various monochromatic light sources used in this experiment. The trans-
mission curves for each light source provided by the manufacturer is summarized by the peak, lower
half-maximum (LHM), and upper half-maximum (UHM) values. The peak values in units of eV are also
shown.

Peak [nm] LHM [nm] UHM [nm] Peak [eV] Type

448 447 449 2.77 Laser

530 521 547 2.34 LED

639.5 639 640 1.94 Laser

660 651 667 1.88 LED

787 786 788 1.58 Laser

950 905 970 1.31 LED

972 970 973 1.28 Laser

1028 1027 1029 1.21 Laser

The filter mount shown in Fig. 6.1 is made from a 6 cm2 brass plate. The front side of the mount

contains eight through-holes 0.5 mm in diameter that are radially symmetric around the mount center and

are spaced 2 mm apart. The back side of the mount contains square indents centered on each through-

hole that are used to mount the 1.5× 1.5 mm2 Si filters. GE varnish is used to hold the filters in place.

Seven filters are cut from high-purity, Czochralski (Cz)-grown Si wafers with independently-measured

thicknesses of 5.1 ± 0.1, 10.0 ± 0.1, 24.0 ± 0.2, 49.4 ± 0.1, 100.2 ± 0.1, 149.7 ± 0.2, and 198.8 ± 0.1 µm.

The filter mount design is illustrated in Fig. 6.2, where the top-through hole is left empty for calibration

purposes.

Figure 6.2: Illustration of the front (left) and back (right) filter mount design. The front side contains
eight 0.5 mm-diameter through-holes spaced radially symmetric around the center of the mount. The
back of the mount is used to hold the seven Si filters of varying thickness, with the top through-hole left
empty for calibration purposes. Courtesy of Chris Stanford.
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6.2.2 Data Acquisition

Data was acquired by first cooling the fridge to the desired temperature and connecting one of the

monochromatic light sources in Tab. 6.1 to the optical fiber. Next, a series of measurements were

executed that define the run performed at that temperature and wavelength. The main σp.e. results

from this work are obtained for the various light sources listed in Tab. 6.1 measured separately at

temperatures of 0.5, 5, 77, and 295 K. A run involved making a scan of the beam spot over each hole in

the filter mount, with each scan consisting of a 14 × 14 grid of individual measurements. As the light

was sent through the optical fiber, the MEMS mirror was positioned to direct the light to one of the

(x, y) grid points over one of the holes. The grid over each hole covers an area of 0.6× 0.6 mm2, and is

used to ensure that best alignment of the beam spot with the hole can be used for the analysis.

An individual measurement was made by pulsing the light source in a train of 32 pulses. A Thorlabs

DC2200 LED driver [163] was used to control the light sources and produce square pulses with widths

of 20 µs that are spread 8 ms apart. The 450 and 530 nm light sources required longer pulse widths due

to the large amount of attenuation that occurs as the light travels through the optical fiber. However

the pulse widths for all of the individual measurements using a single light source remained constant.

When the light pulses reached the Si detector, the liberated charges were collected by the electrode and

the signals were amplified using a cryogenic amplifying circuit described in Ref. [164]. The charge signal

for each measurement was therefore a voltage trace recorded by the DAQ consisting of 32 pulses. The

analogue traces were digitized at a sampling frequency of 48 kHz before being stored. Each voltage trace

is processed by splitting it into 32 sections that are summed together to form an averaged pulse. The

amplitude of the averaged pulse is used as the measure of the amount of light that passed through the

Si filter at a particular (x, y) grid point and subsequently absorbed by the detector. An example of

the voltage trace acquired for an individual measurement is shown in Fig. 6.3, along with the averaged

pulse. Although the light pulses themselves are square-shaped, the pulses measured by the Si detector

are exponential-shaped due to the recovery time of the capacitors in the amplifying circuit.

Between each measurement, the MEMS mirror was positioned to direct the beam toward the empty

hole in order to reduce the effect of charge buildup in the Si detector. While grounded, a 1 ms pulse

of light was sent into the detector to help neutralize any charge buildup. The bias voltage was then

reapplied to take the next measurement. Lastly, the run procedure was modified in order to reduce

any temporal effects that may occur during data acquisition, such as a slight increase in the fridge

temperature over time. Instead of measuring the (x, y) grid points of each hole sequentially, the ordering

of (x, y) grid points from all holes was shuffled as to not favour any hole in particular.

Secondary Filter Mount

A secondary filter mount was used in order to accommodate two specific measurements that were difficult

to make using the original filter mount. The first is the σp.e. measurement using the 448 nm light source.

Due to the high absorption cross section that occurs at this wavelength, the intensity of the light pulses

had to be increased so that enough light could transmit through even the thinnest Si filters. However the

increased intensity also led to an overwhelming amount of reflected light that reached the detector either

through the empty hole or by wrapping around the filter mount itself. The measurements obtained in

this situation were found to be unusable. To address this issue, the secondary mount does not contain

an empty hole and was spray-painted black in order to reduce the amount of reflected light. The
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Figure 6.3: Example of the voltage trace acquired for an individual measurement. The raw trace was
digitized at a sampling frequency of 48 kHz and split into 32 segments that each contain a pulse. The
32 separate pulse traces are overlaid, along with the averaged pulse trace.

σp.e. measurement using the 448 nm light source was successfully acquired using the secondary mount,

although, due to time constraints, it was measured at only one fridge temperature (5 K).

The second issue that the secondary filter mount addresses is the σp.e. measurement using the 1028 nm

light source. Due to the extremely low absorption cross section that occurs at this wavelength, the

transmission through each of the Si filters is almost identical, making it difficult to extract the σp.e. value.

To solve this problem, the secondary filter mount included two new Si filters with thicknesses of 299.4 µm

and 397.6 µm. The secondary mount with these thicker filters was used for the σp.e. measurement with

the 1028 nm light source at a temperature of 295 K. For all of the measurements acquired using this

secondary filter mount, the neutralization step was done by directing a sufficient amount of light through

the 5.1 µm filter.

6.3 Calibration

This experiment was designed to reduce the number of systematic uncertainties and minimize the amount

of calibration required. Multiple Si filters of varying thickness are used so that σp.e. can be measured

with relative rather than absolute transmission measurements. Furthermore, the filters are arranged

radially symmetric around the MEMS mirror. This ensures that the angle of incidence of the incoming

beam at each filter surface, and therefore the proportion of light reflected at each filter-vacuum interface,

is constant. Due to this design decision, the σp.e. measurements do not require calibration for the amount

of light that is reflected rather than transmitted through the filters. Nonetheless, there are still effects

that may require calibration or corrections to the σp.e. measurements. These include: (i) pulse amplitude

linearity; (ii) hole transmission dependence; and (iii) light reflection.
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Pulse Amplitude Linearity

In order to compare pulses of different amplitudes, the absolute pulse heights measured from the Si

crystal detector need to be calibrated. To do this calibration, the 950 nm light source was attached to

the system, and the MEMS mirror was positioned to direct the beam through the empty hole. Next, a

sweep over the applied current to the light source in steps of ∼ 5.3 mA was performed and the average

pulse measured at each current step was recorded. The light source was then placed inside a dark box

along with a photomultiplier tube (PMT) capable of measuring single photoelectrons. The same current

sweep was performed using the PMT, but in steps of 20 mA, and the average pulse measured from the

PMT at each current step was recorded. Note that this measurement is used to examine the detector

response to a given amount of light intensity, and is thus independent of the specific light source used.

The results of the current sweeps are shown in Fig. 6.4.
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Figure 6.4: Results of performing a sweep of the applied current to the 950 nm light source. At each
current, the resulting pulse amplitude was measured separately using the Si detector (black) and a
photomultiplier tube (PMT) (red). Courtesy of Chris Stanford.

As Fig. 6.4 shows, the Si detector responds linearly with the amount of incident light up until pulse

amplitudes of ∼ 2 V. For larger amounts of incident light, the detector begins to saturate. The majority

of measurements were tuned so that the averaged pulse heights fall within this linear region. However

some measurements, particularly those using the short-wavelength light sources, required a larger amount

of incident light. An amplitude correction is performed on any measurement whose averaged pulse

amplitude is > 1 V. This is done by first using the Si detector curve in Fig. 6.4 to determine the applied

current corresponding to the measured pulse amplitude, and then adjusting the amplitude to the height

of the PMT curve at the matching current.
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Hole Transmission Dependence

Despite the careful design of the filter mount, small differences in the size of each hole or slight asym-

metries in the hole positions lead to variances in the amount of light transmitted through each hole,

regardless of any Si filters placed in the mount. To investigate this hole transmission dependence, mea-

surements were taken through each hole without the Si filters placed in the mount. The data were

collected using the 530, 660, and 950 nm light sources with the fridge set at 5 K. The other light sources

were not available at the time these measurements were made. Figure. 6.5 shows the averaged pulse am-

plitude for each (x, y) grid point for each hole from the 950 nm measurements. For these measurements,

a 15 × 15 grid around each hole was used. Holes 0–7 in Fig. 6.5 correspond to the eight holes as seen

in the left diagram of Fig 6.2 counting counter-clockwise, starting with hole 0 as the hole that normally

contains the 50 µm filter.
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Figure 6.5: Averaged pulse amplitude resulting from the measurements obtained for each (x, y) grid
point for each hole in the filter mount without the Si filters placed inside. Holes 0–7 correspond to the
eight holes as seen in the left diagram of Fig 6.2 counting counter-clockwise, starting with hole 0 as the
hole that normally contains the 50 µm filter. These measurements were obtained using the 950 nm light
source at 5 K. Courtesy of Chris Stanford.

For each hole measured at each wavelength, the five (x, y) grid points with the largest averaged pulse

amplitude are selected, and the median amplitude of the selected five is taken as the transmission value

for the whole scan. The left plot of Fig. 6.6 shows the transmission values for each hole relative to the

transmission value of hole 0.

As seen in the left plot of Fig. 6.6, the transmission through each hole can vary up to∼ 15 %. Although

this indicates a need to develop a correction to account for the transmission variation through each hole,

such a correction is impractical for this experiment. It is found that re-installing the filter mount, even

to insert the Si filters, produces the same overall transmission variation but changes the variation from

hole to hole. The same results are found when using the secondary filter mount. Therefore instead of

developing a transmission correction, the results from the left plot of Fig. 6.6 are used to determine

an uncertainty in the transmission measurements. Specifically, the standard deviation of the relative

transmission measurements at each wavelength is taken as the uncertainty in the transmission measured

due to hole variation. The light sources that were not measured adopt the uncertainty from the closest

matching wavelength. The resulting uncertainties are: 5 % for the 448 and 530 nm light sources; 4 % for

the 639.5, 660, and 787 nm light sources; and 2 % for the 950, 972, and 1028 nm light sources. Lastly,
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Figure 6.6: Relative transmission measured through each hole in the filter mount without the Si filters
placed inside. Left: the measurements were made using the 530, 660, and 950 nm light sources at a
temperature of 5 K, and are relative to the transmission through hole 0 for each wavelength. Right: the
measurements were made using the 530 nm light source at temperatures ranging from 4 to 80 K. All
measurements are relative to the transmission of the 530 nm light source through hole 0 at 5 K. Courtesy
of Chris Stanford.

it is found that the magnitude of the overall transmission variation is consistent at each temperature.

The right plot of Fig. 6.6 shows the relative transmission through each hole at various temperatures

using the 530 nm light source. Although there is an overall trend in transmission over temperature, the

hole transmission variation at each temperature is relatively consistent. The standard deviations of the

hole variation calculated at the various temperatures also fall between 2 and 5 %. Therefore the same

uncertainty values previously stated are used for the measurements taken at all temperatures.

In most cases, the magnitude of this uncertainty is small compared to the transmission variation that

occurs when the Si filters are used. However this is not true for the measurements using the 1028 nm light

source. At this wavelength, the extremely low value of σp.e. results in little variation in the transmission

of light through the different filters, thereby making the observed hole transmission variation a significant

factor. To improve the results, the measured amplitudes obtained from the 1028 nm data are corrected

for the hole transmission variation. Yet, as previously stated, these corrections cannot be developed

using the empty filter mount. Rather the corrections are developed from measurements using the filter

mount with the Si filters in place. These measurements were acquired at each desired temperature by

performing a scan of each hole using the 972 nm light source. This wavelength was chosen because it

has good transmission through all of the filters at all temperatures.

At each temperature, the transmission through each filter is determined and used to fit a function

describing transmission as a function of filter thickness. This process is described in detail in Sec. 6.4.

Then for each transmission data point, the ratio between the measured and best-fit transmission values

is used to approximate the hole variation. A correction factor for each hole is applied to the 1028 nm

measurements as the inverse of the approximated hole variation. For example, if the ratio between the

measured and best-fit transmission values in hole h is 1.05, then the 1028 nm transmission measurement
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at hole h will have a correction factor of ∼ 0.95 applied. The left plot of Fig. 6.7 shows the transmission

data points and fitted curve for the data acquired at 0.5 K. The hole correction factors derived from this

data are shown in the right plot of Fig. 6.7, along with the correction factors determined at the other

temperatures.
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Figure 6.7: Left: light transmission as a function of Si filter thickness. The transmission data points
are from the measurements using the 950 nm light source at a temperature of 0.5 K, and the dashed-
curve is an exponential function fitted to the data points. The ratio between the measured and best-fit
transmission values is used to approximate the hole transmission variation. Right: summary of the hole
transmission correction factors used to adjust the transmission measurements from the 1028 nm light
source at each temperature. Hole 4 corresponds to the empty hole in the filter mount, and therefore
requires no correction factor.

Light Reflection

The issue of light reflecting off of the filter mount and affecting the signal measurements is discussed in

Sec. 6.2.2 in regards to the secondary filter mount. For the measurements using the 448 nm light source,

the amount of reflected light was so overwhelming that transmission measurements could not be made

with the original filter mount. Although this was not the case for the other light sources, the amount of

reflected light is still significant enough to motivate the development of a correction procedure.

In order measure the amount of light reflection at a given wavelength and temperature, an additional

measurement was made by positioning the MEMS mirror to direct the beam to a blank part of the filter

mount away from any of the holes. As with the normal transmission measurements, a scan of the beam

spot consisting of a 14 × 14 grid of individual measurements was made. The mean amplitude of all

(x, y) grid points is taken as the amplitude of light reflection. Furthermore, the amount of background

in the voltage trace at a given wavelength and temperature was measured by following the same scan

procedure without actually pulsing the light source. This blank scan is then used to extract the mean

and standard deviation σ of the background amplitude. If the amplitude of light reflection is > 3σ

above the mean background amplitude, it is subtracted from the amplitudes of the normal transmission
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measurements at the same wavelength and temperature. This criterion ensures that the transmission

amplitudes measured are adjusted only if the amount of reflected light is significantly larger than the

background.

The amount of reflected light is found only to be significant for the 530, 660, and 950 nm light sources

at 0.5 K, and the 530, 639.5, 660, 950, and 1028 nm light sources at 5 K. The amplitude of reflected light

in these cases range from 10–35 mV. These values are small compared to the majority of transmission

measurements, the amplitudes of which are generally > 100 mV.

6.4 Analysis

The analysis procedure starts with the averaged pulse amplitude from each (x, y) grid point from the

scan performed over each Si filter at each wavelength and temperature. Each scan is used to produce a

2D image to visually confirm that the beam is aligned with the hole. An example of a set of these scan

images is shown in Fig. 6.8, where the decrease in amplitude is seen as the thickness of Si filter increases.
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Figure 6.8: Set of 2D scan images from the transmission measurements performed over each Si filter,
where the thickness of each filter is indicated on each scan image. The data in this plot were acquired
using the 950 nm light source at a temperature of 5 K. The amplitude refers to the averaged pulse
amplitude from each (x, y) grid point. Courtesy of Chris Stanford.

To turn a set of scans into a value for σp.e., a series of post-processing steps is performed. First, the

set of 14 × 14 grid points for each scan is divided into thirds based on time of acquisition. Recall that

the ordering of individual measurements of the grid points from all the scans was chosen at random.

Each scan is then separated into three “sub-scans” of lower resolution representing the first, second,

and final third of grid points measured. Next, in order to reduce the impact of outliers, the median
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amplitude amongst the five grid points of largest amplitude is taken as the transmission value for that

sub-scan. Lastly, the median value amongst the transmission values of the three sub-scans is taken as

the transmission value of the entire scan. The temporal division of the grid points is done to reduce the

impact of any transient effects at the start of a run that are present in only the first sub-scan.

Once the transmission value for a scan is determined, the calibrations and corrections outlined in

Sec. 6.3 are applied as appropriate. This includes calibrating for the pulse amplitude linearity, correcting

for the hole transmission variation for the 1028 nm light source, and subtracting the reflected light

amplitude if necessary. The calibrated and corrected transmission values are then plotted against the

corresponding Si filter thickness. The error bars on these data points result from investigating biases

induced from various sources, including the applied bias voltage, light intensity, linearity correction,

neutralization procedure, and day-to-day variability. However, the most dominant source of error is

found to be the hole transmission variation discussed in Sec. 6.3. The uncertainty due to the hole

transmission variation is therefore taken as the uncertainty in the transmission values for each light

source. The normalized transmission results from the several runs at the different wavelengths and

temperatures are shown in Fig. 6.9. Note that some wavelengths do not have as many transmission data

points. This is because the transmission of the shorter wavelengths could not be measured through the

thicker Si filters.

To extract the value of σp.e., an exponential function is fit to the transmission data points with their

corresponding transmission uncertainties. The function is described according to the Beers-Lambert law:

Ae−ρσp.e.t, (6.1)

where A (an arbitrary constant) and σp.e. are the fit parameters, ρ = 2.33 g/cm3 is the density of Si,

and t is the Si thickness. The fitted functions for each wavelength and temperature are also shown in

Fig. 6.9. The fitted values of σp.e. are shown in the right plot of Fig. 6.10 plotted at their corresponding

photon energies. The uncertainty in the σp.e. values is determined from the statistical uncertainty in the

fits, whereas the uncertainty in the photon energies is derived from the uncertainty in the light sources.

For the photon energy uncertainty values, the lower and upper bounds are determined from the upper

half-maximum and lower half-maximum wavelengths, respectively, that are listed in Tab. 6.1.

Although the σp.e. measurements in this work are measured at temperatures only as low at 0.5 K,

there is not expected to be much of a difference between the values of σp.e. between 0.5 and 0 K. As

the results in the right plot of Fig. 6.10 show, the σp.e. measurements are similar when measured at 0.5,

5, or 77 K, but significantly increase when measured at 295 K. This observation is also confirmed by a

separate σp.e. measurement performed at a fixed wavelength as the fridge was warming up.

In order to use these new results for dark matter limit setting, a continuous σp.e. curve over energy

is preferred. To obtain this curve, the same indirect photon absorption model described by Eq. F.5 in

Appendix F is fit to the discrete σp.e. measurements:

α(T ) =
∑

i, j=1, 2

CiAj

(
(Eγ − Eg, j(T ) + Ep, i)

2

eEp, i/kbT − 1
+

(Eγ − Eg, j(T )− Ep, i)2

1− e−Ep, i/kbT

)
+Ad (Eγ − Egd(T ))

1/2
,

(6.2)

where α(T ) = σp.e.(T )ρ is the linear absorption coefficient, Eγ is the photon energy, and T is the

temperature. The summation term in Eq. 6.2 accounts for indirect photon absorption via phonon
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Figure 6.9: Summary of the transmission results versus Si filter thickness for the various wavelengths
and temperatures. The temperature of each set of results is indicated on each plot, and the coloured
curves are the exponential functions described by Eq. 6.1 fitted to the transmission data at the various
wavelengths. The results are normalized to the arbitrary amplitude parameter A computed for each fit.
Courtesy of Chris Stanford.

absorption and phonon emission, where the suffix i refers to the two phonon energies considered, Ep, i,

and the suffix j is refers to the two indirect band gaps with energies Eg, j(T ) that are active in photon

absorption. The coefficients Ci describe the electron-phonon coupling constants, and the Aj coefficients

are proportionality constants. Lastly, the final term in Eq. 6.2 describes direct photon absorption, with

a direct band gap energy of Egd(T ) and a proportionality constant Ad. The band gap energies Eg, j(T )
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and Egd(T ) in Eq. 6.2 have a temperature dependence according to:

Eg, `(T ) = Eg, `(0)− βT 2

T + γ
, (6.3)

where ` = j, d, Eg, j(0) is the band gap energy at 0 K, and β = 7.021×10−4 eV/K and γ = 1108 K for Si.

This photon absorption model is valid for photon energies up to 4 eV, and does not include any direct

contributions from possible boron-oxygen complexes in the Cz-grown Si filters [165, 166]. More details

about regarding this model are found in Appendix F, along with the values for the various parameters.

Although it was previously used to apply a temperature correction to the existing σp.e. data found in

literature, this model can now be used to describe the new photoelectric cross section values over the

various temperatures and energies.

First, the model is simultaneously fit to the four sets of σp.e. measurements taken at 0.5, 5, 77,

and 295 K by allowing to float the proportionality constants A1 and A2 of the first and second indirect

band gap, respectively. To improve the fit of the model to the lower energy measurements, the lowest

indirect band gap energy Eg1(0) is also allowed to float while using the fixed value of Eg2(0) = 2.5 eV

for the second indirect band gap energy, where there is not enough data to constrain. Eg1(0) is held

constant across all temperatures, but in order to investigate a possible temperature dependence in A1,

A1 is allowed to vary. Because the form of such temperature dependence is unknown, A1 is initially

fit separately to the σp.e. measurements at each of the four temperatures. Only one measurement was

taken at an energy above the second indirect band gap, so the temperature dependence in A2 is not

investigated.

The results of the fit for A2 and Eg1(0) are (6±3)×103 eV−2cm−1 and (1.134±0.004) eV, respectively.

The fit results of A1 at each of the four temperatures are shown in the left plot of Fig. 6.10 and

demonstrate a significant temperature dependence. This observation may be a result of temperature-

dependant effects that the phenomenological absorption model does not account for, such as the effect

that temperature has on the density of states or on the electron-phonon coupling. To improve the fit

of the model to the measurements, a second fit is performed by constraining A1 to have an exponential

temperature dependence according to:

A1(T ) = c0e
−c1T , (6.4)

where c0 and c1 are additional fit parameters. An exponential function is chosen to describe the tem-

perature dependence of A1 for empirical reasons as it is physically plausible and requires only two

parameters to sufficiently fit to the A1 values. This second fit is still applied simultaneously to all of the

σp.e. measurements, but uses the previously determined A2 and Eg1(0) as fixed constants. The fitted

values of c0 and c1 are (325 ± 6) eV−2cm−1 and (1.7 ± 0.1) × 10−3 K−1, respectively. The result of the

secondary fit are shown in Fig. 6.10; the left plot shows the exponential A1(T ) function with the fitted

c0 and c1 parameters, and the right plot shows the fitted absorption model evaluated at the same four

temperatures as the σp.e. measurements.
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Figure 6.10: Left: results of the fitted proportionality constant of the first indirect band gap A1. The
black data points are the separately fitted A1 values at each of the measured temperatures, and the
purple curve is the fitted A1(T ) obtained when A1 is constrained to an exponential function described
by Eq. 6.4. Right: summary of the new σp.e. measurements acquired in this work at the four discrete
temperatures, and the results of the simultaneous fit of the absorption model to all of the measurements
evaluated at the same four temperatures. The black, vertical line is the fitted first indirect band gap
energy Eg1(0).

6.5 Effect on Dark Matter Exclusion Limits

This section will probe the effects that the new σp.e. measurements have on dark matter exclusion limits.

Several DM direct detection channels are similar in that they are related to σp.e.. In this work, the

relevant processes include the absorption of dark photons and ALP by a target material, and inelastic

DM-nuclear scattering of Weakly Interacting Massive Particles (WIMPs) or light dark matter (LDM).

The absorption channels cause the emission of one or more electrons, whereas the inelastic scattering

channels lead to the Bremsstrahlung emission of a photon or the emission of an electron via the Migdal

effect; the details of the absorption and inelastic scattering processes, as well as their dependence on

σp.e., are outlined in Sec. 1.5.3 and Appendix A, respectively.

To measure the impact of the new σp.e. measurement, the signal models of the various DM interaction

channels are calculated using two different σp.e. curves: the nominal and the fitted curve. The nominal

σp.e. curve is defined in Sec. 2.3.3 for energies ≤ 50 keV and consists of commonly used data. The fitted

σp.e. curve is the result of evaluating the fitted absorption model from Sec. 6.4 at a temperature of 50 mK.

This temperature is purposefully chosen to match the operating temperature during the HVeV Run 2

experiment. The absorption model used to describe the σp.e. measurements is valid up to 4 eV, yet the

DM signal models require σp.e. values over a much wider range of energies. Thus for energies above 4 eV,

the fitted σp.e. curve uses the same data as the nominal σp.e. curve starting at 4.02 eV, interpolating

in the region between. Above 4 eV both the nominal and fitted curves are identical, and therefore any

differences in the computed DM signal models and resulting exclusion limits are directly attributed to
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the temperature dependence of σp.e.. Figure 6.11 compares the nominal and fitted curves used in this

study between 1 and 10 eV.
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Figure 6.11: Top: comparison of the nominal (black) and fitted (red) σp.e. curves used in this study.
The nominal curve is comprised of commonly used σp.e. data, whereas the fitted curve is the result of
evaluating the fitted absorption model from Sec. 6.4 at 50 mK. The model is valid up to 4 eV. Above
that energy, the two curves are identical. Bottom: ratio between the nominal and fitted σp.e. curves.

Exclusion limits are calculated on the dark photon kinetic mixing parameter ε and the axioelectric

coupling constant gae from the dark photon and ALP absorption models, respectively, for DM masses be-

tween 1.1 and 10 eV/c2, as well as on the spin-independent, DM-nucleon scattering cross section σSI
n from

the inelastic DM-nuclear scattering models under the emission of a Migdal electron or Bremsstrahlung

photon for DM masses between 10−2 and 10 GeV/c2. To demonstrate the effect of the new σp.e. measure-

ments on these limits, a low background dataset at electron recoil energies as low as the Si band gap is

required. Such a dataset can be found from the HVeV Run 2 analysis in Chapters 4 and 5. Specifically,

the exclusion limits calculated in this work use the quantized, 100 V energy spectrum from the HVeV

Run 2 experiment obtained from a Si detector operated at 50 mK with 1.22 g-days of exposure. The 90 %

confidence level (C.L.) limits are calculated using the same Poisson limit setting method as described

in Sec. 5.1.2. Because the limits on ε and gae were also calculated in Chapter 5, this analysis uses the

same procedure to determine which e−h+-pair peaks are considered to select the final limit result at

each DM mass. For the limits on σSI
n , which were not calculated in Chapter 5, all six e−h+-pair peaks

are considered at all DM masses to select the final limit results.

For the case of the Bremsstrahlung and Migdal models, the limits are also examined using an ad-

ditional toy experiment. In this idealized experiment, there are no events in the data spectrum, the

detector efficiency is unity at all energies, and there is no charge trapping (CT) or impact ionization

(II). Furthermore, the limits produced using this toy experiment are calculated only from the first e−h+-

pair peak. As will soon become evident, this toy experiment maximizes the effect on the σSI
n limits due

to the discussed differences in σp.e..
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The DM signal models are calculated separately using either the nominal or fitted σp.e. curve. The

dependence on σp.e., however, is quite different for the absorption and inelastic scattering models. The

absorption models assume that the total interaction energy is the mass energy of the proposed DM

particle, and so the dynamic range of the experiment is equal to the mass range accessible in the

absorption processes. Furthermore as described in Sec. 1.5.3, the signal from each of these processes is

a delta function at the DM mass with a rate proportional to σp.e. at the DM mass energy. A different

value of σp.e. therefore results in a different overall scaling of the expected signal rate. For the inelastic

scattering channels, the dependence on σp.e. is more indirect and less obvious, as evident in Appendix A.

For both the Bremsstrahlung and Migdal models, the expected signal at a given DM mass is a continuous

spectrum of the differential interaction rate over the energy of the emitted photon or electron. Figure 6.12

shows an example of the spectra for these models given a DM mass of mχ = 0.1 GeV/c2, and shows how

the spectra differ when calculated using either the nominal or fitted σp.e. curve.
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Figure 6.12: Differential interaction rate of inelastic DM-nucleus scattering under the emission of a
Migdal electron with energy Er (left) or a Bremsstrahlung photon with energy Eγ (right). The energy
is the energy of the emitted particle. The assumed DM-nucleon cross section σSI

n and DM mass mχ for
each spectrum is given in the text box. The differential rate is calculated once with the nominal σp.e.

curve (blue) and once with the fitted σp.e. curve (orange).

The signal models are transposed into the quantized e−h+-pair energy space using the same detector

response model used in Chapter 5 and described in Sec. 2.2, using the assumed value of F = 0.155 for

the Fano factor. Instead of assuming a Si band gap energy of Eg = 1.2 eV like in Chapter 5, the detector

response model in this work uses the fitted band gap energy of Eg = 1.134 eV that was determined in

Sec. 6.4. The difference in Eg is negligible to nearly all of the DM signal models, however it does allow

the limits for the absorption channels to extend to slightly lower masses. To quantize the continuous

signals of the Migdal and Bremsstrahlung models, the spectrum at each DM mass is split into energy

bins 1 eV in length. For each bin, a quantized signal is produced using the detector response model

with an energy equal to the midpoint energy of the bin and an amplitude equal to the integral of the

continuous signal within the bin. The final quantized signal at each DM mass is therefore the sum of
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the individual quantized signals produced for each energy bin. Figure 6.13 shows the quantized signal

model of dark photon absorption computed for a dark photon of mass mA′ = 2 eV/c2 and of the Migdal

process computed for a DM particle of mass mχ = 0.1 GeV/c2, calculated using either the nominal or

fitted σp.e. curve. All of the signal models displayed are scaled by the HVeV Run 2 100 V exposure and

efficiency, and are shown along with the 100 V HVeV Run 2 energy spectrum. The two Migdal signals

in Fig. 6.13 are nearly identical. However, the inset plot shows the signals zoomed-in around the first

e−h+-pair peak where the difference between them is the most prominent.
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Figure 6.13: Quantized DM signal models for inelastic DM-nucleus scattering under the emission of
a Migdal electron (solid curves) and for dark photon absorption (dotted curves). The assumed DM
mass mχ or mA′ and relevant coupling parameter σSI

n or ε for the signal models of the corresponding
interaction channel are given in the text box. The signal models are calculated once with the nominal
σp.e. curve (blue) and once with the fitted σp.e. curve (orange). Also shown is the HVeV Run 2 data
spectrum measured at 100 V. The inset plot shows the Migdal signal models zoomed-in around the first
e−h+-pair peak.

The final 90 % C.L. limits on the absorption coupling parameters ε and gae calculated using either

the nominal or fitted σp.e. curve are compared in Fig. 6.14. The limit results from the 100 V HVeV Run 2

analysis are also shown for additional comparison. The inset in these plots show the ratio between the

two newly calculated limits up to a mass of 4 eV/c2; above that mass there is no difference between the

limits as the same σp.e. information is used.

It is no coincidence that the ratio between the limits calculated with the fitted and nominal σp.e.

curve is similar to the ratio of two σp.e. curves themselves shown in Fig. 6.11. Because a different σp.e.

value at a given mass affects the overall scaling of the signal model for a given ε and gae, the limit at that

mass is also affected by an overall scaling. Note that the signal rates for these processes are proportional

to ε2 or g2
ae, and so the corresponding limits are proportional to σ

1/2
p.e.. For both absorption processes, a

lower σp.e. value results in a higher, and thus weaker, limit on ε or gae. The largest effect of the newly
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fitted σp.e. curve has on the resulting limits is closest to the Si band gap, where the ratio between the

σp.e. curves exhibits asymptotic behaviour. At masses > 1.3 eV/c2 where the fitted and nominal σp.e.

curves differ, the difference between the limit results is also non-negligible. The limits are up to a factor

of 2 weaker when calculated using the fitted σp.e. curve compared to the nominal σp.e. curve. The only

exception is the limit on ε at dark photon masses above ∼ 3.5 eV/c2. In this region, the limit calculated

using the fitted σp.e. curve is slightly stronger due to the in-medium correction applied to ε that is also

dependent on σp.e., as outlined in Sec. 1.5.3.

The final 90 % C.L. limits on σSI
n for the Migdal and Bremsstrahlung inelastic scattering processes

calculated using either the nominal or fitted σp.e. curve are compared in Fig. 6.15. The limits that are

set using the 100 V HVeV Run 2 data spectrum are virtually identical. These results can be explained by

observing the Migdal signals shown in Figs. 6.12 and 6.13. The largest difference in the continuous signal

spectra due to the choice of σp.e. curve occurs for recoil or photon energies below ∼ 4 eV. However recoil

and photon energies in this range predominately produce only one e−h+ pair. Therefore as Fig. 6.13

shows, the expected phonon signal to be observed using an HVeV detector differs predominately at the

first e−h+-pair peak due to the choice of σp.e. curve. The difference between the signals is largest at low

e−h+ pairs and negligible at higher e−h+ pairs. Yet the 100 V HVeV Run 2 data spectrum is highest

at the first e−h+-pair peak, as is typical with single-electron sensitive devices due to detector leakage.

The resulting limits for these processes are therefore set on either the third, fourth, or fifth e−h+-pair

peak, where the choice of σp.e. curve makes negligible difference.

To decouple these results from the specific data spectrum and to understand the maximum impact

the fitted σp.e. curve can have on the limits, the limit calculations are repeated using the previously

defined zero-background toy experiment. Under the assumptions of the toy experiment, the strongest

limits are set at the first e−h+-pair peak. This also happens to be the region with the largest difference

between the expected signals when calculated with the different σp.e. curves. A weaker limit by about

10 % and 5 % for the Migdal and Bremsstrahlung process, respectively, is observed over the entire DM

mass range when the fitted σp.e. curve is used instead the nominal curve.

It should be noted that neither the absorption nor inelastic scattering limit results are corrected for

Earth and atmosphere shielding effects that may be expected for a surface-operated experiment such

as HVeV Run 2. The dark photon and ALP results are consistent with the community practice of not

correcting for these effects, and these limit positions are several orders of magnitude below the upper

bound for detection that is found as a result of absorption in the Earth’s atmosphere or crust [167].

However given that these potential effects may be significantly suppressing the DM-scattering rates for

a cross section at which the inelastic scattering limits are set (in contrast to the absorption rates at the

set limits), these limit results should not be considered as actual constraints on σSI
n derived from the

100 V HVeV Run 2 data. Nevertheless, the conclusions from these results are unaffected by potential

shielding effects, and are only intended to demonstrate the effect of σp.e. on the limits.

6.6 Discussion

This chapter presents a novel experimental technique and analysis for precise measuring of the photoelec-

tric absorption cross section σp.e. of Si near the band gap at cryogenic temperatures. Furthermore, this

chapter demonstrates the effect that this new σp.e. measurement has on the limits for certain absorption

and inelastic scattering DM models. The results of this work are reported in Ref. [2] and [3].
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Figure 6.14: 90 % C.L. exclusion limits on the dark photon kinetic mixing parameter ε over the dark
photon mass mA′ (left) and on the axioelectric coupling constant gae over the ALP mass ma (right).
All limits are based on the 100 V HVeV Run 2 data. The blue limit assumes the nominal dependence of
σp.e. on energy, whereas the orange limit uses the fitted absorption model to the new σp.e. measurements
discussed in Sec.6.4 evaluated at 50 mK. Both limits consider the Si band gap energy of 1.134 eV that
was also fitted in Sec. 6.4. Their ratio is shown in the inset plot on a linear scale. The black limit is the
100 V HVeV Run 2 limit result from Chapter 5, including its uncertainty band in gray.
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Figure 6.15: 90 % C.L. exclusion limits on the spin-independent DM-nucleon scattering cross section
σSI
n over the dark matter mass mχ. The underlying interaction is inelastic DM-nucleus scattering under

the emission of a Migdal electron (left) or Bremsstrahlung photon (right). The solid limits assume the
nominal dependence of σp.e. on energy, whereas the dotted limits use the fitted absorption model to the
new σp.e. measurements discussed in Sec.6.4 evaluated at 50 mK. Two sets of limits are shown: one based
on the 100 V HVeV Run 2 data and another based on a zero-background toy experiment. Also shown
for both scenarios is the ratio of the limit using the fitted σp.e. curve over the limit using the nominal
σp.e. curve. All limits consider the Si band gap energy of 1.134 eV that was fitted in Sec. 6.4.
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Future work can improve upon the σp.e. result by measuring σp.e. over a finer sampling of wave-

lengths, and by extending the range of measurements to lower wavelengths (higher photon energies).

Extending the range of measurements to ∼ 4 eV would allow for a better fit of the absorption model

to regions relevant to the second indirect band gap as well as the direct band gap of Si. However such

measurements would require the manufacturing and implementation of Si filters with thicknesses < 1 µm.

A finer wavelength sampling may be accomplished by modifying the signal readout to accommodate a

filtered xenon flash lamp or a longer time-constant tunable light source with a conventional shutter,

with switching times on the scale of milliseconds. The experimental setup from this work is restricted

to pulses from single-wavelength LEDs or lasers due to the nature of the AC-coupled charge amplifier

detector design that is optimized for fast charge transport measurements. Future work may benefit from

using a detector designed to optimize the total integrated power of charge transport measurements.

Furthermore, the experimental technique outline in this chapter can be easily adapted to measure σp.e.

of other target materials by replacing them with the Si filters in the filter mount. Of particular interest to

dark matter searches are other semiconductors that can be used as target materials [168, 169, 170, 171],

including germanium, the other detector material used in SuperCDMS experiments [148]. However to

measure σp.e. at photon energies below the band gap energy of silicon, such as germanium that has a

band gap energy of ∼ 0.7 eV, a detector with a smaller band gap would be required.

For both dark photon absorption and ALP absorption, the use of the fitted σp.e. curve derived from

the new σp.e. measurements in this work to account for the temperature dependence over the nominal σp.e.

curve results in an exclusion limit up to two times greater (weaker) at masses below 4 eV/c2. Starting

from ∼ 1.3 eV/c2, the difference becomes asymptotically greater as the mass approaches the band gap.

Although these results are found by setting the limits on the 100 V HVeV Run 2 data, they are expected

to be qualitatively applicable to comparable experiments such as SENSEI and DAMIC [152, 151]. Overall

the effect the new σp.e. measurements have on dark photon and ALP absorption searches using state-of-

the-art cryogenic Si detectors cannot be ignored.

For the Migdal and Bremsstrahlung interaction channels, the fitted σp.e. curve over the nominal

curve bares no significant effect on the exclusion limits set using the 100 V HVeV Run 2 data. This

result, however, depends on which e−h+-pair peaks in the energy spectrum contribute to setting the

limits. Calculating the limits for an idealized experiment with no events and perfect efficiency, where the

limits are entirely determined using the first e−h+-pair peak, maximizes the difference in the limits that

could be observed when using the different σp.e. curves. For the Migdal and Bremsstrahlung models,

the difference in the limits in this scenario are about a factor of 1.1 and 1.05, respectively. Whether or

not this effect is relevant depends on the size of the various systematic uncertainties that may exist in

a given experiment. For instance, this effect is sub-dominant compared to the systematic uncertainties

due to the Fano factor assumption and detector efficiency that exist in the HVeV Run 2 experiment.

Additionally for the Migdal interaction channel, it is also important to note that the variation in the

predicted signal due to the choice of model used to compute the signal is much larger than variation

due to the σp.e. curves. For example, Fig. 3 from Ref. [172] compares the predicted differential recoil

spectrum computed using the Migdal model used in this work with the predicted differential recoil

spectrum computed using a different Migdal model from Ref. [173] assuming a DM mass of 1 GeV/c2.

The total predicted signal for recoil energies . 50 eV differs by ∼ 30 % when computed using the two

different approaches of modelling the Migdal effect, whereas over the same energy region and DM mass,

the total predicted signal differs by only ∼ 3 % when computed using the two different σp.e. curves.
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In general, this work highlights the importance of considering the near-band-gap temperature effects

of σp.e. when conducting analyses on low-mass DM candidates that depend on this parameter. Although

the focus of this work is with the use of silicon, similar considerations should be made for other solid-state

DM search experiments that use a different semiconductor as the target material.



Chapter 7

Conclusions and Outlook

This final chapter will provide some concluding remarks on the analyses presented in this dissertation.

However before making such remarks, it is worthwhile summarizing the key elements of each of the

previous chapters. The purpose of the first three chapters in this dissertation was to lay a foundation

of background knowledge and information in service of the dark matter (DM) search experiment and

analysis presented in Chapters 4 and 5. Chapter 1 provided the motivations for DM searches and

introduced various DM candidates, Chapter 2 described how DM can be detected using cryogenically-

cooled semiconductor detectors, and Chapter 3 detailed the design of the second-generation high-voltage

eV-scale (HVeV) detector. The analysis presented in Chapters 4 and 5 showed that exposure and

energy resolution are not the key factors in improving the overall DM exclusion limits. This indicates

that future experiments need to shift their focus to the identification and mitigation of low-energy

backgrounds, which previous generations of detectors had not been sufficiently sensitive to encounter.

Lastly, Chapter 6 presented a new measurement of the photoelectric absorption cross section at cryogenic

temperatures, and showed the effect that the new measurement has on the exclusion limits for various

DM models. The result from Chapter 6 is significant and impactful; not only does this photoelectric

absorption cross section measurement bring clarity to the previously discrepant measurements found

in the literature, but, importantly, it also greatly reduces what had been the most dominant source of

uncertainty in the exclusion limits of the DM absorption channels for masses . 4 eV/c2. In this chapter,

Sec. 7.1 discusses identifying sources of unknown background events, and Sec. 7.2 discusses other sources

of experimental and model uncertainties. Finally, Sec. 7.3 provides a brief outlook on future DM search

experiments that utilize low-threshold detectors.

7.1 Unknown Backgrounds

Table 5.8 compares the efficiency-corrected event rates at each e−h+-pair peak observed in HVeV Run 1

and HVeV Run 2. The rates are similar between the two analyses despite a different detector design,

cryostat, location, overburden, and shielding. Figure 7.1 compares the event rate spectra from HVeV

Run 1 and HVeV Run 2 operated at 100 V. Note that the HVeV Run 1 detector has a charge resolution

of 0.1 e−h+ pairs, and the equivalent charge resolution for the HVeV Run 2 detector operated at 100 V is

0.036 e−h+ pairs. These comparisons not only help to explain the similarities in the exclusion limits (as

discussed in Sec. 5.5), but also add to the growing narrative of unexplained, O(Hz/kg) low-energy excesses

173
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measured in many sub-GeV DM searches (Refs. [174, 175, 176] and references therein). Specifically, the

event rate observed above the second e−h+-pair peak is ∼ 10 Hz/Kg in the HVeV Run 1 detector, and

∼ 15 Hz/Kg in the HVeV Run 2 detector operated at both 60 and 100 V. These rates are comparable

to those found in recent EDELWEISS and SENSEI experiments [174]. Furthermore, the event rates

observed in the HVeV Run 2 detector above the first e−h+-pair peak is similar to those seen in other

charge-readout experiments [106, 152, 151, 153]. The similarities in these observed event rates are

notable, as the experiments differ greatly between their location, exposure, and depth.
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Figure 7.1: Comparison of the event rate spectra from HVeV Run 1 [106] and HVeV Run 2 operated
at 100 V. The HVeV Run 2 spectrum is converted to equivalent number of e−h+ pairs neh in order to
provide a better visual comparison.

Much of the focus of future experiments is therefore being put toward understanding the origin of

these unknown background events. It is possible that detector leakage (see Sec. 2.4) is contributing to

the high event rate observed in the first e−h+-pair peak. Yet the events at higher e−h+-pair peaks

are likely due to particle interactions with the detector. The final-stage, energy-calibrated, DM-search

spectra from the HVeV Run 2 analysis as outlined in Fig. 5.9 and Tab. 5.6 show that the e−h+-pair peaks

above 1 e−h+ are positioned at energies greater than integer neh · e ·Vbias values. This indicates that the

unidentified sources of background events are producing an excess amount of energy when they interact

with the detector, and may suggest that the sources are external to the detector. It remains unclear

what proportion of the background rate is due to detector leakage or external particle interactions, or

what the origins of such external particle interactions are.

One theorized background source is the interaction of muons with SiO2 that exists in the printed

circuit boards (PCBs) that surround the detector, whereby the excitation of electrons produces a spec-

trum of photoluminescent photons between 2 and 6 eV [177]. Specifically, electron excitations due to

a muon interaction can result in fluorescence and phosphorescence which may cause a signal in the

detector. The left plot in Fig. 7.2 shows the photoluminescence for SiO2 from Ref. [177]. It is unclear
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how many photoluminescent photons would be produced per muon interaction, nor whether events from

individual photons could be resolved. Yet the energy spectrum that may result from this photolumines-

cence can be investigated by using Monte Carlo (MC) simulations. The right plot in Fig. 7.2 compares

the 100 V HVeV Run 2 spectrum with the energy spectra resulting from MC simulations of detector

leakage and the photoluminescence spectrum, assuming various value of the Fano factor F . The rate

of photoluminescence events is arbitrarily set at 0.072 Hz. In the case of F = 0.3, photoluminescent

photons can produce events with up to four e−h+ pairs. Other potential sources of background events

include light leakage from black-body radiation that may be absorbed at impurity sites in the detectors,

and transition radiation caused by charged particles crossing between two regions of different dielectric

permittivities [178].
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Figure 7.2: Left: photoluminescence spectrum for various SiO2 materials, provided by Ref. [177]. Right:
comparison of the 100 V HVeV Run 2 spectrum to various Monte Carlo (MC) simulations. The green
histogram is a MC simulation of detector leakage with a surface leakage rate of 1.2 Hz and a bulk leakage
rate of 1.6 Hz. The blue and orange histograms are MC simulations of the SiO2 photoluminescence
spectrum assuming a Fano factor F of 0.155 and 0.3, respectively. The rate of photoluminescence events
is arbitrarily set at 0.072 Hz.

A third run using a detector with an identical design to the HVeV Run 2 detector is currently

ongoing at Fermilab’s NEXUS Facility [72] (IL, USA). The overburden at the NEXUS site provides

255 m of water equivalent shielding, and the detectors are cooled using a dilution refrigerator that does

not require temperature cycling like the ADR that was used for the HVeV Run 2 experiment (eliminating

potential effects related to long cooling times of the detector materials). Furthermore, this third run

is employing multiple detectors to improve upon the coincident veto method and help identify external

background sources. Early results from NEXUS are already providing some insight into the origin of

these unknown backgrounds [179]. Figure 7.3 compares the 100 V HVeV Run 2 event rate spectrum

with the event rate spectrum measured at NEXUS. For this comparison, the HVeV Run 2 data are

re-analyzed to use only a subset of the analysis cuts that could be applied to both datasets. Moreover

as the NEXUS data in Fig. 7.3 do not (yet) have an independent source to calibrate the energy, the first

three e−h+-pair peaks are calibrated to the corresponding peaks from the 100 V HVeV Run 2 spectrum.

For the given amount of overburden at the underground NEXUS Facility, the flux of cosmic muons is

roughly 60 events per m2 per minute [180], which is a factor of ∼ 100–1000 times smaller than the muon

flux for surface-level experiments. Therefore the event rate of any muon-induced background would
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Figure 7.3: Top panel: Comparison of the event rates observed in the 100 V HVeV Run 2 data and from
early data obtained using an identical detector at the NEXUS facility. The 100 V HVeV Run 2 data are
re-analyzed to use only a subset of the analysis cuts that could be applied to both datasets, and the
NEXUS data are calibrated in energy to the first three e−h+-pair peaks of the HVeV Run 2 spectrum, as
indicated by the dashed, vertical lines. Bottom panel: ratio between the NEXUS run and HVeV Run 2
spectra. Figure reproduced from Ref. [179].

also be reduced by a similar factor if measured at surface-level and at the NEXUS facility. However no

such reduction is observed from the comparison of the HVeV Run 2 and NEXUS data in Fig. 7.3. This

suggest that cosmic muons are not the predominant source of single-pulse background events measured

by these detectors, and demonstrates that the rate of these low-energy events may not be influenced by

the amount of overburden at a given facility. It is possible that cosmic muons create background events in

the form of a primary particle interaction followed by multiple secondary interactions, or “burst” events

containing multiple pulses in the trace. However these burst events would be removed by the analysis

cuts, and thus would not appear in Fig. 7.3. There are also notable differences in two spectra shown

in Fig. 7.3, as the NEXUS data show a higher event rate in the between-peak regions, and a slightly

lower event rate at the e−h+-pair peak regions. The cause of these differences are currently under

investigation. Overall, the NEXUS run, as well as other future experiments with multiple detectors,

will help to identify external background sources and further the understanding of these unknown lower-

energy events. Doing so will enable the removal of background events (either experimentally or through

data analysis), and will allow the use of more powerful and robust techniques like a likelihood-based

method to set DM exclusion limits or find potential DM signals.

7.2 Experimental and Model Uncertainties

Another area of focus for future experiments is to identify and eliminate sources of experimental or model

uncertainty. Figure 5.14 shows the impact that various sources of uncertainty have on the uncertainty in
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the DM exclusion limits for the HVeV Run 2 experiment. Indeed the purpose of Chapter 6 is to present

new and precise measurements of the photoelectric cross section, thereby reducing the uncertainty in

this parameter at low energies. Yet there are still significant sources of uncertainty that impact DM

search results. One such source of uncertainty, as is evident in Fig. 5.14, is the Fano factor F . The value

of F determines the e−h+-pair peak probabilities for a given amount of energy deposition, and is thus

important to background and DM signals alike. Recently, a phenomenological model has been used to

explore the ionization yield in Si for energies below 50 eV [102]. Figure 7.4 shows the best-fit results

from Ref. [102] of the ionization yield as a function of energy deposition. For comparison, the same

curves are shown for the ionization production model described in Sec. 2.2.1 that is used throughout

this dissertation; the dashed curves in Fig. 7.4 are computed with nominal value of F = 0.155, and the

shaded regions show the variation between F = 10−4 and F = 0.3.
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Figure 7.4: Probability distributions of e−h+ pair creation in Si. Each distribution corresponds to the
probability of ionizing the labelled number of e−h+ pair for a given energy deposition. The solid curves
are the best-fit results at 0 K obtained by Ref. [102], whereas the dashed curves are produced using the
ionization production model described in Sec. 2.2.1 with the nominal Fano factor value of 0.155. The
shaded regions show the variation between F = 10−4 and F = 0.3, but are not shown for the seventh
and eighth e−h+-pair peak to reduce clutter. The values of either the solid or dashed curves at each
point in energy sum to unity.

At most energies, the curves from Ref. [102] fall within the region spanned by the corresponding

curves generated with the ionization production model used in this dissertation. However there are

notable deviations, the most prominent being the difference in the probability of producing one e−h+

pair. This difference at the first e−h+-pair peak would likely lead to stronger exclusion limits at low

DM masses if computed using ionization probabilities from Ref. [102] compared to the current ionization

model.

Another source of uncertainty comes from charge trapping (CT) and impact ionization (II). The

two-parameter model described in Sec. 2.2.2 and Appendix D, whose inputs fCT and fII are the fraction
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probabilities of CT and II, fits well to laser-calibration data that contain many e−h+-pair peaks. However

this model contains several assumptions, and may not be able to sufficiently describe data with fewer

e−h+-pair peaks. As alluded to in Appendix D.2, a more robust model might describe CT and II

processes like an absorption process with a characteristic length. At the expense of more parameters

and added complexity, such a model could disregard several of the assumptions made by the simplistic

model, and could consider differences in fCT and fII between electrons and holes, second-order CT and

II processes, and differences between surface- and bulk-generated events. Figure 7.5 shows an example

of an expanded CT and II model compared to the current model. Here, the analytical models are meant

to reproduce the results from a MC simulation of surface detector leakage with fCT = 0.1 and fII = 0.3.

Although the value of fII is much larger than what is typically measured, this example illustrates the

limitations of the current model when the energy spectrum has only one e−h+-pair peak. With the

current limit setting methods that only use the e−h+-pair peak regions to set limit values, an expanded

CT and II model would not have much impact. However for the purposes of limit setting, an expanded

model would be most useful, if not necessary, if the between-peak regions can also be used to set limit

values.
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Figure 7.5: Comparison between the current model and an expanded model of charge trapping (CT)
and impact ionization (II). Each model is meant to reproduce the results from a Monte Carlo (MC)
simulation of surface detector leakage with fraction CT and II probabilities of fCT = 0.1 and fII = 0.3,
respectively.

If a more robust CT and II model is to be used, it will be equally important to obtain precise

measurements of the necessary parameters. As previously mentioned, the HVeV Run 2 experiment used

a laser source pointed at only one surface of the detector. Having a laser source pointed at both detector

surfaces would allow for separate measurements of fCT and fII for electrons and holes when the same

polarity of voltage bias is applied across the detector. Another potentially important process that has

not yet been mentioned is surface impact ionization, whereby there is some probability of an electron
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or hole to release additional charges once it reaches the detector surface. A high probability of surface

impact ionization could affect the expected energy spectra for both background sources and DM models,

but this process could also be described by using an expanded CT and II model. Lastly, there is an

ongoing effort toward understanding charge propagation processes [160, 159]. Future experiments can

benefit by knowing which, if any, experimental factors affect the values of fCT and fII. Lower CT and II

probabilities combined with a limit setting method that can exploit the between-peak regions can help

improve the sensitivity of future experiments. A better understanding of CT and II processes, as well

as the ionization yield, will also help to identify the sources of low-energy background events.

7.3 Outlook

The discussion so far has been focused on the challenges and interesting problems to be solved in

upcoming R&D experiments using HVeV-type devices. While these smaller-scale studies and experiments

have and will continue to report DM search results of their own, it is important to remember that they

also serve to assist the upcoming SuperCDMS SNOLAB experiment. The SuperCDMS high voltage (HV)

detectors are expected to have a phonon energy threshold of 100 eV and a phonon energy resolution of

5–10 eV [94], and are therefore likely to observe e−h+ pair quantization like with the HVeV detectors.

So future experiments that can tackle the issues discussed in Secs. 7.1 and 7.2 using HVeV devices will

also greatly benefit the SuperCDMS SNOLAB experiment.

Over the past several years, many collaborations have turned their attention to low-threshold DM

search experiments in order to probe the parameter space of low-mass DM candidates. The SENSEI [36]

and DAMIC-M [37] collaborations are utilizing charge-coupled devices with single-e−h+-pair sensitivity

and analysis thresholds comparable to the HVeV devices. The EDELWEISS collaboration (which also

utilizes cryogenically-cooled semiconductor detectors) has recently been able to achieve sub-e−h+-pair

resolution and report constraints on sub-MeV/c2 DM candidates with a Ge target [153]. In short,

the landscape for low-threshold DM search experiments remains quite competitive. Not only do R&D

programs like the HVeV-based experiments help maintain a competitive advantage for SuperCDMS, but

they also produce data and information that is useful to the field at large. And yet, the horizon of

low-mass DM searches goes far past the limits of today’s detector technology. A likely path forward

toward searches of even lighter DM candidates is to use new target materials. For example, doped

semiconductor targets can have a lower band gap than their undoped counterparts, thereby lowering the

energy range for absorption processes. Another material that has been proposed is superfluid helium,

which can utilize similar detection technology as SuperCDMS detectors to achieve energy thresholds

down to the meV scale [181]. Through the ongoing development of particle detection technologies, the

expansion of our knowledge about low-energy background sources, and the continued mystery that is

dark matter, the future of low-threshold DM search experiments promises to be very exciting.
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Appendix A

Inelastic Nuclear Scattering Models

As mentioned in Sec. 1.5.4, Weakly Interacting Massive Particles (WIMPs) and light dark matter (LDM)

may undergo both elastic and inelastic nuclear scattering with a target material. Section 1.5.1 has

outlined the model and expected event rate for the standard, elastic scattering process. This appendix

will summarize two different models of inelastic nuclear scattering. The first model deals with the scenario

where the inelastic scattering process is accompanied by an emitted photon, known as Bremsstrahlung.

The second model describes a scenario in which the scattering process results in a dislodged electron

through the so-called Migdal effect. Many formulations of the Migdal process exist, but the model

described here is specifically summarized in detail because of its dependence on the photoelectric cross

section σp.e.. As the Bremsstrahlung model also depends on σp.e., they are both used in the analysis

presented in Chapter 6.

A.1 Bremsstrahlung

For DM-nucleus elastic scattering, all of the energy deposited by the scattering DM particle is transferred

to the recoil energy ER of the target nucleus. For an inelastic scattering process, some of that energy may

instead emit an accompanying photon with energy Eγ in the form of Bremsstrahlung. This scattering

method provides a method of probing low-mass DM. Referring to Eq. 1.21, the maximum recoil energy

that can be deposited by a WIMP with mass mχ and velocity v for elastic scattering is:

ER,max =
2µ2

Nv
2

mN
, (A.1)

where mN is the mass of the target nucleus and µN is the DM-nucleus reduced mass. Conversely, the

energy of the emitted photon is bounded by the energy of the relative motion of the DM and target

nucleus [182]:

Eγ,max =
µNv

2

2
. (A.2)

Comparing Eqs. A.1 and A.2, it is clear that ER,max and Eγ,max are related by:

ER,max =
4µN
mN

Eγ,max. (A.3)
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In the limit of mχ � mN , µN ∼ mχ, and therefore ER,max ∼ 4(mχ/mN )Eγ,max � Eγ,max. In other

words, for low DM masses, the upper bound of possible photon energies is much larger than that of

nuclear recoil energies. By observing the electron signal resulting from the emitted Bremsstrahlung

photons, experiments are able to probe DM masses below 90 MeV/c2, the lowest mass probed to date in

elastic DM-nucleus scattering searches [130]. The model and expected event rate for the Bremsstrahlung

inelastic scattering process described here follows the work in Ref. [182]. For a scattering process that

both deposits recoil energy and emits a photon, a double differential cross section is required:

d2σ

dERdEγ
=

α

3πEγ

ER
mN
|f(Eγ)|2 dσ

dER
Θ(Eγ,max − Eγ), (A.4)

where α is the fine-structure constant, Θ(Eγ,max − Eγ) is the Heavyside step function, and |f(Eγ)| is

the atomic scattering form factor of the target material. Following Ref. [183], f can be written as a

function of the photoelectric absorption cross section σp.e.:

|f |2 = |f1 + if2|2 = f2
1 + f2

2 , (A.5)

where the imaginary component f2 is given by:

f2(Eγ) =
σp.e.(Eγ)

2reλ
, (A.6)

where re is the electron radius and λ is the photon wavelength. The real component f1 is related to f2,

and thus also related to σp.e.:

f1(Eγ) = Z∗ +
2

π
P
∫ ∞

0

E′γf2(E′γ)

E2
γ − E′2γ

dE′γ

= Z∗ +
1

πrehc
P
∫ ∞

0

E′2γ σp.e.(E
′
γ)

E2
γ − E′2γ

dE′γ .

(A.7)

Here, Z∗ ' Z − (Z/82.5)2.37 is the atomic number of the target material after a small relativistic

correction [183], P is the Cauchy principal value, c is the speed of light, h is Planck’s constant, and λ =

hc/Eγ converts the photon energy to its wavelength. The differential event rate for the Bremsstrahlung

scattering interaction is simplified by neglecting the energy deposition ER as long as ER,max � Eγ,max,

taking the emitted photons as the only detectable signal. Given the large size of DM detectors compared

to the absorption or scattering lengths of the emitted photons, the Bremsstrahlung model also makes the

reasonable assumption that the emitted photons are always absorbed or scattered by the target material.

For lighter materials such as silicon (Si) and germanium (Ge), the energy range of the emitted photons

assures that all of the photons will be absorbed. With this in mind, the differential cross section over

photon energies can be found simply as:

dσ

dEγ
=

∫ ER,max

ER,min

dER
d2σ

dERdEγ
, (A.8)
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where the upper and lower bounds of the recoil energy integration are determined by kinematic con-

straints:

ER,max/min =
µ2
Nv

2

mN

[(
1− Eγ

µNv2

)
±
√

1− 2Eγ
µNv2

]
. (A.9)

The differential cross section term dσ/dER found in Eq. A.4 can be substituted with the differential cross

section for elastic scattering found in Eq. 1.24: dσ/dER = (mN/2µ
2
Nv

2)σSI
N, 0F

2(ER). Recall that F 2(ER)

is the nuclear form factor term and σSI
N, 0 is the DM-nucleus cross section at zero momentum transfer

that is related to the DM-nucleon cross section σSI
n, 0 in Eq. 1.30. For the recoil energies considered,

F 2(ER) ∼ 1, and therefore σSI
N, 0 ≈ σSI

N . Putting this together, Eq. A.8 becomes:

dσ

dEγ
=

4α

3πEγ
|f(Eγ)|2 µ

2
Nv

2

m2
N

σSI
N

√
1− 2Eγ

µNv2

(
1− Eγ

µNv2

)
. (A.10)

Lastly, the differential event rate dR/dEγ has the same construction as in Eq. 1.17, whereby the velocity-

averaged differential cross section is found by integrating over the velocity distribution fv(~v) of the DM

particles:
dR

dEγ
=

ρDM

mNmχ

∫ ∞
vmin

vfv(~v)
dσ

dEγ
d~v, (A.11)

where vmin =
√

2Eγ/µN and there is an implicit maximum velocity set by the escape velocity of the

galaxy. The validity of this model at energies as low as the band gap of the target material is subject

to ongoing research [184]. Figure A.1 shows the total event rate (found by integrating Eq. A.11 over

Eγ) as a function of DM mass for Si, assuming a spin-independent (SI) DM-nucleon cross section of

σSI
n = 10−35 cm2. Also shown are the differential event rates at various DM masses for photon energies

below 60 eV.
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Figure A.1: Left: expected event rate for inelastic DM-nucleus scattering under the emission of a
Bremsstrahlung photon as a function of DM mass mχ for a Si target, assuming a spin-independent (SI)
DM-nucleon cross section of σSI

n = 10−35 cm2. Right: differential event rate as a function of the emitted
photon energy Eγ at various DM masses.
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As stated in Ref. [182], the potential parameter space where the method of Bremsstrahlung photon

emission yields an improvement in sensitivity is best identified where there is no sensitivity to elastic

scattering interactions. This imposes the condition that there are no events induced above a detector-

specific threshold ER, th. In other words, for an elastic scattering rate of dR/dER,

N(ER > ER, th) = exposure ×
∫ ∞
ER, th

dER
dR

dER
< 1. (A.12)

For a low-threshold experiment such as the HVeV Run 2 experiment presented in Chapters 4 and 5,

a similar argument can be made. Figure 5 in Ref. [94] shows the ionization yield for Si, including the

minimum nuclear recoil energy of 40 eV required for ionization production. Given that the average energy

to produce a single e−h+ pair in Si is 3.8 eV and the analysis range of the HVeV Run 2 experiment is

1–6 e−h+ pairs, only nuclear recoils between ∼ 40–400 eV would induce a measurable signal (see Eq. 2.3).

For DM masses . 0.4 GeV/c2, the nuclear recoil energy spectrum falls below the 40 eV threshold for

ionization production in Si. For large DM masses & 5 GeV/c2, most of the nuclear recoil energy spectrum

is outside the analysis range for the HVeV Run 2 experiment. In contrast, as photons can be measured

at energies as low as the band gap of the target material, the HVeV Run 2 experiment has sensitivity

to lower DM masses via Bremsstrahlung photon emission compared to elastic nuclear scattering.

Furthermore, as stated above and in Ref. [182], the model assumes that the energy deposition due

to the recoil energy can be neglected as long as ER,max � Eγ,max. For a heavy target material such

as xenon (Xe), this assumption is fairly robust. However for larger DM masses and lighter targets, this

assumption can start to break down. Referring to Eqs. A.9–A.11, there is no lower bound placed on Eγ .

It is therefore kinematically possible for the recoil energy to exceed the emitted photon energy. This

assumption can be examined further by considering the kinematically constrained parameter space of

recoil and photon energies described by Eq. A.9. The area enclosed by ER,min and ER,max defines all the

possible combinations of ER and Eγ that may arise from an inelastic scattering event with a particular

target mass, DM mass, and DM velocity. Figure A.2 shows this parameter space for a DM particle with

a mass of 10 GeV/c2 scattering off of a Si (left) and Xe (right) target with a velocity of 400 km/s.

The black, solid lines in Fig. A.2 are the difference between ER,max and Eγ , and are meant to

identify regions where ER > Eγ . For a given Eγ where ER,max − Eγ > 0, there are at least some recoil

energies that exceed the emitted photon energy. However the basis of the initial assumption is that

the recoil energies are small enough to be neglected, and having only Eγ > ER is a low bar to set. A

stronger condition may be to insist that, in order to reasonably neglect the recoil energy (i.e. ER � Eγ),

ER < 0.1 ·Eγ . This condition is illustrated by the black, dashed lines in Fig. A.2. Like before, a given Eγ

where ER,max− 0.1 ·Eγ > 0 indicates that there are at least some recoil energies where ER < 0.1 ·Eγ is

not fulfilled. For a lighter target like Si, these failed conditions take up a larger portion of the parameter

space compared to a heavier target like Xe. Yet even for a target like Xe, the simplifying assumption

that the recoil energies can be neglected in the rate equation may not hold for (relatively) larger DM

masses.

Although the plots shown in Fig. A.2 seem to indicate that ER should not be neglected, they were

specifically calculated at a high DM mass to illustrate an extreme example of where this assumption

may no longer be valid. Indeed for Si and a DM mass of 10 GeV/c2, even the underlying condition of

ER,max � Eγ,max fails. However this assumption can be tested more broadly for all of the sampled

DM masses by introducing the parameter F(ER � Eγ). For each DM mass, F(ER � Eγ) is defined as
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Figure A.2: Kinematically allowed parameter space of the recoil energy ER and photon energy Eγ
produced from a DM particle with mass 10 GeV/c2 inelastically scattering off of a Si (left, blue curve)
and Xe (right, green curve) target with an initial velocity of 400 km/s. The black, solid lines are the
difference between ER,max and Eγ , and indicate where there are recoil energies that exceed the photon
energy. The black, dashed lines are the difference between ER,max and 0.1 ·Eγ , and indicate where there
are recoil energies exceed a tenth of the photon energy.

the fraction of the kinematically allowed (ER, Eγ) parameter space that satisfies ER � Eγ . As before,

ER � Eγ can be defined as the combinations of ER and Eγ such that ER < 0.1 · Eγ . Using these

definitions alone, the black curve in Fig. A.3 shows F(ER � Eγ) as a function of DM mass for Si.

The definition of ER � Eγ can be supplemented by recalling that the minimum nuclear recoil energy

for ionization production in Si is 40 eV. Therefore ER � Eγ can be defined as the combinations of ER and

Eγ that satisfy either ER < 0.1 ·Eγ or ER < 40 eV. Using this new definition, F(ER � Eγ) as a function

of DM mass is shown again by the blue curve in Fig. A.3. Without the ionization threshold condition,

F(ER � Eγ) is largely independent of the DM velocity. However a large velocity dependence emerges

when the ionization threshold condition is used. The blue curve in Fig. A.3 is calculated assuming a

DM velocity of 400 km/s, and the shaded region shows F(ER � Eγ) when the velocity is varied from

100–650 km/s.

Figure A.3 shows that the simplifying assumption to neglect the recoil energies is reasonably valid in

Si for DM masses . 0.4 GeV/c2. It should be noted that the analysis presented in Chapter 6 uses this

inelastic scattering model as described in Ref. [182]. The point of examining the validity of the model

assumptions is to highlight areas where the model may insufficiently describe the presumed interaction,

specifically when using a Si target. Furthermore, the magnitude of F(ER � Eγ) does not translate to

any expected differences in the differential cross section nor the differential rate equations. Lifting the

assumption that the recoil energies are neglected introduces complexities in these equations that are not

discussed here.
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Figure A.3: F(ER � Eγ) as a function of DM mass mχ for a Si target, where F(ER � Eγ) is defined as
the fraction of the kinematically allowed parameter space of the recoil energy ER and the photon energy
Eγ that satisfies ER � Eγ . The black, dashed curve shows F(ER � Eγ) where the only condition
for ER � Eγ is ER < 0.1 · Eγ , and is largely independent of the DM velocity. The blue curve defines
ER � Eγ as the combinations of ER and Eγ that satisfy ER < 0.1 ·Eγ or if ER is below the ionization
threshold for nuclear recoils: ER < 40 eV. This added condition introduces a strong velocity dependence.
The blue, shaded region shows F(ER � Eγ) when the DM velocity is varied from 100–650 km/s.

A.2 Migdal Effect

Another proposed inelastic scattering process that is able to probe DM masses that are otherwise too

small for the standard elastic DM-nucleus scattering interaction is the so-called Migdal effect [86]. Under

elastic nuclear scattering, it is assumed that the surrounding electron cloud instantaneously follows the

motion of the nucleus. In reality, the electron cloud does not immediately follow the nucleus, and

the relative displacement within the atom represents an excited state. An electron emitted during the

de-excitation of the atom produces an observable electron recoil spectrum, distinct from the nuclear

recoil energy. This overall process is called the Migdal effect, which has recently been described in the

context of dark matter search experiments [185]. There are various models that exist for calculating

the differential event rate [185, 172, 173, 186, 187]. However only the approach taken in Ref. [172] is

described here, as it is the only calculation based on the photoelectric absorption cross section σp.e., thus

making it uniquely relevant to the analysis presented in Chapter 6.

The differential cross section for this inelastic scattering process is a function of both the nuclear

recoil energy ER and the energy of the accompanying ionized electron Er due to the Migdal effect.

As described in Ref. [172], the dependence on σp.e. is found by relating the dipole matrix element for

electron transitions with the electron dipole approximation for photoelectric absorption:

d2σMPA

dERdEr
=

m2
e

µ2
Nv

2
σSI
N

ER
Er

σp.e.(Er)

4π2α
. (A.13)
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The expression above is referred to as the Migdal-photo-absorption (MPA) relation. Here, me is the

electron mass, v is the DM velocity, α is the fine structure constant, µN is the DM-nucleus reduced mass,

and σSI
N is the previously defined DM-nucleus cross section that is similarly related to the DM-nucleon

cross section σSI
n . As usual, the differential event rate is found by calculating the velocity-averaged

differential cross section and integrating over the velocity distribution f(~v) of the DM particles with

mass mχ:
d2R

dERdEr
=

ρDM

mNmχ

∫ ∞
vmin

vf(~v)
d2σMPA

dERdEr
d~v, (A.14)

where vmin = (mNER + µNEr)/(µN
√

2mNER) and mN is the mass of the target nucleus. As before,

there is an implicit maximum velocity set by the escape velocity of the galaxy. By only considering the

case where the observed energy neglects the nuclear recoil energy, Eq. A.14 can be simplified to:

dR

dEr
=

ρDM

mNmχ

∫
dER

∫ ∞
vmin

vf(~v)
d2σMPA

dERdEr
d~v. (A.15)

Reference [172] also provides the differential rate equation found when the observed energy is a combi-

nation of both the nuclear and electron signals, ER and Er. Like with the Bremsstrahlung model, the

validity of the Migdal model at energies as low as the band gap is subject to ongoing research [184].

Another important caveat to mention is that although the Migdal effect is used as a proposed mechanism

for DM interactions, the effect has not yet been observed in semiconductor crystal materials like Si or

Ge. The total event rate (found by integrating Eq. A.15 over Er) as a function of DM mass for Si is

shown in Fig. A.4, assuming a SI DM-nucleon cross section of σSI
n = 10−40 cm2. Also shown are the

differential event rates at various DM masses for electron recoil energies below 60 eV.
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Figure A.4: Left: expected event rate for inelastic DM-nucleus scattering under the emission of a Migdal
electron as a function of DM mass mχ for a Si target, assuming a spin-independent (SI) DM-nucleon
cross section of σSI

n = 10−40 cm2. Right: differential event rate as a function of the electron recoil energy
Er at various DM masses.
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Relationship between Complex

Conductivity and Photoelectric

Absorption

The dark photon absorption model described in Sec. 1.5.3 shows that the expected interaction rate

depends on the real part of the complex conductivity, σ1. The following derivation will outline the

relationship between σ1 and the photoelectric absorption cross section σp.e.. The optical properties of a

target material can be parameterized by its complex conductivity σ̂ and complex index of refraction n̂,

defined as:

σ̂ ≡ σ1 + iσ2 (B.1)

n̂ ≡ n1 + in2. (B.2)

As noted in Ref. [79], σ̂ and n̂ are related by:

n̂2 = 1 +
iσ̂

ω
, (B.3)

where ω is the energy of the photon. Furthermore, σ̂ is related to the in-medium polarization tensor of

the electromagnetic field Π(ω) [79]:

Π(ω) ≈ −iσ̂ω. (B.4)

Substituting σ̂ into Eq. B.4 gives:

Π(ω) = −iσ1ω + σ2ω

→ Im [Π(ω)] = −σ1ω

−Im [Π(ω)]

ω
= σ1.

(B.5)
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The term −Im [Π(ω)] /ω can also be evaluated by substituting in Eqs. B.3 and B.4:

−Im [Π(ω)]

ω
=
−Im [−iσ̂ω]

ω

=
−Im

[
−iω · −iω(n̂2 − 1)

]
ω

=
−Im

[
−ω2(n2

1 − n2
2 + 2in1n2 − 1)

]
ω

=
−
(
−ω2 · 2n1n2

)
ω

= 2ωn1n2.

(B.6)

Next, Eqs. B.5 and B.6 are compared to find:

σ1 = 2ωn1n2. (B.7)

The imaginary part of the complex index of refraction, n2, is also defined as the extinction coefficient κ,

and is related to photon absorption by:

n2 = κ =
αc

4πf
, (B.8)

where α is the linear absorption coefficient, c is the speed of light, and f is the frequency of the photon.

Equation B.8 can be reduced into more relevant parameters by noting that the energy and frequency of

the photon are related by ω = hf , where h is the Planck constant. Furthermore, α (typically with units

of cm−1) and σp.e. (typically with units of cm2/g) are related by α = σp.e.ρ, where ρ is the density of

the material. Using these substitutions, Eq. B.8 becomes:

n2 =
σp.e.ρch

4πω

=
σp.e.ρc~

2ω
,

(B.9)

where ~ = h/2π is simply the reduced Planck constant. Equation B.9 can be further reduced by doing

a unit conversion on σp.e.:

σp.e.[cm2/g] · ρ[g/cm
3
] · c[cm/s] · ~[eV s]→ σp.e.[eV]. (B.10)

Lastly, substituting Eq. B.9 into Eq. B.7 gives:

σ1 = 2ωn1
σp.e.[eV]

2ω

= n1σp.e.[eV]

σ1(ω) = n1(ω) · σp.e.(ω).

(B.11)

The real part of the complex conductivity is therefore the product of the energy-dependent index of re-

fraction and the energy-dependent photoelectric absorption cross section (in units of eV) of the absorbing

material. As the index of refraction is a unitless quantity, σ1 also has units of eV.
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Derivation of Discrete Distributions

of Electron-Hole Pair Probability

The detector response model described in Sec. 2.2 determines the discrete probability distribution for

the number of e−h+ pairs neh produced given a recoil/absorption energy of Er. If Er is larger than

the average energy to produce an e−h+-pair, εeh, the distribution is determined with an arbitrary Fano

factor F defined as F = σ2/µ, where µ = 〈neh〉 is the mean of the distribution, and σ2 is the variance.

A completely uncorrelated (Poisson) process has a Fano factor of 1, but in most radiation detectors

Fano factors on the order of 0.1–0.2 are found due to the fact that large deviations from the mean are

kinematically suppressed.

Probability distributions for a given mean number of e−h+ pairs and Fano factor are generated using

a binomial distribution with n trials of probability p. In other words, the selected values of F and µ are

used to determine the n and p values of the binomial distribution and hence the probability distribution

of e−h+-pair production. The binomial distribution has variance σ2 and mean µ that obey the relations:

µ = np (C.1)

σ2 = np(1− p) = µ(1− p). (C.2)

The n and p values can then be calculated from the Fano factor and mean number of e−h+ pairs as:

F =
σ2

µ
= (1− p)→ p = 1− F (C.3)

n =
µ

p
=

µ

1− F (C.4)

The caveat to these equations is that the binomial distribution is quantized, and thus n and µ are

expected to be integers. However in practice, µ can be any fractional value. To account for this, discrete

binomial distributions are constructed using the integers directly above and below n. This sets an upper

and lower bound on the number of e−h+-pair trials (nl and nh), which can then be used to set an upper
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and lower bound on the Fano factor (Fl and Fh), using the equations below:

nl(µ, F ) = floor

(
µ

1− F

)
(C.5)

nh(µ, F ) = ceil

(
µ

1− F

)
(C.6)

Fl(µ, F ) = 1− µ/nl(µ, F ) (C.7)

Fh(µ, F ) = 1− µ/nh(µ, F ) (C.8)

Using Fl and Fh, upper and lower binomial distributions (Pl and Ph) can be constructed. The final

probability distribution P (x|µ, F ) is found by interpolating between Pl and Ph, as outlined below:

∆F (µ, F ) =
F − Fl(µ, F )

Fh(µ, F )− Fl(µ, F )
(C.9)

Pl(x|µ, F ) = Binomial(x|nl(µ, F ), 1− Fl(µ, F )) (C.10)

Ph(x|µ, F ) = Binomial(x|nh(µ, F ), 1− Fh(µ, F )) (C.11)

P (x|µ, F ) = Pl(x|µ, F )(1−∆F (µ, F )) + Ph(x|µ, F )∆F (µ, F ) (C.12)

P (x|µ, F ) is the weighted mean of two binomial distributions given a non-integer mean, with weights

defined by how close the Fano factor of the binomial distribution is to the intended Fano factor.



Appendix D

Charge Trapping and Impact

Ionization Model

D.1 Description of the Model

The detector response model described in Sec. 2.2 includes a model to account for the effects of charge

trapping (CT) and impact ionization (II) that occur for propagating charges in the detector. Following

Ref. [110], CT and II in the detector is described by a two-parameter model, whose inputs are the

fractional probabilities of charge trapping fCT and impact ionization fII. The model assumes that the

probability of a CT or II process occurring for a single charge is a flat distribution across the thickness of

the detector, and that the probabilities are consistent between electrons and holes. Finally, this model

only accounts for first-order processes (i.e. CT or II after a prior II occurred is not considered), which

is valid because the probabilities of these higher-order processes are sub-percent for detectors the size of

HVeV detectors. The probability distribution function P as a function of energy E (in units of number

of e−h+ pairs neh) and the fractional probabilities of CT and II up to N e−h+ pairs is given by:

P (E, fCT, fII) =

N∑
neh=1

[
Pi(neh|µ, F )

neh∑
nCT=0

(
neh−nCT∑
nII=0

Pf (fCT, fII) p(E,neh, nCT, nII)

)]
, (D.1)

where Pi(neh|µ, F ) is the probability of neh e−h+ pairs for a given Fano factor and mean number

of e−h+ pairs determined by the ionization production model (see Sec. 2.2.1). nCT and nII are the

number of e−h+ pairs with an occurrence of CT and II, respectively, where nCT + nII ≤ neh. The term

p(E,nCT, nII, neh) describes the probability distribution function (PDF) shape as a function of E for a

given nCT and nII, and is given by:

p(E,neh, nCT, nII) =


1

σE
√

2π
exp

[
− 1

2

(
E−neh
σE

)2
]

nk = 0[
1

2(nk−1)!

∑nk
l=0(−1)l

(
nk
l

)
(u(E)− l)nk−1

sgn (u(E)− l)
]
∗G(σE) nk ≥ 1,

(D.2)

where nk = nCT + nII, u(E) = E − neh + nCT, and σE is the detector energy resolution. In the case

where no e−h+ pairs have charge trapping or impact ionization (nk = 0), p(E,neh, nCT, nII) describes a

Gaussian distribution centered around neh. In the case where at least one e−h+ pair has charge trapping

192



Appendix D. Charge trapping and impact ionization model 193

or impact ionization (nk ≥ 1), p(E,neh, nCT, nII) describes the uniform sum distribution convolved with

a Gaussian distribution G(σE) representing the detector energy resolution. The term u(E) places each

PDF in the correct location in energy for a given number of e−h+ pairs.

Lastly, the term Pf (fCT, fII) in Eq. D.1 describes the probability of nCT and nII occurring given the

fractional probabilities fCT and fII:

Pf (fCT, fII) =
neh!

nCT!nII! (neh − nCT − nII)!
(κγ)

neh−nCT−nII (γ(1− κ))
nCT (1− γ)

nII (D.3)

γ = 1− fII (D.4)

κ =
fCT + fII − 1

fII − 1
. (D.5)

Figure D.1: Example of the charge trapping (CT) and impact ionization (II) probability distribution
function (PDF) with neh = 3 and fractional probabilities fCT = 0.11, and fII = 0.02. Each curve
describes the probability distribution for a given number of e−h+ pairs that have an occurrence of
charge trapping (nCT) and/or impact ionization (nII), following Eqs. D.2 and D.3. This example uses a
detector energy resolution of σE = 0.03 neh.

An example of the charge trapping and impact ionization model is shown in Fig. D.1 with neh = 3,

fCT = 0.11, and fII = 0.02. For the DM search experiment presented in Chapters 4 and 5, a slightly

modified version of this model is used to fit to data captured from a laser source to determine the values

of fCT and fII. The model used for the laser data is identical to the description above, except the

Pi(neh|µ, F ) term in Eq. D.1 is replaced with a Poisson distribution, i.e.

Pi(neh|µ, F )→ PPoisson(neh, λ), (D.6)

where λ is the mean number of photons per laser pulse.
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D.2 Model Assumptions

Appendix D.1 states a few assumptions of the described CT and II model. One assumption is that the

probability of a CT or II process occurring for a single charge is a flat distribution across the thicknesses

of the detector. By assuming a flat distribution, the CT and II model is able to easily determine the shape

of the tails on either side of an e−h+-pair peak by using a uniform sum distribution, as seen in Fig. D.1.

A more realistic model may start by treating CT and II processes like an absorption process, whereby

charges in a detector with infinite thickness would have a 100 % probability of having CT or II occur.

For such a model, the fractional probabilities fCT and fII can be described by a characteristic length

τCT and τII for the CT and II process, respectively. For a detector of thickness L, these characteristic

lengths are given by:

τCT/II =
−L

ln(1− fCT/II)
. (D.7)

Treating this like an absorption process, the probability of either CT or II occurring at a location

x = [0, L] along the thickness of the detector follows an exponential decay:

PCT/II(x) =
1

τCT/II
e−x/τCT/II . (D.8)

fCT and fII therefore describe the probability of CT or II occurring in isolation for a charge that travels

a length L. The cumulative probability for the probability distribution in Eq. D.8 as a function of x is

given by:

CCT/II(x) =
(

1− e−x/τCT/II

)
. (D.9)

Looking at the CT and II processes in isolation, Eq. D.9 can be rewritten by doing a Taylor expansion

on the exponential function:

CCT/II(x) =

(
1− 1 +

x

τCT/II
−
(

x

τCT/II

)2

+ . . .

)
. (D.10)

Typical measurements for fCT and fII are . 0.2 for a detector with a thickness of 0.4 cm, resulting in

x/τCT/II . 0.22 and (x/τCT/II)
2 � 1. The cumulative probability function in Eq. D.10 can reasonably

be approximated by:

CCT/II(x) ≈ x

τCT/II

=
− ln(1− fCT/II) · x

L

≈ fCT/II · x
L

.

(D.11)

Therefore for small values of fCT and fII, the cumulative probability can be approximated by a linear

function over x with a slope of fCT/II/L. This matches the exact cumulative probability function of a

flat probability distribution of fCT/II/L between x = 0 and x = L. More realistically, the CT and II

processes do not work in isolation. The probability of a charge having CT occur at a location x is the

combined probability of CT occurring at x and not having II occur before x. The CT probability is then
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expressed as:

PCT(x) =
1

τCT
e−x/τCT ·

(
1− CII(x)

)
=

1

τCT
e−x/τCT · e−x/τII

=
1

τCT
e−xβ ,

(D.12)

where β = 1/τCT + 1/τII combines characteristic lengths of both processes. Equivalently, the II proba-

bility is expressed as:

P II(x) =
1

τII
e−xβ . (D.13)

The cumulative probability function for a charge moving from x to x + ∆x is found by integrating the

probability functions above:

CCT/II(∆x) =

∫ ∆x

0

1

τCT/II
e−x

′βdx′

=
−1

βτCT/II

(
e−∆xβ − e−0β

)
=

1

βτCT/II

(
1− e−∆x·β) .

(D.14)

For a charge that travels the entire length of the detector, ∆x = L, the cumulative probability for CT

or II is given by:

CCT/II(L) =
1

βτCT/II

(
1− e−Lβ

)
. (D.15)

Again, for fCT and fII measurements that are . 0.2 for a detector with a thickness of 0.4 cm, the value of

(Lβ)2 in the Taylor expansion is� 1. The cumulative probabilities can still be reasonably approximated

by a linear function over ∆x distance travelled:

CCT/II(∆x) ≈ ∆x

τCT/II
≈ fCT/II ·∆x

L
. (D.16)

Therefore as long as the measured values of fCT and fII are relatively small, the probability distribution

functions of CT and II are approximately constant over the detector length.

The CT and II model is also assumed to be equally valid for events generated at the surface of the

detector as for events generated in the bulk of the detector. For e−h+ pairs that are generated at the

surface, depending on the sign of the applied voltage bias across the detector, either the electron or hole

will propagate the length of the detector, whereas the other charge will effectively travel no distance.

In contrast, e−h+ pairs in the bulk are presumed to be generated with a uniform distribution across

the detector thickness, and have both the electron and the hole travel some amount of distance in the

detector. This difference between surface and bulk events is important because the values of fCT and

fII are obtained using a laser source, which only generates e−h+ pairs at the surface. Other sources of

events, including proposed DM candidates, are expected to generate e−h+ pairs throughout the detector

bulk. In order to apply the CT and II model to the signal of such sources, it must be equally valid for

both kinds of events. To verify that fCT and fII is the same for surface and bulk events, consider first

the cumulative probability of charge trapping for a surface event, assuming there is no impact ionization.
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Because it is a surface event, there is only one charge to consider, and the cumulative probability is just

Eq. D.9 with x = L:

CCT =
(

1− e−L/τCT

)
. (D.17)

Next, consider an e−h+ pair created in the bulk of the detector at a distance x away from the detector

surface. Because the electron and hole will travel in opposite directions, one charge, say the electron,

needs to travel a distance x to reach the surface, and the other charge, say the hole, needs to travel a

distance L−x. There is a probability that charge trapping will occur for either the electron or hole that

depends on the respective distance they each travel. These cumulative probabilities for charge trapping

(CT) and no charge trapping (¬CT) as a function of x are given by:

Ce(x|CT) =
(

1− e−x/τCT, e

)
(D.18)

Ce(x|¬CT) = e−x/τCT, e (D.19)

Ch(x|CT) =
(

1− e−(L−x)/τCT, h

)
(D.20)

Ch(x|¬CT) = e−(L−x)/τCT, h , (D.21)

where τCT, e and τCT, h are the characteristic lengths of charge trapping for electrons and holes, respec-

tively. The probability that CT occurs for the e−h+ pair, Ceh(x|CT), is the summed probability that

CT occurs for either the electron, hole, or both charges. Assuming that the charge trapping probabilities

are the same for electrons and holes, τCT, e = τCT, h = τCT, Ceh(x|CT) is given by:

Ceh(x|CT) = Ce(x|CT)Ch(x|¬CT) + Ce(x|¬CT)Ch(x|CT) + Ce(x|CT)Ch(x|CT)

=
(

1− e−x/τCT

)
e−(L−x)/τCT + e−x/τCT

(
1− e−(L−x)/τCT

)
+
(

1− e−x/τCT

)(
1− e−(L−x)/τCT

)
= e−(L−x)/τCT − e−L/τCT + e−x/τCT − e−L/τCT

+ 1− e−(L−x)/τCT − e−x/τCT + e−L/τCT

= 1− e−L/τCT .

(D.22)

Not only does Eq. D.22 show that the probability of charge trapping occurring for a single e−h+ pair is

independent of the initial position of e−h+ pair, it is also exactly equal to Eq. D.17, the probability of

charge trapping occurring for a single charge generated at the detector surface. The identical argument

can be made for the impact ionization probability in isolation. However as previously mentioned, CT

and II do not happen in isolation. For an event generated at the surface of the detector, the probability

of either CT or II occurring for a single charge travelling a length L is given by Eq. D.15. Consider again

an e−h+ pair generated in the bulk of the detector where the electron and hole must travel a distance

x and L − x, respectively, to reach the surface. The cumulative probabilities for CT, II, and no effect
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(NE) as a function of x for the electron and hole are given by:

Ce(x|CT) =
1

βeτCT, e

(
1− e−xβe

)
(D.23)

Ce(x|II) =
1

βeτII, e

(
1− e−xβe

)
(D.24)

Ce(x|NE) = e−xβe (D.25)

Ch(x|CT) =
1

βhτCT, h

(
1− e−(L−x)βh

)
(D.26)

Ch(x|II) =
1

βhτII, h

(
1− e−(L−x)βh

)
(D.27)

Ch(x|NE) = e−(L−x)βh . (D.28)

As before, the above equations can be used to evaluate the probability of only CT occurring for the

e−h+ pair as a whole, Ceh(x|CT), with the assumptions τCT, e = τCT, h = τCT, τII, e = τII, h = τII, and

βe = βh = β:

Ceh(x|CT) = Ce(x|CT)Ch(x|NE) + Ce(x|NE)Ch(x|CT) + Ce(x|CT)Ch(x|CT)

=
1

βτCT

(
1− e−xβ

)
e−(L−x)β + e−xβ

1

βτCT

(
1− e−(L−x)β

)
+

1

β2τ2
CT

(
1− e−xβ

) (
1− e−(L−x)β

)
=

1

βτCT

(
e−(L−x)β + e−xβ − 2e−Lβ

)
+

1

β2τ2
CT

(
1− e−(L−x)β − e−xβ + e−Lβ

)
.

(D.29)

Similarly, the probability of only II occurring for the e−h+ pair as a whole is given by:

Ceh(x|II) = Ce(x|II)Ch(x|NE) + Ce(x|NE)Ch(x|II) + Ce(x|II)Ch(x|II)

=
1

βτII

(
1− e−xβ

)
e−(L−x)β + e−xβ

1

βτII

(
1− e−(L−x)β

)
+

1

β2τ2
II

(
1− e−xβ

) (
1− e−(L−x)β

)
=

1

βτII

(
e−(L−x)β + e−xβ − 2e−Lβ

)
+

1

β2τ2
II

(
1− e−(L−x)β − e−xβ + e−Lβ

)
.

(D.30)

Finally, the probability of both CT and II occurring for the e−h+ pair is given by:

Ceh(x|CT and II) = Ce(x|II)Ch(x|CT) + Ce(x|CT)Ch(x|II)

=
2

β2τCTτII

(
1− e−xβ

) (
1− e−(L−x)β

)
=

2

β2τCTτII

(
1− e−(L−x)β − e−xβ + e−Lβ

)
.

(D.31)
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The probability of either CT or II occurring for the single e−h+ pair is the sum of Eqs. D.29–D.31:

Ceh(x|CT or II) = Ceh(x|CT) + Ceh(x|II) + Ceh(x|CT and II)

=
1

βτCT

(
e−(L−x)β + e−xβ − 2e−Lβ

)
+

1

βτII

(
e−(L−x)β + e−xβ − 2e−Lβ

)
+

(
1

β2τ2
CT

+
1

β2τ2
II

+
2

β2τCTτII

)(
1− e−(L−x)β − e−xβ + e−Lβ

)
=

(
1

βτCT
+

1

βτII

)(
e−(L−x)β + e−xβ − 2e−Lβ

)
+

(
1

βτCT
+

1

βτII

)2 (
1− e−(L−x)β − e−xβ + e−Lβ

)
.

(D.32)

Noticing that the prefactor terms equate to unity:

1

βτCT
+

1

βτII
=
τII + τCT

βτCTτII

=
τII + τCT

(1/τCT + 1/τII) τCTτII

=
τII + τCT

τII + τCT

= 1,

(D.33)

Eq. D.32 can be reduced to:

Ceh(x|CT or II) =
(
e−(L−x)β + e−xβ − 2e−Lβ

)
+
(

1− e−(L−x)β − e−xβ + e−Lβ
)

= 1− e−Lβ .
(D.34)

Equation D.34 demonstrates that the probability of CT or II occurring for a single e−h+ pair generated

in the detector bulk is independent of its initial position. Moreover, Eq. D.34 is exactly equal to the

probability of either CT or II occurring for a single charge generated at the detector surface (see Eq. D.15

together with the unity equation in Eq. D.33).

The expressions above demonstrate that, as long as the individual CT and II probabilities for electrons

and holes are equal, the probability of either CT or II occurring for a single e−h+ pair does not depend

on whether that e−h+ pair was generated at the detector surface or in the detector bulk. This is

exactly true using the absorption-like analytical expressions for CT and II for all values of fCT and

fII. When assuming a flat probability distribution of CT and II across the detector thickness, it is only

approximately true in the limit of small values of fCT and fII. Given fCT = fII = 0.2, the flat probability

distribution assumption results in a . 3 % deviation between the surface and bulk probability of either

CT or II occurring for a single e−h+ pair. This verification, however, cannot dismiss certain intrinsic

differences between surface and bulk events. For instance, it is possible for a single bulk event to undergo

both CT and II, yet impossible for a single surface event. But for typically measured values of CT and II

of fCT = 0.2 and fII = 0.01, the probability of both CT and II occurring for a single bulk event is only

∼ 0.2 %. Overall as long as the CT and II probabilities remain small and relatively similar for electrons

and holes, the model described in Appendix D.1 is equally applicable for surface and bulk events.
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Optical Parameters for Si and Ge

As discussed in Sec. 1.5.3, the interaction rate of several DM models depend on the optical parameters of

the target material. Such optical parameters include the photoelectric absorption cross section σp.e. and

the complex optical conductivity σ̂ = σ1 +iσ2, where σ1 and σ2 represent the real and imaginary parts of

the complex optical conductivity, respectively. Furthermore, Appendix B shows that σ1 is related to σp.e.

by σ1 = n · σp.e., where n is the index of refraction of the target material. In order to conduct a search

experiment for a DM candidate dependent on these optical parameters, the values of the parameters

must be known for energies accessible to that experiment. This appendix presents the n, σp.e., and σ1

data sourced for Si and Ge, the two target materials used by SuperCDMS experiments. The values of n

obtained for Si and Ge are shown in Fig. E.1.
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Figure E.1: Index of refraction n for Si (blue curve) and Ge (orange curve). The values of n for Si and
Ge are obtained from Ref. [114] and Ref. [188], respectively.
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The data for σp.e. were obtained through a broad and extensive literature search. The various sources

from which the σp.e. data are collected from are listed in Tab. E.1. This list, however, is by no means

exhaustive. A large emphasis was placed on collecting data at low energies (. 100 eV) where there are a

lot fewer data points and where there are more discrepancies in the data that is available. There exists

many additional sources of σp.e. data at higher energies whose data are consistent with other available

data and are therefore redundant. Figure E.2 shows the amalgamation of σp.e. data collected from the

sources listed in Tab. E.1 for photon energies < 20 keV. Section 2.3 discusses a temperature correction

applied to these data for Si, as well as the σp.e. curves used for DM search experiments.
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Figure E.2: Amalgamation of the photoelectric absorption cross section σp.e. data collected from the
sources listed in Tab. E.1 for Si (top) and Ge (bottom). The data points correspond to data measured
experimentally or semi-empirically, whereas the dashed-curves correspond to theoretical calculations of
σp.e..

The last optical parameter to consider is the imaginary part of the complex conductivity, σ2. σ2

can be interpreted as the delay of the charge carrier response to quick changes in the electric field, and

depends on the energy of the incoming photon or possible DM candidate. This parameter is necessary for

the in-medium correction applied to the dark photon signal model. Because there is much less literature

that provides data for σ2 as compared to σp.e., only one set of σ2 values are used in the analyses presented

in Chapters 5 and 6. The absolute values of σ2 for Si and Ge are shown in the top and bottom plots of

Fig. E.3, respectively.
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Table E.1: List of references for the photoelectric absorption cross section σp.e. data obtained for Si
and Ge. For each reference, the material, methodology, photon energy range, and temperature of which
the data was measured/calculated are also listed. This list does not include the new σp.e. data that is
presented in Chapter 6.

Source No. Reference (Year) Material Method Energy Range Temperature

1 Ref. [112] (1958) Si Experimental 1–1.3 eV 4.2–415 K

2 Ref. [113] (1975) Si Experimental 1–3.3 eV 296 K†

3 Ref. [114] (1997) Si Experimental 1 eV–1 keV 296 K†

4 Ref. [115] (2003) Si Experimental 1.5–5 eV 77 K

5 Ref. [116] (2008) Si Experimental < 10 eV 300 K

6 Ref. [117] (1995) Si Experimental < 10 eV 300 K

7 Ref. [118] (1994) Si Experimental 25–97 eV 296 K†

8 Ref. [189] (1970) Si Experimental 69–220 eV 296 K†

9 Ref. [190] (1970) Si Experimental 90–210 eV 296 K†

10 Ref. [191] (1977) Si Experimental 98–105 eV 296 K†

11 Ref. [192] (1972) Si Experimental 99–105 eV 296 K†

12 Ref. [193] (1995) Si Experimental 1.4–30 keV 296 K†

13 Ref. [119] (1983) Si, Ge Experimental 1.5–6 eV 296 K†

14 Ref. [120] (1955) Si, Ge Experimental < 10 eV 77–300 K

15 Ref. [121] (2005)
Si

Theory Calculation
5 eV–433 keV

296 K†

Ge 30 eV–443 keV

16 Ref. [122] (1987)
Si

Theory Calculation
10–926 eV

296 K†

Ge 10–487 eV

17 Ref. [123] (1992) Si, Ge Semi-Empirical 10 eV–30 keV 296 K†

18 Ref. [124] (1966) Si, Ge Experimental 20–120 eV 296 K†

19 Ref. [111] (2010) Si, Ge Experimental 1 keV–100 GeV 296 K†

20 Ref. [194] (1973) Si, Ge Theory/Experimental 5–25 keV 296 K†

21 Ref. [195] (1957) Ge Experimental < 1 eV 4–291 K

22 Ref. [188] (1997) Ge Experimental 1 eV–1 keV 296 K†

23 Ref. [196] (1959) Ge Experimental 1–10 eV 296 K†

24 Ref. [197] (1967) Ge Experimental 10–25 eV 296 K†

25 Ref. [198] (1970) Ge Experimental 15–170 eV 296 K†

26 Ref. [199] (1967) Ge Experimental 400 eV–1.7 keV 296 K†

†The temperature that the data is measured at is not explicitly stated in this reference, and is therefore assumed to be
room temperature.
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Figure E.3: Imaginary part of the complex optical conductivity σ2 = Im(σ̂) for Si (top) and Ge (bottom).
The dashed (solid) curve in each plot denote the positive (negative) values of σ2. The values of σ2 are
obtained from Ref. [79].



Appendix F

Photon Absorption Model for Si

As discussed in Sec. 2.3.1, electrons within a semiconductor material such as Si can be excited into the

conduction band by means of either the direct or indirect absorption of a photon. At energies near

the Si band gap, indirect photon absorption becomes the dominant or the only mechanism for electron

excitation, leading to a strong temperature dependence in the photoelectric absorption cross section

σp.e.. This appendix describes the phenomenological photon absorption model presented by Rajkanan

et. al. [200] that is used in Chapter 2 to apply a temperature correction to σp.e. data found in literature,

as well as in Chapter 6 as a fit to new σp.e. measurements.

The total linear absorption coefficient α is the sum of the linear absorption coefficients for direct

photon absorption, αv, and indirect photon absorption, αn, at temperature T :

α(T ) = αv(T ) + αn(T ). (F.1)

Recall that α is proportional to σp.e. as α = ρ · σp.e., where ρ = 2.33 g/cm3 is the density of Si. Indirect

photon absorption involves either the absorption or emission of a phonon in order to conserve the

momentum of the electron. Accounting for the various phonon energies and indirect band gaps, αn(T )

is expressed as:

αn(T ) =
∑
i, j

CiAj(T )

(
(Eγ − Eg, j(T ) + Ep, i)

2

eEp, i/kbT − 1
+ pi

(Eγ − Eg, j(T )− Ep, i)2

1− e−Ep, i/kbT

)
, (F.2)

where i refers to the various possible phonons with energy Ep that can be emitted or absorbed, j refers

to the various temperature-dependent band gap energies Eg(T ) that are involved in indirect absorption,

Eγ is the energy of the incoming photon, and kb = 8.617× 10−5 eV/K is the Boltzmann constant. The

first term in Eq. F.2 corresponds to indirect absorption via phonon absorption (Eγ ≥ Eg, j(T ) − Ep, i),
and the second term corresponds to indirect absorption via phonon emission (Eγ ≥ Eg, j(T )+Ep, i). The

Ci parameter is the electron-phonon coupling constant for the ith phonon, and the Aj(T ) parameter is a

proportionality constant for the jth indirect band gap. Lastly, the pi parameter describes a preference of

phonon absorption or emission and, following Ref. [200], is set to pi = 1 because its maximum theoretical

value in Si is close to unity.

203
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The band gap energies Eg, j(T ) in Eq. F.2 have a temperature dependence according to:

Eg, j(T ) = Eg, j(0)− βT 2

T + γ
, (F.3)

where Eg, j(0) is the band gap energy at 0 K, and β = 7.021 × 10−4 eV/K and γ = 1108 K for Si. The

direct absorption contribution to total linear absorption coefficient is given by:

αv(T ) = Ad (Eγ − Egd(T ))
1/2

, (F.4)

where Ad is the proportionality constant for direct absorption, and the direct band gap energy Egd(T )

follows the same temperature dependence described by Eq. F.3. For the absorption process in Si, two

indirect band gaps at 1.1557 eV and 2.5 eV are considered, along with the direct band gap at 3.2 eV.

The various phonon energies correspond to the lattice vibrations possible in Si, those being longitudinal

optical (LO), transverse optical (TO), longitudinal acoustic (LA), and transverse acoustic (TA). However

the LO and LA lattice vibrations are considered to be subdominant, and therefore only the TO and TA

vibrations are used in the model [200]. In Si, the phonon energy and electron-phonon coupling constant

for the TO mode are Ep = 57.73 meV and CTO = 4.0, and for the TA mode are Ep = 18.27 meV and

CTA = 5.5. The values of Aj(T ) are determined in Ref. [200] by fitting the model to experimental

data, and are found to be independent of temperature; this is in contrast to the analysis presented

in Chapter 6, which finds temperature dependence in one of the Aj(T ) parameters. Putting this all

together, the total linear absorption coefficient can be described as:

α(T ) =
∑

i, j=1, 2

CiAj

(
(Eγ − Eg, j(T ) + Ep, i)

2

eEp, i/kbT − 1
+

(Eγ − Eg, j(T )− Ep, i)2

1− e−Ep, i/kbT

)
+Ad (Eγ − Egd(T ))

1/2
.

(F.5)

In practice, Eq. F.5 is computed as a piece-wise solution depending on Eγ and the energetically allowed

transitions. Using αi, jn, a and αi, jn, e as the coefficients for indirect absorption via phonon absorption and

emission, respectively, for the ith phonon and jth band gap, the total indirect absorption coefficient term

αi, jn can be broken into several cases:

αi, jn (T ) =


0 Eγ ≤ Eg, j(T )− Ep, i → no indirect absorption;

αi, jn, a(T ) Eg, j(T )− Ep, i < Eγ ≤ Eg, j(T ) + Ep, i → phonon absorption only;

αi, jn, a(T ) + αi, jn, e(T ) Eγ > Eg, j(T ) + Ep, i → phonon absorption and emission.

(F.6)

Considering that Eg, 1 is the lowest band gap energy and Ep, 2 is the highest phonon energy, Eq. F.5 can

also be broken down into several cases:

α(T ) =


0 Eγ ≤ Eg, 1 − Ep, 2 → sub-gap absorption (not modelled);

αn(T ) Eg, 1 − Ep, 2 < Eγ ≤ Egd(T )→ indirect absorption only;

αn(T ) + αv(T ) Eγ > Egd(T )→ direct and indirect absorption.

(F.7)

As stated in Ref. [200], this photon absorption model is valid for photon energies between 1.1 and 4 eV.

Table F.1 lists all of the parameters used in this model along with their corresponding value taken from
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Ref. [200]. Where appropriate, the values determined from the analysis presented in Chapter 6 are also

shown.

Table F.1: List of parameters and their corresponding values for the photon absorption model for Si taken
from Rajkanan et. al. [200] and references therein. For comparison, the parameters that are determined
separately from the analysis presented in Chapter 6 are also shown. Note that for the proportionality
constant of the first indirect band gap, A1, the analysis in Chapter 6 considers a temperature-dependent
model instead of a fixed value.

Parameter Value (Ref. [200]) Description

Eg2(0) [eV] 2.5 Second indirect band gap energy at 0 K

Egd(0) [eV] 3.2 Direct band gap energy at 0 K

Ep1 [meV] 18.27 Energy of the TA phonon

Ep2 [meV] 57.73 Energy of the TO phonon

C1 5.5 Electron-phonon coupling constant of the TA phonon

C2 4.0 Electron-phonon coupling constant of the TO phonon

Ad [cm−1eV−1/2] 1.052× 106 Prop. constant for the direct band gap

β [eV K−1] 7.021× 10−4 Parameter of the band gap temperature dependence

γ [K] 1108 Parameter of the band gap temperature dependence

Value

Parameter Ref. [200] Chapter 6 Description

Eg1(0) [eV] 1.1557 1.134 First indirect band gap energy at 0 K

A1 [cm−1eV−2] 323.1 - Prop. constant of the first indirect band gap

c0 [cm−1eV−2] - 325 Prop. constant of the first indirect band gap using

c1 [K−1] - 1.7× 10−3 the model A1(T ) = c0e
−c1T

A2 [cm−1eV−2] 7.237× 103 6× 103 Prop. constant of the second indirect band gap
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