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ties in the neutrino oscillation parameters. Due to the effective Majorana mass’

dependence on the absolute neutrino masses, the allowed phase space is differ-

ent for the inverted and normal mass hierarchy. Horizontal bands on reported
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2.18 Difference in the electron kinetic energy probability distribution (Eβ) and to-
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an electrostatic potential’s retarding energyR(qU). The data yield the KATRIN
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2.20 Left: Ratio of IBD rates for farthest to nearest position from the reactor core.

The blue dashed curve shows the 3ν prediction, the solid curve shows the best

fit in the 4ν scenario, and the dotted curve shows the best fit for the Reactor

Antineutrino Anomaly (RAA) and Gallium Anomaly (GA) fit (starred in right).

Right: Sterile oscillation parameter space excluded by the DANSS measure-

ment at 90% CL (cyan) and 95% CL (blue). Allowed regions from a compila-

tion of disappearance experiment results and the best fit from the RAA and GA

are shown [117, 118]. Figures from [114]. . . . . . . . . . . . . . . . . . . . . 70

2.21 Left: Observed νe CCQE events in MiniBooNE (dots) with best background fit

(histograms) for the neutrino mode dataset. Right: Allowed oscillation param-
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from LSND data. 90% CL exclusion limits from the KARMEN and OPERA

experiments are shown. Figures from [120]. . . . . . . . . . . . . . . . . . . . 71

2.22 Sterile neutrino oscillation parameter space with a combination of appearance

measurements (red) and the exclusion region from a combined analysis of disap-
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free (solid blue) in the fit. Appearance fits with LSND’s decay-at-rest neutrino

measurement only (pink hatched) and decay-at-rest + decay-in-flight neutrino

measurement (solid red) are also shown. Figure from [113]. . . . . . . . . . . . 72

3.1 Left: Total neutrino-nucleon interaction cross section at O(GeV ). The cross-

section contributions to the final-state particles are shown. Figure from [125].

Right: Total neutrino cross section in the GeV scale divided by neutrino energy,

with the best fit of different interaction types overlaid. Several experiments and

their sensitive energy range are shown below. Original figure from [125] . . . . 76
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3.2 Calculated cross section of ∆++ resonance in neutrino-nucleon interactions us-

ing the Rein-Sehgal model. The theoretical cross section is in reasonable agree-

ment with baryonic resonance observation from experiments utilizing hydrogen-

based targets. Original data taken from [127]. . . . . . . . . . . . . . . . . . . 78

3.3 Feynman diagram of a neutrino deep inelastic scattering event at tree level. Fig-

ure from [132]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.4 Best fit to the neutrino DIS cross section for interactions on hydrocarbon (left)

and lead (right). The cross section approximately scales linearly with the recon-

structed neutrino energy. Figures taken from [134]. . . . . . . . . . . . . . . . 80

3.5 Current cross-section measurements of the νµp → νµpπ
0 (left) and νµn →

νµnπ
0 (right) interactions. The neutral-current cross-section model from the

NUANCE package is overlaid for reference [135]. Figures taken from [125]. . . 81

3.6 Left: Total νµ and ν̄µ CCQE cross sections measured by several experiments

compared to the calculated CCQE cross section with RFG model corrections

included. The solid red curve and shaded yellow band are calculated using an

axial mass of MA = 0.999 ± 0.011GeV , the best fit from all measurements

shown in blue. Gray points are excluded from the best fit of the axial mass.

Original data taken from [142]. . . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.7 Best fit to MiniBooNE’s reconstructedQ2 for νµ CCQE events using simulation

data generated with the RFG model. The dotted line shows the simulation before

fitting to the data, while the solid line shows after the fit. The inset shows the
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from MicroBooNE disagrees with the best-fit axial mass from other experiments

(circle). Figure from [144]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
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3.8 Left: Diagram of the neutrino’s self-energy in nuclear matter. The Πµη
W (q) prop-

agator is composed of all possibleW+-propagation diagrams inside the nucleus.

Right: Several diagrams that can contribute to the Πµη
W (q) propagator on the left.

The dotted lines represent where cuts are made to determine the final state of

the interaction. Figures taken from [145]. . . . . . . . . . . . . . . . . . . . . 86

3.9 Left: Ratio of the total CC1π cross section to the CCQE cross section as mea-

sured by several experiments, along with the calculated ratio using the response

function formalism with RPA corrections. Right: Calculated cross section with

np-nh corrections in the response function-RPA formalism compared to Mini-

BooNE data. Figures taken from [149]. . . . . . . . . . . . . . . . . . . . . . 87

4.1 Distribution of a true neutrino energy Eν given a measured Eν,rec (green solid

line). The top row assumes the neutrino flux at MicroBooNE, while the bottom

row assumes the T2K near detector flux. The left column shows the distribu-

tion of true energies possible for Eν,rec = 0.3GeV , while the right column

shows the true energies possible for a reconstructed energy Enu,rec = 0.8GeV .

The legend describes which distributions correspond to which input differential
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and without (right) outgoing neutrons are shown. The stuck pion (red) and 2p-
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poorly reconstructed neutrino energy. Taken from [152]. . . . . . . . . . . . . 93

4.3 Data and MC best fit to CC0π (left) and CC1π+ (right) in sideband analy-
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tainties. Figure from [153]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
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cay search. Original data taken from [158]. . . . . . . . . . . . . . . . . . . . 97
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4.6 Oscillation probability distributions for δCP = 0 (top) and δCP = 3π
2

(bottom).

Figure taken from [160]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.7 Projected sensitivity of DUNE to δCP and sin2 θ23 using only sub-GeV atmo-
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and sin2 θ23 = 0.5). Exclusion bounds at sev-

eral confidence limits are drawn. Figure taken from [160]. . . . . . . . . . . . 100

4.8 Cluster count distribution and reconstructed energy of cluster events in the Ar-
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7.1 Example of an ADC channel demonstrating noise from the PMT power supply.
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8.4 Charge balance distribution for all delayed window tank clusters in the source

data taken at position 0. No preliminary cuts are applied to the data. Three
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Abstract

The Accelerator Neutrino-Neutron Interaction Experiment

The current era of high-precision neutrino physics demands the characterization and modeling

of physical processes once found negligible. The number of neutrons ejected from nuclei in

neutrino-nucleus interactions, known as the neutron multiplicity, is one such process. More ex-

perimental data is needed to properly model the neutron multiplicity of neutrino interactions, and

will reduce systematic uncertainties in measurements of proton decay, neutrino cross-sections,

and neutrino oscillation parameters.

The Accelerator Neutrino-Neutron Interaction Experiment (ANNIE) is a gadolinium-doped

water Cherenkov detector that will measure the neutron multiplicity of charged-current neutrino

interactions on oxygen. Following an overview of the current status of neutrino physics and

neutrino-neutron multiplicity measurements, this thesis describes the ANNIE detector along

with the calibration, monitoring, and analysis tools developed for the ANNIE collaboration. First

measurements of ANNIE’s neutron detection efficiency using an AmBe source are presented;

the neutron capture detection efficiency at the center of the ANNIE tank was measured to be

0.64
+0.03(stat) +0.01(sys)
−0.02(stat)−0.00(sys). The first neutrino beam data measured by ANNIE is also presented, and

demonstrates that the ANNIE detector is operational and taking high quality data.
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Chapter 1

Introduction to neutrinos and neutrino
detection

Since the first speculations of its existence, the neutrino has continued to challenge, puzzle,

and surprise experimental and theoretical particle physicists alike with each new observation.

Neutral, weakly interacting, incredibly light in mass, and oscillating between different flavors

during propagation; the neutrino is just observable enough to be studied, yet bizarre enough to

produce a plethora of interesting questions.

The study of neutrino physics is still a relatively young field with many unanswered questions.

However, an impressive amount of knowledge has accumulated in a short amount of time in the

drive to understand neutrinos and their properties. A review of the neutrino as it is understood

now, and was investigated in the past, is warranted.

1.1 The discovery of the neutrino
The neutrino was first postulated in 1930 by Wolfgang Pauli following the first precision mea-

surements of beta decay’s energy emission spectrum [1]. It was initially predicted that beta

decay of particles was a two-body decay of the form

AN,Z → AN,Z+1 + e− . (1.1)

Similar to the two-body alpha decay, the beta decay process in equation 1.1 would emit a

monoenergetic electron. However, measurements made by James Chadwick in 1914 verified
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that the beta emission spectrum was continuous, violating energy conservation under a two-

body decay hypothesis [2]. After puzzling researchers for years, Pauli sent his theory of the

“neutron” in 1930 (renamed to the neutrino by Fermi in 1931) via letter to a physics conference

in Tubingen, as he was attending a ball in Zurich. The beta decay process would thus be modified

to have the form

AN,Z → AN,Z+1 + e− + ν , (1.2)

wherein the three-body decay permits a continuous energy spectrum for the observed electron

and the unobserved neutrino. With today’s knowledge, Pauli’s postulated ν is actually the elec-

tron antineutrino ν̄e. The development of Enrico Fermi’s weak theory in 1934 and the experimen-

tal observation of antineutrinos in the Reines-Cowan experiment in 1956 solidified the neutrino’s

existence and the birth of the neutrino physics field [3, 4].

1.2 Properties of the neutrino
The neutrino is one of the fundamental particles that form all matter in the universe. It comes

in three flavors (electron (e), muon (µ), and tau (τ )) that, when paired with the three flavors

of charged leptons, help form the three known lepton families. All neutrino flavors are neutral

fermions of spin 1
2

which are treated as massless in the Standard Model; however, the observa-

tion of neutrinos oscillating between different flavors gives evidence that the neutrino does in

fact have mass. Given neutrinos are neutral leptons, they do not participate in either the electro-

magnetic or strong interactions. In other words, neutrinos do not undergo interactions mediated

with the photon or gluon; the neutrino only interacts via the weak force, mediated by the W and

Z bosons. The current Standard Model of fundamental particles and the neutrino’s place in this

model are shown in figure 1.1.

1.2.1 Weakly interacting

In the Standard Model, electroweak interactions are described via the charged weak currents

[6, 7, 8]
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Figure 1.1. The Standard Model of fundamental particles. The quarks and leptons form the
fundamental fermions of spin ±1

2 while the bosons of integer spin are the mediators of inter-
actions. Figure from [5].

L =
g√
2

(
JµW

µ+ + J†µW
µ−)+

g

cos θW

(
J3
µ − sin2 θWJ

em
µ

)
Zµ + g sin θWJ

em
µ Aµ , (1.3)

where the first term describes weak charged current interactions, the second describes weak

neutral current interactions, and the third describes electromagnetic neutral current interactions.

θW is the Weinberg angle and is related to the constants g and g′ by g/g′ = tan θW . The electron

charge is also related to g by e = g sin θw. The neutral current J terms have the form

Jemµ =
∑

f qf f̄γµf ,

J3
µ =

∑
f I

3
f f̄γµ

1−γ5

2
f ,

(1.4)

where f is any of the leptons or quarks, qf is the fermion’s charge, and I3
f is the third com-

ponent of isospin for the fermion, while the charged-current J terms have leptonic and quark

terms of the form

JµW = JµW,L + Jµµ,Q ,

JµW,L = l̄γµ(1− γ5)νl ,

JµW,Q = V CKM
ij q̄iγ

µ(1− γ5)qj ,

(1.5)
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where l is one of the three leptonic generations (e, µ, τ ) and V CKM
ij are elements of the

Cabbibo-Kobayashi-Masakawa quark mixing matrix. These couplings form the fundamental

interaction terms used to describe scattering amplitudes and calculate cross sections of elec-

troweak interactions. For a more thorough description of electroweak theory in the Standard

Model and how these currents are used to derive measurable cross sections, see appendix B.2.

Prominent examples of neutral-current and charged-current interactions are neutrino-electron

scattering and the Inverse Beta Decay (IBD). In the electron scattering interaction for a muon

neutrino, written as

νµ + e− → νµ + e− , (1.6)

notice that no conversion between lepton and neutrino flavor is observed. At tree level, only

neutral current terms associated with Zµ couplings will contribute to calculating the scattering

amplitude. On the other hand, the IBD interaction for an electron antineutrino on a proton is

given by

ν̄e + p→ n + e+ . (1.7)

The conversion of the electron antineutrino to a positron proceeds via theW -boson coupling

and its cross section depends only on terms associated with W±
µ at tree level.

Given it only interacts via the weak force, the neutrino is a challenging particle to observe

and detect (as demonstrated by the neutrino’s first significant observation following over 25 years

after its prediction!). For scale, consider the average distance that an antineutrino of ≈ 5MeV

(common energy for reactor antineutrinos) must travel through water before undergoing an IBD

interaction on hydrogen 50% of the time. The probability of interaction for a neutrino as a

function of penetration depth is modeled as follows:

P (Eν , x) = e−σ(Eν)ρx , (1.8)

where σ is the total neutrino cross section at neutrino energy Eν , ρ is the number density

of targets (for water, ρH ≈ 1026H atoms
m3 ), and x is the penetration depth. Using that the inverse
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beta decay cross section on hydrogen is O(10−42 cm2) at reactor antineutrino energies [9], the

penetration depth for a 50% probability of interaction is

P (5MeV, xd) = 0.5 ≈ e−10−42 cm2×1026cm−3xd , (1.9)

xd ≈ 1018 cm . (1.10)

Essentially, a neutrino would have to travel over 10 light-years through water to interact 50% of

the time. This is why, despite the massive presence of neutrinos and antineutrinos throughout

the universe, kiloton-scale water Cherenkov detectors only see a few neutrino interactions per

day.

1.2.2 Neutrino handedness

The handedness of a particle refers to whether or not its intrinsic spin is parallel or antiparallel to

its direction of travel. A particle’s handedness is associated with the sign of its helicity, defined

as

h =
~S ˙~p

|~S||~p|
, (1.11)

where ~S is the spin of the particle and ~p is the momentum. Helicity has a value of -1 or

+1, where the particle would be referred to as “left-handed” or “right-handed”, respectively. An

example of the two handedness definitions can be seen in figure 1.2.

Figure 1.2. Orientation of intrinsic spin and momentum for left-handed (left) and right-handed
(right) particles.

For most massive particles, the handedness is not a meaningful property; a Lorentz boost

could be made to change the particle’s momentum in the new reference frame and reverse the
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sign of the helicity value. However, in the case where a particle is massless and moves at the

speed of light, a Lorentz boost cannot be made which flips the sign of the particle’s helicity. In

this case, handedness becomes a fundamental property of the particle.

1.2.2.1 The neutrino’s fixed handedness and parity violation

To date, neutrinos have always been experimentally observed as left-handed, and antineutrinos

as right-handed. The first experimental indications of this property surfaced in results of the

C.S. Wu experiment, which searched for parity violation in weak interactions.

Up to 1957, it was assumed but not experimentally confirmed that weak interactions con-

served parity. To test this, 60Co was placed in a magnetic field, polarizing the nucleus’ intrinsic

spin with the field’s direction. When the 60Co undergoes beta decay, given by

60Co → 60Ni + e− + ν̄e , (1.12)

no preference in the direction of electron emission would be observed if parity were con-

served. As shown in figure 1.3, a clear preference for electrons to emit in the opposite direction

of the 60Co spin was observed, providing evidence that weak interactions violate parity con-

servation. Following the C.S. Wu experiment, the Goldhaber experiment directly measured the

Figure 1.3. Left: Experimental results from the C.S. Wu experiment. Electron counts were de-
tected above the source with an anthracene scintillation crystal. Given the count rate increased
for a downward polarization direction (and vice versa), a preference for 60Co betas to emit
opposite the polarization direction was observed (figure taken from [10]). Right: Implications
of allowed and forbidden electron directions if parity violation is maximal.

helicity of the neutrino as always -1, further solidifying that weak interactions violate parity

conservation seemingly as a product of the neutrino’s handedness [11].

Paired with the conclusions that fixed handedness holds for massless particles, observations
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made in the Wu and Goldhaber experiments provided convincing evidence that the neutrino

is massless. This was assumed to be the case for decades to come, until the confirmation of

neutrino oscillations, discussed in section 1.2.4, shattered this theory and deepened the mystery

behind the neutrino’s mass nature.

1.2.3 Neutrino flavors

The neutrino comes in three different active neutrino flavors: the electron, the muon, and the tau.

Much like the spin of a particle, the flavor of a neutrino is not known definitely until the neutrino

wavestate collapses to one of the flavor wavestates. This wavestate collapse usually occurs in the

form of an interaction with matter and, in the case of charged-current interactions, can be tagged

through the production of an electron, muon, or tau lepton.

While equivalent, two useful working definitions of neutrino flavor are:

1. The neutrino flavors are different linear superpositions of the neutrino mass states.

2. The neutrino flavors are the neutrino wavestates that result in the production of different

leptons (electron, muons, or taus) following charged-current weak interactions.

Definition one is more relatable to the neutrino oscillation theory context (see section 1.2.4),

while definition two is more relatable to the observation of neutrino electroweak interactions in

detectors.

The discovery of each neutrino flavor proceeded by detecting charged-current interactions

of the form:

ν̄l + u → d + l+ , (1.13)

νl + d → u + l− . (1.14)

For these discovery measurements, an identification of a (l+) l− in detector data indicated the

interaction originated from an (anti)neutrino of flavor l. The Reines-Cowan experiment made

the first significant detection of the electron antineutrino (and the neutrino in general!) in 1956

by observing the positron-neutron coincidence signal following inverse-beta decay interactions.

Shortly after, the muon neutrino was discovered at Brookhaven National Lab in 1962 by observ-

ing muons produced following muon neutrino interactions originating from a neutrino beam
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[12]. Finally, the DONUT experiment directly observed the tau neutrino by searching for ντ in-

teractions following the decay of τ particles produced with Fermilab’s 800 GeV Tevatron [13].

Examples of tracks observed in BNL’s spark chamber and DONUT’s emulsion cloud chamber

are shown in figure 1.4.

Figure 1.4. Left: Candidate muon neutrino event in the aluminum spark chamber placed in
BNL’s neutrino beam. The visible track is characteristic of a muon produced following a neu-
trino charged-current interaction. Right: Candidate tau neutrino event in the DONUT detector.
DONUT’s target material layers are shown at the bottom, representing steel (shaded), emulsion
(cross-hatched), and plastic (no shading). Figures from [12, 13].

1.2.3.1 Evidence for the existence of only three active neutrino flavors

Measurements of the Z-boson decay width via electron-positron collisions has provided the most

accurate constraint on the total active neutrino flavor count to-date. The number of active light

neutrinos Nν is extracted from a measurement of the cross section σe−e+→Z→ff̄ (s) ≡ σf (s),

described in the Standard Model by [14]

σf (s) =
12(hc)2

M2
Z

sΓeΓf

(s−M2
Z)2 + s2 Γ2

Z

M2
Z

, (1.15)

where

ΓZ = 3Γl + Γhad +NνΓν . (1.16)

Note that each partial decay width is directly calculable in the Standard Model. Calculations

yield Γl ≈ 3% for each flavor, all the same due to lepton universality, Γhad ≈ 70%, and Γν ≈ 7%

per active flavor with mν <
mZ
2

assuming lepton universality [15].
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Given its importance in determining the number of active neutrino flavors, a brief digression

on decay widths is warranted. Consider the collision of electrons and positrons at total energies

of s = (p1 + p2)2 ≈ M2
Z , where MZ is the mass of the Z-boson and p1, p2 are the 4-momenta

of the electron and positron. The collisions can lead to the production of the Z-boson, which

then decays through one of several processes (primary channels are lepton, neutrino, or hadron

production as shown in equation 1.16). Each decay process has a characteristic lifetime that

contributes to the total lifetime of the Z-boson. If the total Z-boson lifetime is short enough

(leading to a small uncertainty ∆t on the lifetime), the decay products will have a fundamental

decay energy uncertainty governed by the Heisenberg Uncertainty principle ∆E∆t ≥ ~
2
. This

energy uncertainty is related to the decay width Γ = ∆E
2

, manifesting as an observable spread

in distributions that are a function of decay energy. One such distribution is the Z-boson’s cross

section for decaying to hadrons, σhad(s).

By measuring σhad(s), letting f → had in equation 1.15, substituting in equation 1.16’s Γhad

into equation 1.15, and varying Nν in equation 1.15 to fit the data, the number of active light

neutrino flavors can be determined. The results of this analysis as performed by LEP experiments

at CERN are shown in figure 1.5. The combined fit from the four experiments shown gave

Nν = 2.9841± 0.0083 [14].

Although the LEP experiments wouldn’t have seen any neutrino generations with a mass

greater than mZ
2

, cosmological data has limited the upper bound for the sum of active neutrino

masses to be well below an eV [16]. The pairing of the two measurements overwhelmingly

indicate that only three active neutrino flavors exist. However, many searches for sterile neutrino

flavors (i.e. flavors of neutrino that do not participate in the weak force) are still ongoing; sterile

neutrino searches are discussed further in section 2.5.

1.2.4 Neutrino oscillations and neutrino mass

In 1957, Pontecorvo first proposed the concept of neutrino oscillations. Following up on the

possibility of K0 − K̄0 oscillations proposed by Gell-Mann and Pais, a published letter by

Pontecorvo discusses other possible mixed-particle systems such as mesonium (µ+e−) and an-

timesonium (µ−e+) [17]. Almost in passing at the end, he also comments on the possibility of

neutrino-antineutrino oscillations; although it has been observed that neutrinos oscillate between
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Figure 1.5. Hadronic cross section data as measured near Ecm = MZ for e+e− collisions by
LEP experiments. Error bars on the data are increased by a factor of 10 to show the precision
of the measurement. The combined fit for the number of active neutrino generations is in
considerable agreement with 3. Figure from [14].

different flavors rather than particle-antiparticle states, the idea was nevertheless mentioned and

gradually expanded upon. Following the discovery of the muon neutrino in 1962, the application

of neutrino mixing within neutrino flavors was also taken into consideration in a paper published

in 1968. [18].

Neutrino oscillation theory became prominent after being presented as a possible solution

to the solar neutrino problem. First observed in the Homestake experiment , the solar neutrino

problem stemmed from a≈ 60% smaller observed solar neutrino flux than that predicted by solar

models [19]. While some thought that the Homestake Experiment may have simply made an

error, neutrino oscillation theory could explain the deficit if a portion of solar electron neutrinos

oscillated to a different flavor; this is because Homestake’s neutrino detection relied on counting

argon atoms produced in the reaction νe +37 Cl → e− +37 Ar, which is only sensitive to the

electron neutrino flavor.

Oscillation theory needed more experimental evidence before gaining serious traction though.

Neutrino-antineutrino oscillations would require the presence of a right-handed neutrino and
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left-handed antineutrino, but fixed handedness observations discussed in section 1.2.2 provided

no evidence for this. ν̄R → νR and νL → ν̄L oscillations could still proceed if νR and ν̄L were

sterile neutrinos, but this would be difficult to experimentally verify. On another hand, flavor

oscillations would require the neutrino to have different mass eigenstates (and be massive in

general), but measurements of the beta decay energy spectrum gave no indication of a neutrino

mass. If the neutrino had a visible mass, any beta decay energy spectrum endpoint should see a

cutoff from the neutrino’s mass energy (see section 2.4).

The needed experimental evidence for neutrino flavor oscillations was provided when the

SNO and Super-Kamiokande (also referred to as SuperK) experiments measured flavor change

in solar neutrinos and the KamLAND experiment confirmed oscillations in reactor antineutrinos.

Neutrino flavor oscillations have since been verified many times over by other neutrino detectors

as well with multiple neutrino sources of different neutrino flavor. Results also indicated this

oscillation phenomenon occurs in both vacuum and matter, although the effect is modified in

matter (see appendix A for the vacuum and matter oscillation derivations).

1.2.4.1 First confirmation of neutrino flavor change

Neutrinos changing flavor during propagation was first confirmed with discovery significance

by the SNO and Super-Kamiokande experiments. Prior to measurements made by SNO, Super-

Kamiokande precisely measured the total solar neutrino flux through neutrino-electron elastic

scattering and also found indications of an oscillation pattern in atmospheric neutrinos [20, 21].

However, the SNO detector’s usage of heavy water and chlorine salting provided a sensitivity to

both the total neutrino flux (neutral current interactions) and the electron neutrino flux (charged-

current interactions) [22]. As shown in figure 1.6, the comparison of the total solar neutrino flux

to the electron neutrino flux confirmed a non-electron neutrino component in the solar flux at a

3.3σ significance. This combined result provided evidence that electron neutrinos produced in

the Sun change to other neutrino flavors, and the two collaborations shared the Nobel prize in

2015 for the discovery.

1.2.4.2 Description of neutrino oscillations

The mechanism for neutrino oscillations follows the framework ofK0−K̄0 oscillations, wherein

the neutrino flavor eigenstates are not the same as the mass eigenstates. For the three neutrino
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Figure 1.6. The first combined fit of the total solar neutrino flux using the results of SuperK
and SNO. The shaded bands show the SNO fit to the electron neutrino flux with charged-
current interactions (φCC) and the SuperK electron neutrino flux fit with elastic scattering
events (φSKES ). The diagonal hollow bands give the 1σ uncertainty on the total solar neutrino
flux as measured by SK+SNO neutral current interactions and predicted by the BPB01 solar
model. Figure from [22].

flavor case, and assuming that only three neutrino mass eigenstates exist (and form a complete

eigenbasis), the flavor eigenstates can be written as a linear superposition of the mass eigenstates.

For example, the electron neutrino wave function in the plane-wave approximation can be written

in bra-ket notation as

|νe〉 = Ue1 |ν1〉+ Ue2 |ν2〉+ Ue3 |ν3〉 , (1.17)

where theU coefficients are terms from the unitary matrix that transform neutrino states from

the mass basis to the flavor basis. In general, any linear superposition of the flavor eigenstates

can be rotated to the mass basis using a unitary transformation, given by
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
νe

νµ

ντ

 =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3



ν1

ν2

ν3

 . (1.18)

U is also referred to as the ”neutrino mass mixing matrix”, and is the fundamental building

block for describing neutrino oscillations. Using this relation, the probability for a neutrino of

flavor α to oscillate to flavor β after traveling a distance L can be shown to be (see appendix A

for derivation)

P (να → νβ, L) =
3∑

k=1

3∑
j=1

UβkU
∗
αkU

∗
βjUαje

−i
∆m2

jkL

2E , (1.19)

which is often broken into its real and imaginary parts and represented as

P (να → νβ, L) = δαβ−
3∑
k>j

Re(UβkU
∗
αkU

∗
βjUαj) sin2 ∆kj±

3∑
k>j

Im(UβkU
∗
αkU

∗
βjUαj) sin 2∆kj .

(1.20)

The ± sign is + for neutrinos and − for antineutrinos, and

∆kj =
1.27∆2

kjL[km]

Eν [GeV ]
. (1.21)

Several features of equation 1.20 are worth highlighting. First, the frequency of oscillation

as a function of neutrino energy is characterized by ∆m2
jk = m2

j −m2
k and the baseline distance

from the neutrino source. In short, if any neutrino flavor oscillations demonstrate an energy

dependence, there must be some difference in the masses of the neutrino mass states. Second,

the amplitude of each term in the oscillation probability is entirely governed by the elements of

the U matrix.

One could attempt to measure each Uij individually with enough oscillation measurements,

but this would be an unnecessarily difficult task; it is more convenient to parameterize U and

determine these parameters through experimental measurements. Assuming in the model that U

is unitary, anN×N unitary matrix can be parameterized byN2 parameters; for three generations

of neutrinos (N = 3), U can be represented completely by three mixing angles and six phase
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angles. However, by re-phasing the neutrino fields themselves without loss of generality, all

but one of the phase angles can be removed [6]. As such, the mass mixing matrix U can be

parameterized completely with four free parameters to form the Pontecorvo-Maki-Nakagawa-

Sakata (PMNS) matrix [23]. The PMNS matrix is

UPMNS =


c12c13 s12c13 s13e

−iδCP

−s12c23 − c12s23s13e
iδCP c12c23 − s12s13s23e

iδCP s23c13

s12s23 − c12c23s13e
iδCP −c12s23 − s12c23s13e

iδCP c23c13

 , (1.22)

where smn ≡ sin θmn and cmn ≡ cos θmn. The mass mixing matrix U does not technically have

to be unitary, and searches for deviations from the unitary model are possible as the uncertainty

of eachUij term improves with upcoming experiments. Note that if the neutrino contained Majo-

rana mass terms in the standard model Lagrangian, the UPMNS would be modified by additional

Majorana phases, but would ultimately not impact the probability of neutrino oscillations (see

section 2.3.2).

The three θmn angles are referred to as the neutrino mixing angles, while δCP is referred

to as the CP-phase angle. A non-zero δCP would mean that neutrino/antineutrino oscillations

demonstrate the following property:

Pνα→νβ 6= Pν̄α→ν̄β , (1.23)

where α and β are neutrino flavors. For more discussion on current best fits to these parameters

and the ongoing efforts to measure δCP , see section 2.1.

The KamLAND measurement of reactor antineutrinos provides a great example of how neu-

trino oscillation parameters can be extracted from detector data. Assuming the three-flavor os-

cillation model and the θ13 regimes set by CHOOZ (cos4 θ13 ≥ 0.92) [24], the ν̄e → ν̄e survival

probability at KamLAND was approximated by [25]

P (ν̄e → ν̄e) ≈ cos4 θ13

[
1− sin2 θ12 sin2 ∆m2

12L

4Eν

]
. (1.24)

The observed antineutrino event spectrum at KamLAND was then fit with a full model of the

expected reactor antineutrino rate (see section 1.3.2) after subtracting geoneutrino backgrounds
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and incorporating oscillation effects. The P (νe → νe : Eν , L) extracted by comparing detector

data to the no-oscillation hypothesis is shown in figure 1.7.

Figure 1.7. Survival probability of reactor electron antineutrinos observed by the KamLAND
experiment. Data points are the ratio of observed antineutrinos to the rate predicted in the
no-oscillation case. The frequency of the oscillation pattern shown yields the mass-squared
difference ∆m2

12. Figure from [26].

The effects of neutrino oscillation are emphasized when plotted as a function of L/Eν , with

the frequency and mean amplitude providing the means to measure ∆m2
12 and θ12, respectively.

The parameters derived from the fit to KamLAND’s spectrum were ∆m2
12 = 7.58+0.14

−0.13(stat)

+0.15
−0.15(syst)× 10−5eV 2 and tan2 θ12 = 0.56+0.10

−0.07(stat)+0.10
−0.06(syst) [26].

1.2.4.3 Significance of neutrino oscillations to neutrino mass

The confirmation of neutrino oscillations sparked a surge of neutrino oscillation experiments

designed to measure the PMNS oscillation parameters and mass-squared differences. Of signif-

icance to the neutrino mass, long-baseline reactor measurements and solar neutrino experiments

measured non-zero values of ∆m2
12 = m2

1−m2
2 while accelerator experiments and cosmic neu-

trino measurements yielded a non-zero value for ∆m2
23 (see section 2.1). The major revelation

from non-zero mass-squared differences is this: if the three neutrino masses are all different

values, then at least two of them are non-zero and must have mass.

Perhaps the biggest implication of non-zero neutrino masses is that the Standard Model must

be modified. Although only the interaction terms for the electroweak model were shown in

equation 1.3, the complete Lagrangian can be realized through the Higgs mechanism, wherein
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another scalar field doublet is introduced to the theory [27]. When introduced into the theory,

the Higgs scalar fields couple to both the bosonic and fermionic fields, effectively giving both

their mass terms. In the Standard Model though, the neutrino has no mass term, because no

right-handed neutrino exists within the theory. If the Higgs cannot couple to the neutrino, how

does it get its mass?

The question of how the neutrino acquires mass in the Standard Model is just one of the neu-

trino mass-related questions that should be addressed. Although oscillation measurements yield

the mass splittings, the absolute scale of the neutrino mass must be determined. The ordering

of the neutrino masses from lightest to heaviest must also be determined. A detailed discussion

of these issues and how experiments are attempting to answer them follows in chapter 2.

1.3 Neutrino sources
Despite how weakly they interact, neutrinos and antineutrinos are produced in numerous pro-

cesses within the universe. These neutrinos leave their signature in different ways. Lower en-

ergy big bang relic neutrinos have considerable impact on the Cosmic Microwave Background’s

power spectrum, higher energy galactic neutrinos interact with matter and produce dramatic

showers of high-energy particles, and a zoo of processes exist in between. Thanks to all of

these, a broad range of neutrino fluxes and energy ranges are available to perform a plethora of

neutrino oscillation and interaction measurements. A summary of the most prominent neutrino

sources and their energy scales are shown in figure 1.8.

Given the broad scope of a neutrino source discussion, emphasis will be placed upon neu-

trino sources commonly observed with water Cherenkov detectors. An overview of all neutrino

interactions, how they are modeled, and how they are measured can be found in [28].

1.3.1 Geoneutrinos

The Earth’s crust and mantle produce an abundance of antineutrinos known as the geoneutrino

flux. The Earth contains a large portion of long-lived radioactive elements, most prominently
238U , 232Th, 40K, and their daughter isotopes, that are constantly decaying over time. The

primary decay modes observed are alpha and beta decay, where all beta decays are the source of

antineutrinos.
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Figure 1.8. Overview of the prominent neutrino and antineutrino sources known within the
universe to-date. The ν̄ee− → ν̄ee

− cross section is also shown as a function of neutrino
energy. Figure taken from [28].

Simulations of the geoneutrino flux utilize inputs including soil sampling from across the

globe, ultrasonic measurements of deep-crustal rock types, and gravitational anomalies due to

core composition [29]. A prediction of the geoneutrino flux through a combination of these

inputs at across the Earth is shown in figure 1.9.

Figure 1.9. Left: Prediction of the geoneutrino flux at different locations above the Earth’s
surface. The flux is given in Terrestrial Neutrino Units (TNU), the number of inverse beta
decay events that a 100% efficient detector with 1032 proton targets would see in a single year
of observation. Right: Product of the geoneutrino flux and with the electron scattering (dotted
lines) and inverse beta decay (solid lines) cross sections. Figures from [29, 30].

As shown in figure 1.9, most geoneutrino detectors will observe the largest signal detecting

Inverse Beta Decay (IBD) events of the form ν̄e + p → n + e+. The IBD cross section for
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electron antineutrinos is several orders of magnitude higher than the electron scattering cross

section, meaning IBD-focused detectors will have higher neutrino interaction rates and reduced

statistical uncertainties. Furthermore, IBD events can be selected with little backgrounds by

searching for its characteristic double coincidence signal. The prompt signal is produced by

the positron, generally detected via scintillation or Cherenkov light. Then, after thermalization,

the neutron captures in the detection medium and gives a delayed signal. Using water as an

example, the neutron’s characteristic thermal capture time on hydrogen in water is ≈ 200µs,

and the de-excitation of the produced deuteron can yield a 2.2MeV gamma signal.

Even when selecting IBD events, geoneutrino measurements are challenging due to their

relatively low energy (Eν̄e,geo < 3MeV ), low rates (10s events/year for a detector with 1032

proton targets), and reactor backgrounds. If a detector is deployed near nuclear reactors, the

IBD signal from reactor antineutrinos produce an irreducible background that overlays much

of the geoneutrino spectrum. For reference, KamLAND had to operate for almost 10 years to

observe an appreciable geoneutrino flux, while the Borexino detector had to collect over 2000

days of data to measure the geoneutrino signal with a 5.9σ discovery significance (see figure

1.10) [31, 32].

Figure 1.10. Best fits to the KamLAND (left) and Borexino (right) IBD candidate spectra.
Reactor antineutrinos contribute a considerable background in both detectors, and (α, n) re-
actions on 13C due to α-emitting backgrounds produce additional background in KamLAND.
Figure from [31, 32].
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1.3.2 Reactor antineutrinos

Operational nuclear reactors have been instrumental in advancing the neutrino physics field.

Recall that the Reines-Cowan Experiment used the Savannah River Plant near Aiken, South

Carolina to make the first direct detection of neutrinos. Today, reactors are commonly used to

make precision measurements of the neutrino oscillation parameters, as well as search for sterile

neutrinos.

Nuclear reactors rely on the energy released in nuclear fission to convert water to steam,

drive a steam turbine, and generate electricity. The nuclear reactor core contains fuel rods filled

with fissionable nuclear isotopes, typically composed of 238U , 235U , 239Pu, and 241Pu. These

isotopes have a non-negligible cross section for capturing neutrons, fissioning into two daughter

isotopes and free neutrons, and releasing O(200) MeV/fission in the form of kinetic energy

and gamma radiation (see figure 1.11). While the released kinetic energy heats the water in

the reactor, the free neutrons thermalize and capture on the fuel to produce more fissions and

continue the neutron life cycle that maintains a steady reactor power state. A typical 3 GW

thermal commercial reactor operating at full-power will undergo O(1020) fissions/second [33].

235𝑈

𝑛
𝑛

𝑛

235𝑈

235𝑈

144𝐵𝑎

89𝐾𝑟

𝑛

𝑛

𝑛

𝑛

95𝑅𝑏

140𝑋𝑒

94𝑆𝑟

137𝐶𝑠

Figure 1.11. Diagram of the chain reaction occurring in fissionable isotopes in reactor fuel.
Neutrons are captured by fissionable isotopes, which split and produce more neutrons to main-
tain the fission cycle. Different daughter isotopes are left after each fission, and are also often
radioactive themselves.

The daughter isotopes produced in fission are often unstable, undergoing beta decay and

emitting electron antineutrinos. The U and Pu isotopes in reactor fuel are relatively heavy
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isotopes and have a higher number of neutrons than protons; as such, the daughter isotopes

left after fission are mostly neutron-rich. To approach a more even ratio of protons to neutrons,

fission daughters undergo one or more beta decay processes; on average, about 6 beta decays will

proceed from a single fission’s daughters, meaning about 6 antineutrinos are emitted per fission

[34]. The sum of all antineutrinos emitted from all daughter isotopes produces the observable

reactor antineutrino flux, approximately 2 × 1020 electron antineutrinos emitted every second

per GWth for a reactor.

1.3.2.1 Reactor antineutrino observation models

The number of antineutrinos observed at a distanceL from a reactor as a function of antineutrino

energy Eν̄ is modeled as [35, 9]

dNν

dEν
=

reactors∑
i

Np ε(Eν)σ(Eν)
Pee(Eν , Li)

4πL2
i

Si(Eν) , (1.25)

where Np is the number of the detector’s proton targets, ε is the detector’s detection efficiency,

σ is the cross section for the detection interaction (commonly inverse beta decay), Pee is the

electron neutrino or antineutrino survival probability from a reactor i to the detector, and Si is

a parameterization of the reactor’s antineutrino flux spectrum. Si is dependent on the fractional

loading of each U and Pu fissile isotope, and is defined as follows:

Sreactor =
4∑

k=1

fk,reactor
dNν,k

dEν
. (1.26)

The dNν,k
dEν

distribution for each isotope k is determined by measuring the beta decay spectrum

following U, Pu fissions. The beta decay energy spectrum is then used to estimate the antineu-

trino energy spectrum with energy conservation and models of nucleus de-excitation from beta

decay [36, 37].

When deploying a neutrino detector, the location’s reactor antineutrino spectrum is an im-

portant consideration as either a signal for potential physics measurements or as an irreducible

background. For example, consider the expected antineutrino spectra for a 100% efficient de-

tector with a 1032 proton target volume deployed at Davis, California and at SNOLAB in figure

1.12. Both spectra assume a 1-year deployment where all world reactors operate identically to
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the year 2015 according to the IAEA Power Reactor Information System (PRIS) database.

Figure 1.12. Comparison of the reactor antineutrino spectrum at SNOLAB to that at Davis,
California for one year of observation. Reactors are assumed to have ran according to the
2015 operational schedule documented by the IAEA. The best-fit of ∆m2

12 and sin θ12 from
KamLAND, along with the PDG 2016 values for θ13 and ∆m2

13, are used to characterize the
electron survival probability Pee [38, 39].

While there are few reactors near Davis, SNOLAB has three major nuclear reactor plants

within a 300 km radius (Bruce, Darlington, and Pickering). The large reactor antineutrino signal

makes SNOLAB an attractive location to measure neutrino oscillations, while Davis would be

better for measuring something like geoneutrinos where minimizing the reactor signal reduces

backgrounds.

1.3.3 Solar neutrinos

The various fusion processes occurring within the Sun result in the emission of neutrinos. For

an example of neutrino emission in fusion, consider the simplest fusion process in young stars:

the proton-proton (pp) fusion process. The high temperature and density within a star provide

the energy necessary to convert a proton to a neutron and then bind the two nucleons to form a

deuteron, written as

p + p→ 2H + e+ + νe . (1.27)

The deuteron formation also results in the emission of a positron and electron neutrino. Depend-

ing on a star’s mass, composition, and age, this and many different fusion processes lead to the

production and emission of neutrinos with different energy distributions.
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The electron neutrinos produced in all fusion processes in the Sun form the total solar neu-

trino flux. The flux is most prominent in neutrino energies at< 10MeV , with different reactions

producing either monoenergetic or continuous neutrino flux distributions, and originates in the

Sun’s core, where the temperature and density are the largest and the most fusion occurs. Pre-

dictions of the solar neutrino flux spectrum as of 2014 are shown in figure 1.13, informed by

measurements of elemental abundances in the Sun’s atmosphere, nuclear reaction rates, and

helioseismic activity [40].

Figure 1.13. SFII-GS98 predictions of the solar neutrino flux due to the most prevalent fusion
processes in the Sun. Neutrinos from electron capture on CNO-produced isotopes (eeCNO)
are also shown. Colors utilized for readability. Figure from [40].

Measurements of the Sun’s neutrino flux in different energy regimes are a valuable test for

solar models. A compilation of solar neutrino flux measurements as compared to flux predictions

from two prominent standard solar models is shown in table 1.3.3. Direct measurements of
8B, 7Be, and pep fluxes are in agreement with predictions within statistical uncertainties, while

measurements of the three prominent fluxes generated by the so-called “CNO cycle” are currently

background-limited.
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Fusion process GS98 AGS09 cm−2s−1 Experimental results

pep 1.44± 0.012 1.47± 0.012 ×108 1.6± 0.3 Borexino
7Be 5.00± 0.07 4.56± 0.07 ×109 4.87± 0.24 Borexino

5.82± 1.02 KamLAND
8B 5.58± 0.14 4.59± 0.14 ×106 5.2± 0.3 SNO+SK+

Borexino+KamLAND

5.25± 0.16+0.011
−0.013 SNO LETA

5.95+0.75
−0.71(stat)+0.28

−0.30(syst) SNO+
13N 2.96± 0.14 2.17± 0.14 ×108

15O 2.23± 0.15 1.56± 0.15 ×108 < 7.4 total CNO, Borexino
17F 5.52± 0.17 3.40± 0.16 ×108

Table 1.1. Table giving two prominent standard solar model neutrino flux predictions with
comparisons to experimental results. Table modified from [41] with additional results from
[42, 43].

1.3.3.1 The solar abundance problem

An interesting point of tension in solar physics models that could be resolved with precise CNO

cycle flux measurements is known as the solar abundance problem. The two prominent solar

models, known as GS98 and AGS09, predict different ratios of metals (elements larger than

hydrogen) and hydrogen in the Sun’s photosphere (labeled as (Z/X)solar). The GS98 model

((Z/X)solar ≈ 0.23)) provides speed-of-sound predictions consistent with helioseismic obser-

vations, while the AGS09 ((Z/X)solar ≈ 0.18)) provides a more accurate prediction of the Sun’s

atmospheric atomic and molecular profile [44, 41]. One consequence of the different metallicity

predictions for GS98 and AGS09 is that CNO cycle neutrino fluxes are considerably different

(see C,N , and F rows in table 1.3.3). A successful measurement of the CNO flux could help

inform which solar model is more accurate and provide a pathway to modifying the model in

disagreement.

1.3.4 Supernovae

Supernovae are one of the most intense neutrino sources available in the universe. Because they

are so weakly interacting relative to other matter, neutrinos produced in supernova processes

-23-



have a much higher rate of escaping the collapsing star than any other particles produced during

the collapse. The result is that nearly 99% of a star’s gravitational binding energy (O(1052) erg)

is released in the form of neutrinos during a star’s collapse, supernova explosion, and neutron

star formation [45].

1.3.4.1 The supernova process

As stars age and lighter elements fuse into heavier ones, the further fusion of heavier elements

requires more energy to proceed. This is because heavier elements generally have larger binding

energies per nucleon (up to iron) as shown in figure 1.14. As a consequence of the reduced

Figure 1.14. Distribution of binding energy per nucleon for several stable elements. Several
elements relevant to fusion and radioactive elements are featured. Figure taken from [46].

fusion rate, the total radiation pressure reduces and the star condenses inward under gravitational

pressure. If the star has enough mass, the higher density (and higher temperature) at the core

will initiate the fusion of the next heaviest element. This oscillation between condensing and

reigniting fusion produces an onion-like layering in the star, with the heaviest elements at the

center as shown in figure 1.15 [47].

If a core reaches the silicon-burning stage, an iron core begins to form. This marks the star’s

transformation into a pre-supernova star. Note that a star needs a mass greater than approximately

8MSun to begin forming an iron core. Fusion in a star stops at iron, as the fusion of iron to a

higher mass isotope is an endothermic process and energetically unfavorable. As the net fusion in
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Figure 1.15. Illustration of the onion-like structure that forms in pre-supernova stars, and ap-
proximate timescale for each burning stage. Figure taken from [47].

the star reduces, it continues to condense further until, according to the Pauli exclusion principle,

the electron degeneracy limit prevents further collapse.

If the star has enough mass, iron will continue to form in the core and the density and tem-

perature within the star will continue to climb. The extreme temperature and density drives

electron capture on iron nuclei (written as p + e− → n + νe) and photodisintegration of iron

nuclei into helium and neutrons. As the number of electrons reduces in the core and crosses

the Chandrasekhar Limit where even electron degeneracy can no longer maintain stability, the

core rapidly collapses and a large νe burst is observed from rapid neutronization due to electron

capture. Nuclear repulsion due to the strong force promptly halts the collapse, and is followed

by a large outgoing shockwave and thermal explosion [48].

1.3.4.2 Supernova neutrino emission models

A variety of processes occur within a developing supernova. A summary of the most prevalent

neutrino and antineutrino interactions occurring in a supernova are given in table 1.3.4.2. One

important feature to note is that, although proton-neutron conversions drive the production of
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Supernova process Neutrino interaction

Beta-processes

electron and νe absorption by nuclei e− + (A,Z)←→ (A,Z − 1) + νe

electron and νe captures by nucleons e− + p←→ n+ νe

positron and ν̄e captures by nucleons e+ + n←→ p+ ν̄e

“Thermal” pair production/annihilation processes

Nucleon-nucleon bremsstrahlung N +N ←→ N +N + ν + ν̄

Electron-positron pair production e− + e+ ←→ ν + ν̄

Plasmon pair-neutrino production γ̃ ←→ ν + ν̄

Reactions between neutrinos

Neutrino-pair annihilation νe + ν̄e ←→ νx + ν̄x

Neutrino scattering νx + {νe, ν̄e} ←→ νx + {νe, ν̄e}

Scattering processes with medium particles

Neutrino scattering with nuclei ν + (A,Z)←→ ν + (A,Z)

Neutrino scattering with nucleons ν +N ←→ ν +N

Neutrino scattering with electrons and positrons ν + e± ←→ ν + e±

Table 1.2. Table providing the prominent neutrino production and interaction processes found
in supernova. Table taken from [49].

electron neutrinos and antineutrinos, all flavors of neutrino are observed from a supernova burst

due to pair production processes.

Models of neutrino production and transport in supernova incorporate all of these processes

to predict the total neutrino/antineutrino flux’s time and energy dependence. These models are

invaluable for predicting the expected time window and energy profile that a neutrino detector

must be designed to successfully observe.

For example, consider the simulated time evolution of a 27MSun supernova, shown in figure

1.16. A prompt νe burst is seen near t ≈ 0 from rapid neutronization following the Chan-

drasekhar Limit crossing. Then, νe and ν̄e channels dominate the primary shockwave’s total

flux, with a ∼ 50% lower contribution from other flavor channels. The mean energy spectrum

is greater than 10 MeV across the entire burst, well above most natural radioactive backgrounds
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𝑃𝑟𝑜𝑚𝑝𝑡 𝜈𝑒 𝑏𝑢𝑟𝑠𝑡 𝑓𝑟𝑜𝑚 𝑐𝑜𝑙𝑙𝑎𝑝𝑠𝑒

𝑃𝑟𝑖𝑚𝑎𝑟𝑦 𝑠ℎ𝑜𝑐𝑘𝑤𝑎𝑣𝑒

𝜈 − 𝑑𝑟𝑖𝑣𝑒𝑛 𝑐𝑜𝑜𝑙𝑖𝑛𝑔

Figure 1.16. Simulation of integrated luminosity and mean energy spectrum for a 27MSun

supernova. The νe, ν̄e, and νx = νµ, ντ , ν̄µ, ν̄τ are shown for 3D simulations (color) and 2D
simulations (gray). Figure modified from [50].

and neutrino sources. Finally, a steady neutrino/antineutrino flux follows the initial shockwave

as the neutron star cools via neutrino emission, continuing for tens of seconds after the initial

burst [51].

1.3.4.3 Supernova 1987A observations

The 1987A supernova marked the first supernova observation where a neutrino signal was cor-

related with an optical signature. On February 24th, 1987, the optical signal of a supernova in

the Large Magellanic Cloud (LMC) was observed around the world by several professional and

amateur astronomers [45]. After searching for a possible correlated neutrino signal, the IMB

and Kamiokande-II neutrino detectors identified a cluster of antineutrino events on February

23rd, 1987 well above rates expected during normal detector operation [52, 53]. After incor-

porating a 54-second systematic uncertainty in the absolute time, the Baksan collaboration also

claimed observation of an event cluster in agreement with the IMB and Kamiokande-II signal

times [54, 45]. The detector event times, with each data set’s start of the burst assigned t = 0,

is shown in figure 1.17.

Although the 1987A neutrino observations generally agreed with the supernova model pre-

dictions, the signal rates observed were not significant enough for fine model tuning. The Earth

received a minuscule fraction of SN1987a’s neutrino flux due to the 50 kpc distance from the

LMC. Fortunately, astronomy observations suggest that a few core-collapse supernova occur
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Figure 1.17. Candidate antineutrino events observed from SN1987a. Each detector saw its
event cluster on February 23rd, 1987. Burst start times for each detector are: IMB - 7:35:41
UT, Kamiokande-II - 7:35:35 UT, Baksan - 7:36:12 UT. Event times and energies taken from
[52, 53, 54].

per century in a Milky Way-like galaxy [55]; given the improvements in neutrino detection tech-

nology and the general increase in the number of operational detectors since 1987, the next

intragalactic supernova should provide considerable insight to the supernova process.

1.3.4.4 The Diffuse Supernova Neutrino Background (DSNB)

Given the combination of a supernova’s tremendous neutrino/antineutrino emission and the vast

number of stars in the universe, it is expected that the universe contains a steady neutrino and

antineutrino flux known as the Diffuse Supernova Neutrino Background (DSNB). Since neutri-

nos and antineutrinos are weakly interacting and can travel large distances without interacting,

few would argue that that the DSNB exists and should be present at Earth. The key question is

whether or not the DSNB flux is large enough for present day neutrino detectors to extract the

signal out of the detector backgrounds.

A recent paper provides an enlightening Fermi calculation which estimates the DSNB could

be measurable with current or next generation of detectors. The DSNB neutrino detection rate

at Earth can be approximately related to the SN1987a detection rate observed with [56]
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[
dNν

dt

]
DSNB

≈
[
dNν

dt

]
87A

[
NSNMdet

4πD2

]−1

87A

[
NSNMdet

4πD2

]
DSNB

. (1.28)

Given the 1987a neutrino detection rate in Kamiokande-II, the mass difference between

Kamiokande-II and Super-Kamiokande, the estimated rate of supernovas per galaxy, and the

estimated number of galaxies, a Super-Kamiokande-like detector is estimated to observe

[
dNν

dt

]
DSNB

≈ 3 year−1 . (1.29)

Although several events/year is a small signal, detection is not an impossible feat. In 2003,

Super-Kamiokande conducted a DSNB search with previous data taken and set limits on the

expected DSNB IBD rate in SuperK, as shown in figure 1.18. A DSNB search has also been

conducted using the KamLAND detector [57].

Figure 1.18. Left: DSNB candidate events for the 2003 SuperK DSNB search. The thick black
line shows the expected atmospheric neutrino background, with the largest permitted DSNB
signal shaded in light blue. Right: Exclusion region of DSNB flux as set by the SuperK DSNB
search. Figures from [56].

Clearly, the limiting background for the DSNB measurement in water Cherenkov detectors is

the atmospheric neutrino background. This background’s significance, and ANNIE’s relevance

to reducing atmospheric neutrino event model uncertainties, is discussed in section 4.3.3.
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1.3.5 Atmospheric neutrinos

Atmospheric neutrinos are produced as a result of cosmic ray interactions in the atmosphere and

the decay of cosmic muons. High-energy particles (primarily hydrogen and helium) incident on

the Earth’s atmosphere can produce mesons such as π± andK±. Considering a π+ for example,

the following decay chain can occur as the pion proceeds toward Earth:

π+ → µ+ + νµ → e+ + νe + ν̄µ + νµ . (1.30)

The combination of cosmic meson and muon decay in the atmosphere results in a measurable

flux of muon and electron neutrinos and antineutrinos. Tau neutrinos are also expected from

neutrino oscillations and charm particle decays in cosmic-ray interactions, but the total tau flux

is small compared to electron and muon flavor fluxes; the most sensitive measurement to date

has been made by IceCube DeepCore [58].

Estimates for the atmospheric neutrino and antineutrino flux at several neutrino observatories

are shown in figure 1.19. Each site’s neutrino flux summed over all directions are shown for

each site; parameters considered as inputs for the simulation include the cosmic ray flux/energy

distributions, atmospheric composition and density (fluxes shown use the NRLMSISE-00 global

atmospheric model, an empirical model based on best fits to data), geomagnetic field intensity,

and neutrino oscillations in the atmosphere and in the Earth [59].

1.3.6 Accelerator neutrinos

In the last 50 years, neutrino and antineutrino beams produced at proton accelerator laboratories

have become one of the most valuable tools for high-precision neutrino measurements. The neu-

trino production mechanism, although human-made, is similar to that of atmospheric neutrinos.

High energy protons are produced in a proton accelerator and fired at a target, creating π± and

K± mesons. The mesons of either + or− charge are then selected with a magnet, depending on

whether the beam is set to neutrino or antineutrino production mode respectively. The selected

mesons are then sent down a decay pipe to decay and produce neutrinos; any daughter particles

remaining are stopped with a beam stop, while the neutrinos will proceed down the beamline.

Accelerator neutrino measurements are made on the same energy and distance scales as

atmospheric neutrinos. Typical neutrino beam energies are on the order of 100s of MeV to
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Figure 1.19. Simulation of the all-direction averaged atmospheric neutrino flux for a one year
exposure at several sites. KAM stands for the Super-Kamiokande site in Japan, INO for the
India-based Neutrino Observatory, SPL for the South Pole, and PYH for the Pyhasalmi mine
in Finland. Figure from [59].

10s of GeV, although this can be tuned by varying the proton beam energy and target design.

Neutrino detectors are often placed O(100) meters away from the neutrino production target

for short-baseline measurements, or can be placed O(1000) km away from the target to observe

neutrino oscillations in matter as they traverse the Earth’s crust.

The prominence of the accelerator neutrino beam in neutrino physics today stems from the

neutrino beam’s predictability and tunability. Having a well-known neutrino flux and energy

profile, knowledge of the incident direction of the neutrinos, and the ability to tune the beam to

produce either neutrinos or antineutrinos are all invaluable for performing neutrino/antineutrino

observations with minimal systematic uncertainties. An in-depth review of Fermilab’s Booster

Neutrino Beamline (BNB), including beam production process, detector positions in beam, and

beam flux profile, is presented in section 5.2 and appendix C.
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1.4 Water Cherenkov neutrino detectors
Given the low interaction rate of neutrinos, a particle detector with large target mass, high-

efficiency event reconstruction, minimal detector backgrounds, and low cost are all key prop-

erties for developing an efficient yet feasible neutrino detector. To meet these demands, under-

ground water Cherenkov detectors have been a dominant choice for the last 40 years of neutrino

physics.

The history of Cherenkov detection is recent yet rich. One of the first proposals to image

particles using Cherenkov radiation incident on a multiwire proportional counter was presented

by Seguinot and Ypsilantis in 1977 [60]. Only a few years passed before large-scale water-based

Cherenkov detectors utilized the photomultiplier tube (PMT) for Cherenkov radiation-based par-

ticle detection, with IMB and Kamiokande beginning operation in 1982 and 1983, respectively.

Cherenkov detectors were initially deployed with the primary goal of observing proton decay.

However, the capability of observing neutrinos and antineutrinos was quickly utilized, leading to

the observation of SN1987a in IMB and Kamiokande and the discovery of neutrino oscillations

by Super-Kamiokande, SNO, and KamLAND. More recent detector proposals often add addi-

tional features to the water Cherenkov formula, such as gadolinium doping for increased neutron

detection efficiency or water-based liquid scintillator for improved energy resolution [61, 62].

Given the past success with, and future effort to improve, Cherenkov radiation detection with

fast photosensors, the technique will likely remain prominent and popular for decades to come.

1.4.1 The discovery of Cherenkov radiation

The discovery of Cherenkov radiation dates to the early 20th century, when the study of ra-

dioactivity itself was still young. In the biography of Eva Curie, daughter of Pierre and Marie

Curie, hints of Cherenkov radiation are referenced in the blue glow observed from Marie Curie’s

glass samples containing radium salts [63]. However, the phenomena was not studied system-

atically until Mallet first tried to study the emission spectrum of the light using a spectrograph

[64]. However, the work was not developed experimentally from Mallet’s end, and several key

properties (polarization, asymmetry of emission spectrum) were not established in his work.

Independently and several years later in 1933, Cherenkov performed the optical experiments

(as proposed by Vavilov) that established Cherenkov radiation as a distinct phenomena from

-32-



standard luminescence. The experimental procedure hinged on observing light produced by ex-

posing various liquids to a radium source’s gamma radiation [65]. The critical discoveries were

made by Cherenkov in 1936, wherein he measured that the radiation had a distinct polarization

and was emitted only in the forward direction relative to the incoming gamma rays, as shown in

figure 1.20.

Figure 1.20. Original result providing evidence for the directionality of Cherenkov radiation.
Radiation patterns for water (a, n = 1.337) and benzene (b, n = 1.513) are shown. Figure
taken from [66].

Around the same time, Frank and Tamm also released a theory of the effect founded entirely

on classical electromagnetic theory. Cherenkov, Frank, and Tamm shared the Nobel Prize in

Physics in 1958 for their combined experimental and theoretical work in Cherenkov radiation.

1.4.2 Properties of Cherenkov radiation

Cherenkov radiation is light emitted when a charged particle moves through a dielectric medium

at a velocity greater than the speed of light in the medium. As the charged particle moves through

the medium, the particle’s electromagnetic field polarizes the atoms of the medium as it passes

by; effectively, the atoms’ electrons follow the particle’s electromagnetic waveform as it passes.

The movement of these electrons due to polarization emits polarized radiation. If the particle is

moving faster than the medium’s phase velocity of light, the electromagnetic radiation emitted

from electrons along the particle’s track will form a coherent wavefront [64]. The effect is often

compared to a sonic boom, wherein a pressure wavefront is formed by an object moving faster

than the speed of sound in a medium.

The differential energy emission with respect to radiation frequency ω is given by the Frank-
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Tamm result [67], written as

(
dE

dx

)
rad

=
(ze)2

c2

∫
n(ω)>1/β

ω

(
1− 1

β2n2(ω)

)
dω . (1.31)

n(ω) is the index of refraction of the medium, ze is the charge of the moving particle, and c

is the speed of light.

Differentiating with respect to ω, converting from energy emission to number of Cherenkov

photons, and converting from frequency to wavelength also provides insight to the Cherenkov

emission spectrum shape [68]. Doing so yields

(
d2N

dλdx

)
=

2παz2

λ2

(
1− 1

β2n2(λ)

)
, (1.32)

whereα is the fine structure constant (α = e2/~c ≈ 1/137). Notice that the Cherenkov emis-

sion spectrum intensity increases as the emission wavelength decreases, explaining Cherenkov

radiation’s characteristic blue hue in water. Equation 1.32 is plotted in the visible spectrum in

figure 1.21. Figure 1.21 assumes the index of refraction of water n(λ) as simulated in the RAT

PAC simulation package [69]. For scale, integrating the graph in figure 1.21 predicts ∼ 850

Cherenkov photons are emitted per centimeter for a particle of charge e passing through water

with β = 1.

Note that the spectrum does not continue towards infinity for all light wavelengths λ. Notice

that the power spectrum integral in equation 1.31 is only performed up to n(λ) > 1/β; at the

condition where n(λ) < 1, no coherent Cherenkov wavefront is formed. Physically, this is the

frequency cutoff at which the polarization of atoms in the medium no longer occurs as the driving

frequency is too large (much like attempting to drive a harmonic oscillator off its characteristic

resonant frequency). The point where n(λ) < 1 varies for materials; for water, n(λ) < 1 is first

satisfied near 100 nm [70].

One key feature for event reconstruction via water Cherenkov detectors is the angle of emis-

sion for Cherenkov light. The angle of the Cherenkov wavefront relative to the particle’s direction

of travel, known as the Cherenkov relation, is given by

cos θC =
1

βn
, β >

1

n
. (1.33)
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Figure 1.21. Differential Cherenkov emission spectrum for a charged particle passing through
water at β = 1. The index of refraction n(λ) is taken from the RATPAC simulation package
[69].

θC is the Cherenkov angle, β = v
c
, and n is the index of refraction of the medium. The angle

of the wavefront can be visualized intuitively by treating each position along the particle’s track

as an emission point for light emitted at vc = c
n
, as shown in figure 1.22.

In the context of a water-based Cherenkov detector, the resulting signal will appear as a

ring or disc of light on the detector’s photosensors (see figure 1.23 for a ring example). The

resulting charge and time distribution of all detectors can be used to reconstruct the particle’s

initial production vertex.

A digression for calculating the Cherenkov radiation angle in water will be valuable in up-

coming discussions on event reconstruction and particle identification. Consider a highly rela-

tivistic particle with β ≈ 1 in water; given the index of refraction of water at λ = 400nm is

measured as n = 1.34 [71], the expected Cherenkov angle is approximately

θC = cos−1 1

1.34
= 41.7o . (1.34)
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Figure 1.22. Visualization of the Cherenkov wavefront for a particle moving with velocity
v > c

n .

Although more sophisticated algorithms can account for the variation in Cherenkov angle due

to n’s dependence on λ, this Cherenkov angle is a common approximation for fast reconstruction

and is quite accurate.

1.4.3 Summary of key water Cherenkov detector design features

To help construct a broad formula for successful water Cherenkov detection, consider the Sud-

bury Neutrino Observatory (SNO) which shared the 2016 Nobel prize in physics for confirming

neutrino oscillations. SNO was a heavy water-based neutrino detector designed to observe solar

neutrino electron scattering and inverse beta decay interactions. The detector was constructed at

the 6800 foot level of the Creighton Mine in Lively, Ontario in Canada; the depth of the detector

greatly reduces the rate of cosmic muons passing through the detector (approximately 3/hour).

The main detection volume is suspended in a 6-meter radius acrylic vessel, surrounded with

9438 PMTs to detect Cherenkov light from neutrino interactions. The PMTs are submerged in

a secondary light water volume which acts as a buffer to reduce radioactive particles (primarily

gamma rays) emitted from the detector cavern wall and PMT glass. Approximately 100 PMTs

are also installed facing outward on the PMT frame; if Cherenkov light from a cosmic muon is

detected, any physics interactions in the detector can be tagged as possibly being muon-related.

An artist visualization of the SNO cavern and a candidate Cherenkov ring event are shown in
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figure 1.23.

Figure 1.23. Left: Artist’s rendition of the SNO detector. The detector cavern was excavated
in Creighton mine at the 6800 foot level. Figure taken from [72]. Right: Candidate Cherenkov
ring event in the XSNOED event display. The >9000 PMTs provide excellent ring resolution
for particle ID and event reconstruction.

Although the SNO detector faced its own unique issues upon deployment and commission-

ing, traits emerge that are common to many water Cherenkov detectors. The features listed are

primarily physics-related; all features must be weighed while also balancing the cost of detector

deployment, neutrino source upkeep, and time needed to complete the measurement.

• Neutrino source: Different neutrino sources have different energies and will produce dif-

ferent energy particles after interacting. If a detector is too small, high energy particles

may pass completely through, making energy estimation with Cherenkov radiation alone

impossible. If a detector has too few PMTs, resolving the Cherenkov ring becomes more

difficult.

• Large detection volume: The small cross section of neutrinos requires large detection

volumes to observe a significant amount of events in detector. Typical masses are on the

ton-kiloton scale. This issue can be bypassed by increasing the intensity of the neutrino

source as well.

• Detection medium transparent to Cherenkov photons: Ton-kiloton scale detectors will

have Cherenkov radiation travel on the meter-length scale before reaching a photodetector.
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As such, the detection medium chosen must not readily absorb Cherenkov radiation in the

wavelength range of photodetector sensitivity.

• Photodetectors sensitive to Cherenkov photons: The photodetectors chosen to image neu-

trino interactions utilize photocathodes deposited at the face of photodetectors, which must

be able to convert Cherenkov-spectrum photons to photoelectrons. The photoelectrons

produced are then amplified to produce a measurable charge signal. PMTs are a common

detector choice for water Cherenkov detection, but additional technologies like Silicon

PhotoMultipliers (SiPMs) and Large-Area Picosecond PhotoDetectors (LAPPDs) are also

viable.

• Cosmic background tagging/shielding: Techniques for tagging detector events produced

by cosmic backgrounds are generally needed for acceptable signal/background ratios. When

possible, underground detector deployment also helps lower this background considerably.

• Low radioactive backgrounds: Detector signals due to radioactive contamination must be

minimized. This is achieved with detector cleanliness standards, purification of the detec-

tion medium, selection of detector materials with low radioactivity, and detector shielding

from outside radioactivity.

All points in this list were also taken into consideration when designing the ANNIE detector.

For more details, see chapter 5.
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Chapter 2

Open questions in neutrino physics

Since its discovery, the critical path to understanding the neutrino has rapidly evolved. In the

earliest stages of neutrino physics, the most fundamental questions needed to be addressed, such

as can the neutrino be detected at all? Fortunately, the neutrino was indeed detectable (al-

beit weakly interacting). Following the neutrino’s discovery and confirmation of fixed helicity,

things seemed about solved: the neutrino was a Weyl fermion (massless with fixed helicity), and

there existd only the right-handed antineutrino and left-handed neutrino. Plenty of data was still

needed to accurately model neutrinos and their interactions with matter, but the broad picture

looked sensible.

The discovery of the solar neutrino problem and eventual resolution with the observation of

neutrino oscillations completely rocked this foundation. The concept of a massive neutrino that

exhibited flavor oscillations produced a plethora of fundamental questions that needed answer-

ing. How massive are neutrinos? How do they oscillate? How much do they oscillate? Can this

be fit into the Standard Model? What else is missing? This chapter focuses on addressing the

current status of the neutrino’s fundamental questions, as well as how both experimentalists and

theorists are attempting to answer them.

2.1 Neutrino oscillation parameters
Precision measurements of the PMNS matrix parameters and mass-squared differences are con-

stantly ongoing to improve the modeling of neutrino oscillations. Recall that the neutrino oscil-

lation probability in vacuum is completely described with the independent parameters

-39-



Parameters Common ν sources Best fit (PDG 2018)

sin2 θ12 solar, reactor 0.307± 0.013

∆m2
12 solar, reactor −7.53± 0.18× 10−5 eV 2

sin2 θ23 atmospheric,accelerator 0.512+0.019
−0.022

∆m2
32 atmospheric,accelerator (IH) −2.56± 0.04× 10−3 eV 2

∆m2
32 atmospheric,accelerator (NH) 2.51± 0.05× 10−3 eV 2

sin2 θ13 reactor 0.0212± 0.0008

δCP accelerator,atmospheric NA

Table 2.1. Particle Data Group 2019 best fit of neutrino oscillation parameters. For values
associated with 2-3 angles and mass-squared differences the best-fit under the normal mass
hierarchy hypothesis are shown. The inverted neutrino mass hierarchy (IH) and normal mass
hierarchy (NH) best fit values are shown. Although PDG does have a best-fit average for δCP =
1.37+0.18

−0.16, the parameter has not been measured with discovery significance. Taken from [73].

θ12, θ13, θ23,∆m
2
12,∆m

2
23, δCP . (2.1)

∆m2
13 is not included, as it is dependent on the ∆m2

12 and ∆m2
23 through the requirement

that ∆m2
12 + ∆m2

23 + ∆m2
31 = 0.

The best way to determine these parameters is using a suite of neutrino/antineutrino appear-

ance/disappearance experiments with neutrino sources of varying neutrino flavor, energy, and

baseline. Table 2.1 provides an overview of the neutrino sources used to measure the oscillation

parameters, as well as the PDG 2019 best fit values for each parameter.

The mass-squared differences and mixing angles are often measured in pairs; ∆m2 and θ

terms impact the neutrino oscillation frequency and amplitude, respectively, and are thus gen-

erally fitted simultaneously. The exception to this in table 2.1 is θ13; the short-baseline reactor

measurements of θ13 generally constrain the |∆m2
13| value with best fits to ∆m2

12 and |∆m2
23|

under a specific mass hierarchy hypothesis to increase the θ13 measurement’s precision [74, 75].

Note that sign of the ∆m2
32 mixing parameter has not yet been determined, and is one major

open question neutrino physics. The determination of this sign, which determines the neutrino

mass hierarchy, is discussed in detail in section 2.2.
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2.1.1 Measurements of “solar” oscillation parameters (∆m2
12,θ12)

∆m2
12 and θ12 are known colloquially as the “solar” parameters because they were first mea-

sured via solar neutrino fluxes. Given that SNO and Super-Kamiokande already measured the

solar neutrino flux components, a first estimate of the neutrino oscillation parameters naturally

followed. First attempts to model solar neutrino oscillations involved the two-flavor neutrino

approximation with vacuum oscillations only; in this case, the electron neutrino survival proba-

bility Pee was fitted to the data. Pee is written as follows:

P (ν̄e → ν̄e) ≈
[
1− sin2 θ12 sin2 ∆m2

12L(t)

4Eν

]
, (2.2)

where L(T ) would be the approximate distance from the Earth to the Sun given the time of

year. Notice this is just equation 1.24 with θ13 = 0. This hypothesis did not fit the data well;

instead, modifications to account for matter effects as the electron neutrinos oscillated out of the

Sun were needed.

When calculating the survival probability of solar electron neutrinos as observed on Earth,

the survival probability must be averaged over all neutrinos generated in the Sun’s volume. Neu-

trinos generated at the Sun’s center experience considerable matter effects while those at the

lower density edge do not; additionally, solar neutrinos generated at the center with enough en-

ergy can also experience the Mikheyev-Smirnov-Wolfenstein (MSW) effect, an oscillation res-

onance that considerably alters the fraction of neutrino flavors observed at Earth. An in-depth

discussion of oscillations in matter and the MSW effect can be found in appendix A.2 and sec-

tion 2.2.1. The average survival probability for electron neutrinos from the Sun is described by

the Parke formula, written as [6]

P̄ee(Eν) =
1

2
+

(
1

2
− Pc φ(A0

CC −∆2
m cos 2θ)

)
cos 2θ

(i)
M cos 2θ . (2.3)

In equation 2.3, A0
CC = 2

√
2EνGFN

0
e , Eν is the neutrino’s energy, N0

e is the electron num-

ber density at the center of the Sun, φ(x) = 1
2
(1 + x/|x|), and Pc is the crossing probability

at resonance (see appendix section A.2 for further discussion). Notice that the mean survival

probability does not depend on the distance from the Sun.
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The solar neutrino data observed thus far support a specific regime of ∆m2
12 and θ12 values

known as the “Large mixing angle” (LMA) solution. The LMA solution refers to the case where

sin2 θ12 is relatively far from zero, and corresponds to a particular shape in the Parke formula.

Keeping to the two-flavor approximation in the LMA regime, neutrinos with Eν / 2 MeV

do not pass through resonance, and the average survival probability simplifies to the following

approximation in vacuum [6]:

P̄ee(Eν / 2MeV ) u 1− 1

2
sin2 2θ . (2.4)

For Eν ' 2 MeV, the MSW resonance is crossed adiabatically (Pc � 1) and equation 2.3 is

approximately

P̄ee(Eν ' 2MeV ) u
1

2
+

1

2
cos 2θ

(i)
M cos 2θ . (2.5)

The key feature in the MSW-LMA solution is the turning point in the oscillation probability

around 2MeV , which has been observed in the collective of solar neutrino measurements to

date. A plot of several survival probability measurements across the solar neutrino energy regime

are shown in 2.1 with P̄ee in the MSW-LMA regime overlaid. The data agree strongly with the

MSW-LMA description of neutrino oscillations in matter.

A recent Super-Kamiokande publication presents a useful case study of how ∆m2
12 and θ12

are extracted from solar neutrino data. After measuring 1664 days of 8B solar neutrino interac-

tions, the Super-Kamiokande collaboration compared the total extracted electron neutrino flux

to that expected if neutrinos did not oscillate. Best fits to Pee were performed using a model-

independent parameterization function of the form:

Pee(Eν) = c0 + c1

(
Eν
MeV

− 10

)
+ c2

(
Eν
MeV

− 10

)2

. (2.6)

The SuperK fits to data, as well as the combined best SuperK+SNO fit to the oscillation

parameters ∆m2
12 and θ12, are shown in figure 2.2. The dip in the oscillation probability between

3− 10 MeV is consistent in shape and scale with that presented in figure 2.1. Note that sin θ13 is

constrained using measurements made by reactor neutrino experiments (see section 2.1.3). This

measurement also successfully determines the sign of ∆m2
12 (see section 2.2.1 for details).
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Figure 2.1. Measurements of the solar electron neutrino survival probability overlaid with the
survival probability predicted with the LMA-MSW effect. Figure from [41].

Figure 2.2. Left: SuperK I-IV recoil electron spectrum compared to the no-oscillation case.
The green (blue) curve is the oscillation expectation using the SK (SK+SNO+KamLAND)
best-fit oscillation parameters. The orange (black) curve is the best fit to SK data with the Pee
form in equation 2.6 (cubic form of the function fit by SNO). Right: Best-fit solar neutrino
oscillation parameters from SNO (blue) and SNO+SK combined (red). Solid contours mark
the 3σ confidence level on the fit, and larger contours mark the 4σ and 5σ confidence levels.
Figure from [76].

2.1.1.1 ∆m2
12 and θ12 measurements with reactors

Neutrino detectors placed at O(100) km from reactors can also produce accurate measurements

of ∆m2
12 and θ12. Reactor antineutrino oscillation analyses benefit from the ability to neglect

matter effects with with a< 1% uncertainty [9]. However, a detector’s reactor antineutrino signal
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has contributions from all world reactors; an accurate analysis requires additional systematic

analyses regarding reactor power states and reactor distances for each world reactor.

The KamLAND experiment currently has the most accurate measurement on ∆m2
12 and θ12

using reactor antineutrinos. The KamLAND procedure for fitting the electron antineutrino sur-

vival probability is discussed in section 1.2.4.2; figure 2.3 shows the total KamLAND antineu-

trino candidate dataset and the best fit to ∆m2
12 and θ12 under the three-oscillation hypothesis.

Figure 2.3. Left: Antineutrino candidate dataset at KamLAND as a function of reconstructed
prompt energy with the best fit to the background and reactor signal model. Right: Best-fit
oscillation parameters extracted from the KamLAND antineutrino dataset. The best combined
solar fit at time of publication is also overlaid. Figure from [25].

Comparing the KamLAND best-fit ∆m2
12 = 7.58+0.14

−0.13(stat)0.15
0.15(syst) × 10−5 eV 2 to the

SK+SNO best fit ∆m2
12 = 4.8+0.15

−0.8 × 10−5 eV 2, an interesting 1.6σ tension exists. While the

measurements do agree within uncertainties, additional measurements would be valuable in re-

solving or reinforcing this tension. The SNO+ experiment, the SNO detector repurposed as

a 130Te-doped liquid scintillator-based detector for measuring neutrinoless double-beta decay,

will be sensitive to its neighboring Canadian reactors and make another measurement of ∆m2
12

and θ12 in the coming years [77].

2.1.2 Measurements of “atmospheric” oscillation parameters (∆m2
23,θ23)

The ∆m2
23 and θ23 oscillation parameters were first verified through the observation of atmo-

spheric neutrinos. As discussed in section 1.3.5, a large flux of νe, νµ, ν̄e, and ν̄µ neutrinos are
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produced in the Earth’s atmosphere due to cosmic radiation. With accurate models of the atmo-

sphere’s neutrino production, the ∆m2
23 and θ23 parameters were fit by measuring the electron

and muon neutrino spectra and searching for any deviations from the no-oscillation hypothesis.

The first atmospheric flux measurements demonstrating neutrino oscillations were made by

the Super-Kamiokande collaboration. Candidate atmospheric neutrino events in SuperK were

classified as either “e-like” or “µ-like” based on the structure of the event’s Cherenkov ring.

The muon produced following νµ charged-current interactions has a well-defined Cherenkov

ring edge, while the electron produced in νe charged-current interactions is more blurred due

to electromagnetic showering. While the νe flux observed agreed with expected atmospheric

neutrino rates, a deficit was observed in the νµ flux. The e-like and µ-like event distributions

with respect to the zenith angle are shown in figure 2.4.

Figure 2.4. Candidate atmospheric neutrino events as published by the Super-Kamiokande
collaboration. While the e-like event distributions agree with the no-oscillation hypothesis
(hatched lines), the best-fit µ-like distribution under a νµ → νx hypothesis (bold line) shows a
clear deficit. Figure from [21].

Given the disagreement from the no-oscillation hypothesis existed only in the νµ flux, the

atmospheric oscillation analysis was conducted under the two-flavor neutrino hypothesis, where

νµ → νx and x is either a τ or some other sterile neutrino. The probability for a neutrino of

flavor α to oscillate to flavor β in vacuum would be given by [21]
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P (να → νβ) = sin2 2θ sin2 1.27∆m2[eV 2]L[km]

Eν [GeV ]
. (2.7)

The “atmospheric” oscillation parameters in equation 2.7 are related to the three-flavor model

variables as ∆m2 ∼ ∆m2
23 ≈ ∆m2

13 and sin2 θ ∼ sin2 θ23. The best-fit oscillations parameters

to the data are shown in figure 2.5, with published values of sin2 2θ > 0.82 and 5 × 10−4 <

∆m2 < 6× 10−3 eV 2 at 90% confidence level.

Figure 2.5. Best fit to the atmospheric oscillation parameters under a νµ → νx hypothesis.
Contours for confidence limits on the fit are also given. Figure from [21].

More recent publications from Super-Kamiokande perform fits to the atmospheric data with

all three-flavor hypothesis oscillation parameters considered. When describing the oscillation

probability with three flavors, several approximations can be used to simplify the expression

in the atmospheric neutrino energy and baseline regime. [78]. The assumptions needed for

simplification are:

1. Consider atmospheric neutrino energies (≈ 1 GeV) and baselines on the order of atmo-

spheric neutrinos (REarth ≈ 6000 km). Then, oscillation terms proportional to sin2 θ12

-46-



are negligible since

sin2 1.27∆m2
12L[km]

Enu[GeV ]
≈ sin2 (1.27)(7.54× 10−5)(6× 103)

1
� 1 . (2.8)

2. Since ∆m2
12 � (∆m2

13,∆m
2
23) and ∆m2

12 + ∆m2
13 + ∆m2

23 = 0, then |∆m2
13| ≈ |∆m2

23|

.

Under these assumptions, the oscillation probabilities between µ and e neutrinos in equation

1.20 can be approximated as [78]

P (νe → νe) u 1− sin2 2θ13 sin2 ∆31 , (2.9)

P (νµ → νµ) u 1− 4 cos2 θ13 sin2 θ23(1− cos2 θ13 sin2 θ23) sin2 ∆31 , (2.10)

P (νe ←→ νµ) u sin2 θ23 sin2 θ13 sin2 ∆31 , (2.11)

where ∆ij = ∆m2
ijL/4Eν . For neutrinos coming upwards through the Earth, the oscillation

probabilities are also modified to incorporate matter effects. The most recent Super-Kamiokande

best fits with θ13 constrained by reactor measurements and in the normal mass hierarchy are

sin2 θ23 = 0.425+0.055
−0.036 and |∆m2

32,31| = 2.53+0.14
−0.31 × 10−3 eV 2 [78].

2.1.2.1 ∆m2
23 and θ23 measurements with accelerator neutrinos

Precision measurements of ∆m2
23 and θ23 have also proceeded through the observation of neu-

trinos and antineutrinos produced in accelerator beamlines. The first observation of accelerator

neutrinos was completed by the K2K collaboration, which observed νµ → ντ oscillations in a

muon neutrino beam produced at KEK [79]. Additional measurements have been conducted by

the MINOS experiment, the T2K experiment, and the NOνA experiments as well. The MINOS

and NOvA results from measuring ∆m2
32 and sin2 θ23 via νµ and ν̄µ disappearance and νµ → νe

appearance are described below.

For measurements of accelerator neutrino oscillations through νµ or ν̄µ disappearance, the

two-flavor approximation is still utilizable; however, the survival probability expression can also
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be modified to better approximate the three-flavor model. The leading order terms in the νµ and

ν̄µ survival probability take the same form as the two-flavor model, written as

P (νµ → νµ) = 1− sin2 2θ sin2 1.27∆m2[eV 2]L[km]

Eν [GeV ]
, (2.12)

but with the following effective parameters substituted [80, 81]:

sin2 2θ → 4 sin2 θ23 cos2 θ13(1− sin2 θ23 cos2 θ13) ,

∆m2 → ∆m2
32 + ∆m2

21 sin2 θ12 + ∆m2
21 cos δCP sin θ13 tan θ23 sin 2θ12 ,

with additional matter-related modifications needed to account for travel through the Earth’s

crust.

The low νe and ν̄e backgrounds of an accelerator neutrino beam also provide the oppor-

tunity to measure oscillation parameters by searching for νe and ν̄e appearance. Given the

Eν ≈ O(GeV ) and |∆m2
12| � |∆m2

23| approximations discussed in the previous section (which

are also valid for most accelerator neutrinos), the νµ → νe oscillation probability in matter is

described approximately by [81]

P (νµ → νe) ≈ sin2 θ23 sin2 θ23
sin2∆(1− A)

(1− A)2
+

αJ̃ cos ∆± δCP
sin ∆A

A

sin ∆(1− A)

(1− A)
+

α2 cos2 θ23 sin2 2θ12
sin2∆A

A2
,

(2.13)

where the appearance probability in matter has been expanded to second order in α ≡

∆m2
21/∆m

2
31 ≈ 0.03, A ≡ ±2

√
2GFneEν/∆m

2
31, J̃ ≡ cos θ13 sin 2θ13 sin 2θ12 sin 2θ13, ∆ ≡

∆m2
31L/4Eν , and the plus (minus) signs correspond to oscillations for neutrinos (antineutri-

nos). For details on estimating oscillation probabilities using perturbative expansion to acquire

equation 2.13, see appendix C of reference [82].

Equation 2.13 has several important features to consider when fitting the oscillation proba-

bility to accelerator neutrino data. In particular:
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1. The oscillation probability is dependent on δCP , and the sign of the term with δCP is

opposite when using a neutrino or antineutrino beam. Thus, a comparison of neutrino to

antineutrino oscillations in matter is sensitive to the value of δCP .

2. The oscillation probability is dependent on A, whose sign changes when using a neutrino

or antineutrino beam. Since the only term inAwhose sign can change is ∆m2
31, measuring

the sign of A determines the sign of ∆m2
31, as well as the neutrino mass hierarchy.

The above points explain the popularity of long-baseline accelerator neutrino oscillation

measurements; they have the potential of simultaneously determining the neutrino mass hier-

archy (see section 2.2) and the value of δCP (see section 2.1.4).

The MINOS experiment provides one useful example in measuring ∆m2
32 and sin2 θ23 via

accelerator neutrinos. MINOS has two detectors that both receive atmospheric neutrinos from

Fermilab’s NuMI beam line. The near detector is located 1.04 km from the NuMI proton target,

while the far detector is located 735 km away in the Soudan mine in northern Minnesota. Both

detectors are calorimeters composed of alternating layers of magnetized steel and scintillator.

MINOS searched for neutrino oscillations in both the disappearance and appearance channels

[83].

MINOS produced measurements of neutrino oscillation parameters utilizing both atmo-

spheric and accelerator neutrinos. Results from the combination of both sources provided a

slight preference for the inverted mass hierarchy, with best fits of ∆m2
32 and sin2 θ23 shown in

figure 2.6. The fit also yielded a value for δCP , but discussion will be left for section 2.1.4.

The NOvA experiment has also recently published new results on the ∆m2
32 and sin2 θ23 us-

ing accelerator-based neutrinos. NOvA also utilizes a near detector and far detector to measure

neutrinos from the NuMI beam. Both detectors utilize arrays of liquid scintillator bars con-

tained in PVC cells to detect the charged particles produced in neutrino interactions. Using a

combination of neutrino-mode and antineutrino-mode accelerator data, the oscillation fit yields

best-fit parameters |∆m2
32| = 2.48+0.11

−0.06 × 10−3 eV 2 and sin2 θ23 = 0.56+0.04
−0.03 [84]. The best-fit

parameters alongside measurements from other experiments is shown in figure 2.7.
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Figure 2.6. Best fits to the “atmospheric” neutrino oscillation in MINOS using combined results
from atmospheric and accelerator neutrinos. The fit slightly favors the inverted mass hierarchy.
Figure from [81].

Figure 2.7. Best fits to the “atmospheric” neutrino oscillation in NOvA using antineutrino and
neutrino-based accelerator data. Several other recent measurements are shown for reference.
Figure from [84].
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2.1.3 Measurements of θ13

When compared to solar, atmospheric, and reactor neutrino measurements, reactor-based mea-

surements at baselines of O(km) are particularly sensitive to measuring θ13. In the approxima-

tion that ∆m2
31 ≈ ∆m2

32 ≡ ∆m2
atm, the electron antineutrino survival probability in vacuum

under the three-flavor system is approximately given by [85]

P (ν̄e → ν̄e) ≈ 1−sin2 2θ13 sin2 1.27∆m2
atmL[km]

Eν [GeV ]
−sin2 2θ12 cos4 2θ13 sin2 1.27∆m2

21L[km]

Eν [GeV ]
.

(2.14)

However, in the regime where L ≈ 1 km and Eν ≈ 10 MeV, notice that

sin2 1.27∆m2
21L[km]

Eν [GeV ]
≈ sin2 (1.27)(7.54× 10−5)(1)

1
� 1

and so equation 2.14 simplifies further to the expression fit in Daya Bay’s first measurement of

θ13 [74]:

P (ν̄e → ν̄e) ≈ 1− sin2 2θ13 sin2 1.27∆m2
atmL[km]

Eν [GeV ]
. (2.15)

The Daya Bay experiment made the first discovery significance measurement of a non-zero

sin2 θ13. Daya Bay consisted of six scintillator-based antineutrino detectors located in three

different experimental halls (EH) relative to six commercial reactors at the Daya Bay powerplant

near Shenzhen, China. By measuring the reactor antineutrino flux at several reactor baselines

varying between 0.4 to 1.7 km, an oscillation in the electron antineutrino survival probability

was confirmed with 5.2σ significance [74]. sin2 θ13 was measured to be sin2 θ13 = 0.092 ±

0.016(stat.)± 0.005(syst) using the reactor data shown in figure 2.8.

Similar measurements of θ13 have been made by other short-baseline reactor experiments as

well, including DoubleCHOOZ and RENO [75, 86].

2.1.4 Measurements of δCP
The obvious outlier in table 2.1 is the Charge-Parity (CP) phase parameter, for which no mea-

surement has been made with discovery significance. This is currently one of the most popular

measurements to attempt in neutrino physics. Aside from being the last neutrino oscillation
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Figure 2.8. Left: Ratio of observed count rates to rates expected without oscillations in each
scintillator detector. The best-fit oscillation probability is given by the red curve, with the χ2

versus sin2 θ13 shown on inset. Right: Measured prompt energy spectrum for IBD candidate
events in all three far hall detectors. Bottom is the ratio of observed counts to counts under the
no-oscillation hypothesis. Figure from [74].

parameter with no discovery significance measurement, a non-zero CP phase measurement has

exciting physics implications. Combined with the confirmation that the neutrino has Majorana

mass terms, CP violation in the neutrino sector could provide the ingredients needed to explain

the universe’s matter-antimatter asymmetry via leptogenesis [87].

The most sensitive measurements of δCP have proceeded through the analysis of accelerator-

based neutrinos after oscillating in matter. The most recent measurements have been made by

the MINOS, T2K, and NOνA collaborations. Accelerator neutrino measurements can also be

combined with atmospheric neutrino measurements to further constrain the δCP parameter space

[78, 81]. The results from T2K are discussed as an example below, and the projected sensitivity

of the Deep Underground Neutrino Experiment (DUNE) to δCP via both accelerator neutrinos

and atmospheric neutrinos is also provided.

2.1.4.1 CP phase measurement via accelerator neutrinos in T2K

Although Super-Kamiokande operates as a detector for low-background measurements like pro-

ton decay and the DSNB, the detector also acts as a far detector for accelerator neutrino oscil-

lation measurements for the T2K collaboration. Super-Kamiokande sits 2.5◦ off-axis about 295

km from J-PARC’s muon neutrino/antineutrino production point; the off-axis neutrino peaks at
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about 0.6 GeV and contains considerably less ν̄e contamination than an on-axis detector would.

On-axis (INGRID) and 2.5◦ off-axis (ND280) near-field detectors also operate 280 meters from

J-PARC’s production point [88].

In 2018, T2K published the most sensitive CP phase measurement results to-date. The CP

phase analysis focuses event selection on νµ CCQE and ν̄µ CCQE events from the J-PARC neu-

trino beam, and performs a best-fit for the neutrino oscillation parameters using the data. The

best fit to the νµ and ν̄µ energy distributions are shown in 2.9. Constraints for the neutrino flux

and interaction cross sections are obtained from fits to the near-detector data.

Figure 2.9. Best fit to the neutrino and antineutrino distributions observed in T2K from the
J-PARC neutrino beamline. Figure taken from [88].

T2K’s measurement of δCP proceeded in a similar fashion to that of the MINOS measure-

ment discussed in section 2.1.2.1. A fit of θ23, |∆m2
23|, and δCP are extracted by analyzing

the muon neutrino oscillations in matter after propagating from J-PARC to SuperK. The best

fit and confidence limits for the CP phase are evaluated using a marginal likelihood statistic,

with further details on the fitting approach described in [89]. The marginal likelihood ratio

−2∆ lnL = −2 ln L
Lmax ,which is used to compare the likelihoods from all tested oscillation

parameters to the best-fit’s likelihood Lmax, is shown in figure 2.10.
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Figure 2.10. Maximum likelihood ratio for values of δCP as fit using T2K data. The 2σ con-
fidence limits are shown in the shaded regions for the normal and inverted mass hierarchy
assumption. Figure taken from [89].

Interestingly, the δCP parameters that would result in CP conservation are disfavored at 2σ

in both neutrino mass hierarchies relative to the best fit to data. However, the best-fit δCP phase

does not have the significance to claim the discovery of a non-zero δCP and CP violation in the

neutrino sector.

2.1.4.2 CP phase measurements in DUNE

Within the next decade, the Deep Underground Neutrino Experiment (DUNE) will be deployed

as a long baseline detector at the Sanford Underground Neutrino Facility (SURF). DUNE is a

Liquid Argon Time-Projection Chamber (LArTPC) detector, which will be composed of four 10-

kiloton LArTPC modules. Utilizing a neutrino beam originating from Fermilab’s future PIP-II

neutrino line [90], DUNE’s successful deployment will lead to a determination of the neutrino

mass hierarchy and has the ability to measure δCP with discovery significance. DUNE will also

be capable of other beam-independent measurements, including several modes of proton decay

and supernova neutrino detection [91]. The details for DUNE’s current design are detailed in

several published Conceptual Design Reviews, which drive the discussion for this section.

DUNE will complete the primary δCP measurement through an analysis of both νν , ν̄µ dis-
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appearance and νe, ν̄e appearance channels. Assuming three-neutrino mixing with matter ef-

fects accounted for, the probability of muon neutrino/antineutrino oscillation to electron neu-

trino/antineutrinos is shown with several δCP values at the approximate DUNE baseline in figure

2.11. The probability spectra show that different CP-phase parameters would lead to consider-

ably different muon neutrino/antineutrino disappearance distributions in DUNE. Given suitable

statistics and acceptable energy resolution, a precise δCP measurement is achievable [92].

Figure 2.11. Muon neutrino (left) and antineutrino (right) disappearance probability distribu-
tions at the DUNE baseline. Oscillation probabilities shown are in the three-neutrino mixing
case with constant matter density effects included. Figure taken from [92].

The sensitivity of DUNE’s baseline detector design was quantified in the CDR via simula-

tion. The GLoBES simulation package was used to predict DUNE’s sensitivity to δCP given

the predicted neutrino beam flux (estimated with a preliminary GEANT4 simulation of PIP-II),

cross sections, and detector response parameters estimated using the DUNE Fast MC simula-

tion. The simulated muon neutrino/antineutrino disappearance spectra for DUNE are shown in

figure 2.12; the two-peak structure of the oscillation distribution from 1−10GeV in figure 2.11

is clearly visible.

The projected sensitivity to δCP given a combined fit of the simulated νµ, ν̄µ, νe, andν̄e data

is shown in 2.13. Notice as δCP approaches either 0 or π, DUNE’s measurement significance

decreases; this reduction in sensitivity is inevitable, as a smaller δCP angle ultimately leads to

smaller distortions of the neutrino and antineutrino spectra. However, the measurements made

by T2K in figure 2.10 which indicate that δCP = 0, π is disfavored at 2σ provide a strong case
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Figure 2.12. Muon neutrino (left) and antineutrino (right) CCQE event distributions for a sim-
ulated DUNE deployment. δCP = 0 is assumed for the simulation. Figure taken from [92].

that the current DUNE design will make a successful δCP measurement.

Figure 2.13. DUNE’s projected sensitivity to measure δCP given different CP-phase values.
The red band indicates the region of possible improvement based on optimization of the CDR
reference design. Figure taken from [92].

2.2 Neutrino mass hierarchy
The neutrino mass hierarchy refers to the ordering of the neutrino masses m1, m2, and m3 from

heaviest to lightest. Consider again the mass-squared differences ∆m2
jk = m2

j − m2
k. In the

three-flavor neutrino case, the following expression must be true:
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∆m2
12 + ∆m2

13 + ∆m2
23 = 0 . (2.16)

This constraint brings to light a degree of freedom that must be determined: the sign of each

term. The determination of each ∆ term’s sign is equivalent to determining the mass ordering

of the m1, m2, and m3 terms.

There are two main ways to determine the sign of each term in 2.17. The first option is to

measure the absolute values of each ∆m2
jk with incredible precision, then select the signs for

each term such that the following holds:

±? |∆m2
12| ±? |∆m2

13| ±? |∆m2
23| = 0 . (2.17)

Unfortunately, current measurements of the mass-squared difference values are not precise enough

to determine the sign of these terms. Based on the uncertainties of the current best fits in 2.1, the

increases in precision needed would also be challenging to achieve even with the next generation

of neutrino detectors (although JUNO will attempt to do so using reactor antineutrinos [93]).

The second option is to determine the signs of ∆m2
32, ∆m2

21, and ∆m2
13 by measuring neu-

trino oscillations in matter. This turns out to be a more accessible task; in fact, the ordering ofm1

andm2 has already been determined through solar neutrino observations (see below). However,

it has not been determined whether m3 is the heaviest (normal hierarchy) or lightest (inverted

hierarchy) neutrino mass. Figure 2.14 provides a visual summary of the hierarchy question at

hand.

2.2.1 The solar mass splitting hierarchy (m1,m2)

Solar neutrino observations provide a useful case study into how matter effects lead to the de-

termination of a mass-squared difference’s sign. For all fusion processes in the Sun, neutrinos

are initially produced as fully electron neutrino-flavored. In the two-flavor oscillation model, as

the electron neutrinos propagate outward, the effective oscillation angle θM in matter is related

to the electron density in the Sun Ne and the neutrino’s energy Eν via (see appendix A.2 for full

derivation)
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Figure 2.14. Visual representation of the neutrino mass hierarchy question. Although the abso-
lute mass differences have been measured, the ordering of the neutrino masses has not. Figure
from [94].

tan 2θM =
tan 2θ12

1− 2
√

2EνGFNe
∆m2

12 cos 2θ12

. (2.18)

As the neutrinos pass through the Sun, there is a particularNe density that results in a matter

neutrino oscillation resonance corresponding to θM = π
4
; this results in a maximal probabil-

ity to oscillate from e flavor to µ flavor neutrinos. This phenomena is the Mikheyev-Smirnov-

Wolfenstein (MSW) effect, and considerably modifies the ratio of e and µ solar neutrinos ob-

served on Earth as a function of neutrino energy. The sign of ∆m2
12 changes where in the neutrino

energy spectrum this resonance occurs, and would change the survival probability Pee seen in

figure 2.1.

2.2.2 The ordering of m3

As discussed previously, most analyses focused on determining the ordering of m3 emphasize

measuring the sign of either ∆m2
13 or ∆m2

23. For accelerator-based measurements, a measure-

ment of the antineutrino and neutrino oscillation probability changes the sign of terms in equa-

tion 2.13; with an accurate enough measurement, the sign of A, and thus the sign of ∆m2
23, can

determine the mass hierarchy.
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As seen in the T2K δCP fit in figure 2.10 and in the best-fit δCP value from NOνA in figure

2.15, current leading measurements favor the normal hierarchy mass ordering but only at a ∼

2σ significance. However, more data are needed to confirm the mass hierarchy with discovery

significance.

Figure 2.15. Best-fit of δCP made with the NOνA detector at Fermilab. The normal hierarchy
solution is preferred in the best-fit neutrino oscillation parameters at a 1.9σ significance. Figure
modified from [84].

Fortunately, upcoming neutrino experiments are expected to measure the neutrino mass hi-

erarchy with discovery significance. In particular, the Deep Underground Neutrino Experiment

(DUNE) anticipates a determination of the neutrino mass hierarchy at 5σ regardless of the δCP

phase value [92].

2.3 Origin of neutrino mass
As discussed in chapter 1.2, the neutrino is treated as a massless particle in the Standard Model

by ignoring the right-handed neutrino singlet. However, the confirmation of neutrino masses

through measurements of non-zero mass-squared differences demands that some modification

to the Standard Model be made. But how should the Standard Model be modified to include

neutrino masses? And how does one know whether the modification is justified, or even correct?

A brief overview on the competing Standard Model expansions and experimental paths to their

verification is given below.
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2.3.1 Dirac mass terms

One possible way of incorporating neutrino masses to the Standard Model is to simply add back

in the right-handed neutrino component (i.e. the neutrino is a Dirac fermion). The neutrino mass

would then be produced via the Higgs Mechanism just as with the other fermions (see appendix

B.2.1) and lead to Dirac mass terms of the form

LD = mDν̄RνL + mDν̄LνR . (2.19)

Although this modification is immediately achievable, the inclusion of the right-handed neutrino

requires considerable parameter tuning to match experimental data, as right-handed neutrinos

have not been observed; this is generally considered inelegant. For one example, observations of

neutrino-nucleus scattering at CERN indicate that the ratio of the right-handed and left-handed

neutrino current couplings to the weak quark currents would have to be σR/σL < 0.009 at

90%CL [95]. The coupling to the Higgs would require even more aggressive tuning; if right-

handed neutrinos are introduced to the Standard Model, neutrinos would have to couple to the

Higgs ∼ 1022 times weaker than that of the top quark to have the proper mass as observed in

experiments to date [96].

2.3.2 Majorana mass terms

Another path to including neutrino masses in the Standard Model is to treat the neutrino as a

Majorana fermion. The Majorana fermion is a special solution to the Dirac equation where the

fermion is its own charge conjugate; in terms of the fermion’s left and right-chiral components

ν = νR + νL, the Majorana fermion condition that satisfies the Dirac equation is [97]

νR = Cν̄TL ≡ νCL , (2.20)

where the charge conjugation operator C is related to γ0C = UUT for the unitary matrix U

that converts the gamma matrices to an entirely real representation [98]. Note that the neutrino

is the only known fundamental lepton that could meet this condition due to its neutral charge.

For neutrinos of Majorana type, the Lagrangian can now hold a Majorana mass term of the form
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LM = mM ν̄
C
L νL . (2.21)

Although this option seems appealing for modeling the neutrino mass, there is currently no

experimental evidence that the neutrino is of Majorana type.

Note that if the neutrino is of Majorana type, neutrinos have additional phases introduced to

the oscillation matrix, given by

U → U = UPMNSUMajor = UPMNS


eiα1 0 0

0 eiα2 0

0 0 1

 . (2.22)

However, the Majorana phases α1, α2 have no impact on the observable appearance or disap-

pearance of neutrinos due to neutrino oscillations [6]. The current leading approach for confirm-

ing the neutrino is a Majorana fermion is through the observation of neutrinoless double-beta

decay, discussed in section 2.3.4.

2.3.3 The seesaw mechanism

An interesting model of the neutrino which generates the low mass of left-handed neutrinos is

called the Seesaw Mechanism. If the neutrino is of Majorana type, and also has Dirac mass

terms via the existence of right-chiral neutrinos and left-chiral antineutrinos, then the neutrino

mass Lagrangian can be written as [98]

Lmass = mDν̄RνL + mDν̄
C
L ν

C
R +mLν̄

C
L νL +mRν̄

C
RνR + h.c. (2.23)

which can be represented in matrix form as:

Lmass ∼
(
ν̄CL ν̄R

)mL mD

mD mR

νL
νCR

 + h.c. (2.24)

Notice that a non-diagonal mass matrix M has manifested in this form; this means that the

νL and νR terms which couple to the W and Z bosons in interactions we observe are not the

neutrino mass eigenstates. A similar phenomenon is observed in the quark families, which are
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related through the CKM matrix. Diagonalizing the mass matrix M to be represented in the

mass eigenbasis yields

Mdiag =

m1 0

0 m2

 , (2.25)

where

m1,2 =
1

2

[
(mL +mR)±

√
(mL −mR)2 + 4m2

D

]
. (2.26)

The case of interest comes from choosing mL = 0 and mR � mD. In this limit, the mass

of the ν1 field and the ν2 field become:

m1 =
m2
D

mR

, m2 = mR

(
1 +

m2
D

m2
R

)
≈ mR . (2.27)

With the eigenvaluesm1,m2 solved for, the eigenvectors ν1, ν2 that solve the equationMνi =

miνi can also be found; in the limiting mass cases mL = 0 and mR � mD again, the mass

eigenstates of the neutrino are

ν1 ∼ (νL + νCL )− mD

m2
R

(νR + νCR ) ,

ν2 ∼ (νR + νCR ) +
mD

m2
L

(νL + νCL ) .

In short, the ν1 mass eigenstate, which has the lighter mass of the two, is mostly composed of

the left-chiral neutrino while the ν2 heavier mass eigenstate is composed primarily of the right-

chiral neutrino. The values formD andmR would then be tuned to give anm1 consistent with the

effective neutrino masses limited in current experiments, whilem2 would be too large to produce

in any processes known in the universe today. This is the most natural mechanism that leads to

the relatively small mass of the observed left-chiral neutrino and right-chiral antineutrino. As

enticing as it is to take this mechanism as the standard, it relies on the presence of Majorana

mass terms; this must be verified experimentally.

-62-



2.3.4 Search for the Majorana neutrino via neutrinoless double-beta de-
cay

One possible experimental approach to confirming the neutrino is of Majorana type is through

the observation of neutrinoless double-beta decay. Several nuclear isotopes, such as 130Te and
136Xe, which cannot undergo single beta decay due to energy conservation can still (rarely) un-

dergo two-neutrino double-beta decay (2νββ). However, if the neutrino is a Majorana fermion,

the two neutrinos could effectively self-annihilate and result in the observation of two electrons

and no neutrinos. The signal for 0νββ in a particle detector would be the emission of two elec-

trons with total kinetic energy Ke being equal to the decay’s entire Q value. See figure 2.16 for

the 0νββ Feynman diagram and example energy signal signature.

Figure 2.16. Left: Feynman diagram of neutrinoless double-beta decay possible if the neutrino
is a Majorana fermion. Right: Example comparison of 2νββ and 0νββ decay electron energy
spectra if 0νββ were 102 times less likely to occur than 2νββ in a detector with 5% energy
resolution. Figures from [99, 100].

Neutrinoless double-beta decay searches which contain no signal for 0νββ generally present

results as a final limit on the half-life of the process, written as T 1/2
0ν . Since 0νββ detectors

operate for a finite amount of time, they only have a limited sensitivity to observing some number

of 0νββ decays above background. As such, null results can be used to give a lower bound on

the half-life of the 0νββ process. Given the 0νββ decay diagram shown in 2.16, Fermi’s golden

rule for particle decay can be used to model the half-life as

(T 0ν
1/2)−1 = G0ν |M0ν |2|〈mββ〉

me

|2 , (2.28)
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where G0ν is a directly calculable phase space factor, M0ν is the model-dependent nuclear

matrix element, and 〈mββ〉 is the effective Majorana neutrino mass, given by

〈mββ〉 = |
∑
i

U2
eimi|2 , (2.29)

where Ue1 = cos θ12 cos θ13e
iα1 , Ue2 = sin θ12 cos θ13e

iα2 , and Ue3 = sin θ13.

Given the effective mass’ dependence on the neutrino oscillation parameters, absolute neu-

trino masses, and unknown Majorana phases, the allowed effective mass parameter space is

different for the normal or inverted neutrino mass hierarchy. The allowed parameter space for

〈mββ〉 as a function of the lightest neutrino mass given the current uncertainties of the oscilla-

tion parameters is shown in figure 2.17. Several leading limits on the effective mass, calculated

from the T 1/2
0ν measurement, are also shown [99].

Figure 2.17. Range of allowed effective Majorana mass values given the current uncertainties
in the neutrino oscillation parameters. Due to the effective Majorana mass’ dependence on the
absolute neutrino masses, the allowed phase space is different for the inverted and normal mass
hierarchy. Horizontal bands on reported measurements are primarily due to the nuclear matrix
element uncertainties and the allowed Majorana phase parameter space. Taken from [99].

Although no signal has been measured with discovery significance, many experiments have,

are currently, and will continue the search for 0νββ. Various detector types utilizing different
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double-beta decay isotopes have been deployed. The primary considerations for isotope and

detector design choices include cost of detector and isotope production, potential to increase

isotope loading, and energy endpoint of the double-beta decay spectrum.

2.4 Absolute neutrino masses
The absolute neutrino mass scale is also still an open question. Although neutrino oscillation

measurements provide the squared mass differences, they cannot provide information regarding

the absolute scale of the three masses m1, m2, and m3. Fortunately, a combination of precise

mass-squared difference measurements, knowledge of the neutrino mass hierarchy, and an addi-

tional measurement providing the absolute neutrino mass scale would provide the information

needed to determine the neutrino mass values.

2.4.1 Beta spectrum endpoint measurements

One approach to acquiring the absolute mass scale is through the measurement of the effective

electron neutrino mass. The most sensitive experiments to-date utilize a beta spectrometer to

measure the beta energy spectrum from tritium decays. The decay process is written as follows:

3H → 3He + e− + ν̄e . (2.30)

Given that the decay’s energy release Q is

Q = [m3H −m3He −me −mνe ]c
2 , (2.31)

the endpoint of the beta energy spectrum (i.e. where KEe = Q) is directly relatable to the

effective electron neutrino mass. The difference expected in the tritium beta spectrum endpoint

given mνe = 0 and mνe = 1 eV is shown in figure 2.18. Given that νe =
∑

i Ueiνi within the

neutrino oscillation model, a measurement of the effective electron neutrino mass can then be

related to the absolute neutrino masses via the relation

mνe =

√√√√ 3∑
i=1

|Uei|2m2
i . (2.32)
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Figure 2.18. Difference in the electron kinetic energy probability distribution (Eβ) and total
decay energy (Eo) for tritium if the effective neutrino mass is mνe = 0 eV (black) and mνe =
1 eV (red). Figure from [101].

The current world-leading limit is set by the Karlsruhe Tritium Neutrino (KATRIN) experi-

ment, who presented results at 2019 Topics in Astroparticle and Underground Physics. The KA-

TRIN data shown in figure 2.19 limits the effective electron neutrino mass tomνe < 1.1 eV/c2 ,

90%CL [102]. The most sensitive measurement prior to KATRIN was performed by the Troitsk

neutrino mass experiment, which set an upper limit of mνe < 2.05 eV/c2 , 95%CL [103, 104].

2.4.2 Perturbations in CMB power spectrum

Measurements of the Cosmic Microwave Background (CMB) are also a path towards deter-

mining the absolute neutrino mass scale. Cosmological models predict the presence of relic

neutrinos pervading the universe following the Big Bang. This Cosmic Neutrino Background

(CνB) is composed of neutrinos that free-streamed following decoupling from other matter in

the early universe. The total mass and number of active neutrino flavors in the CνB has a direct

influence on the easily observed CMB power spectrum, and the neutrino mass can be constrained

with fits to the spectrum. Recent limits set with Planck data constrain the total neutrino mass

to
∑3

i νi < 0.14 eV [105]. An in-depth review of the CνB’s impact on the early universe and

neutrino mass fits via cosmological data is available at [106].
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Figure 2.19. Tritium beta decay rates at specific electron emission energies selected by tuning
an electrostatic potential’s retarding energyR(qU). The data yield the KATRIN limit ofmνe <
1.1 eV/c2 , 90%CL presented at TAUP 2019. The top panel shows the data relative to the best-
fit model, the middle shows the data-MC residual, and the bottom shows the amount of time
each data set was measured at. Figure from [102].

2.5 Sterile neutrinos
The search for the existence of a sterile neutrino flavor, a neutrino that does not interact via the

weak force, is actively ongoing. If the sterile neutrino does exist, sterile neutrino production

would have to proceed through physics beyond the Standard Model. One possible production

mechanism would be through oscillations from Standard Model neutrino flavors to a sterile neu-

trino flavor (often referred to as the 3+1 scenario). A sterile neutrino flavor signal would manifest

as a measurable deviation from the oscillation probabilities observed in the three-flavor scenario.

Note that the presence of sterile neutrino oscillations would violate hypercharge, as sterile neu-

trinos have zero hypercharge and no color [107].

There are two sterile neutrino mass-scales of particular interest with current neutrino and

cosmological observations: sterile neutrino flavors with O(∆m2 ∼ eV 2) or O(∆m2 ∼ keV 2)

relative to the mass scale of the three active flavors. The keV 2-scale mass splitting is of signifi-

cance as a possible warm dark matter candidate, while the eV 2-scale mass splitting could explain

deficits in rates observed in short-baseline neutrino observations [107, 108]. For the keV 2-scale
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sterile neutrino state, direct detection is possible if the sterile neutrino does have some beyond

Standard Model weak interaction that results in inelastic scatters with electrons or nuclei; given

the expected low interaction rates, the low background environment in dark matter detectors are

an ideal setting to search for sterile neutrinos in this manner [109].

Emphasis will be placed on short-baseline neutrino observations at the eV 2-scale, as direct

detection efforts at this scale proceed through neutrino oscillation measurements. To model the

sterile neutrino in the oscillation framework, four neutrino mass states (m1,m2,m3,m4) and four

flavors (e, µ, τ, s) are utilized. The additional sterile parameters lead to new mixing angles and

mass-squared differences; these new terms provide the parameter space for modeling neutrino

oscillation features inconsistent with the three-flavor neutrino model.

The search forO(∆m2 ∼ eV 2) sterile neutrinos became active following the observation of

the “Gallium anomaly.” Two Gallium-based solar neutrino experiments, GALLEX and SAGE,

which detected solar neutrinos through the process

νe +71 Ga→71 Ge+ e− , (2.33)

deployed intense electron neutrino sources (51Cr and 37Ar) to calibrate detector responses to

neutrino interactions [110, 111]. The best combined fit ratio of observed electron neutrino events

to expected neutrino events for the two experiments was [112]

RGa = 0.86+0.05
−0.05 , (2.34)

indicating a 2.8σ smaller observed signal than the prediction.

This anomaly triggered active searches for neutrino deficits in other short-baseline neutrino

experiments. Sterile neutrino oscillation searches at the eV 2 mass difference scale are generally

performed in the short baseline limit (SBL) L ≈ O(m) and E ≈ O(MeV ) (or identically

L ≈ O(km) and E ≈ O(GeV ) )[113]. The first limit is achievable using detectors meters

away from reactor cores, while the second is achievable with detectors within a kilometer of

accelerator neutrino production sources. In these limits, both sin2 ∆m2
12L

4Eν
� 1 and sin2 ∆m2

23L

4Eν
�

1. Effectively, any neutrinos produced have not had enough time to oscillate much through three-

flavor means; in the three-flavor model, this can be summarized as
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P SBL
3ν (να → να) ≈ 1 ,

P SBL
3ν (να → νβ) ≈ 0 .

However, if a fourth sterile neutrino is present and at a much larger mass difference than

∆m2
solar and ∆m2

atm (say ∆m2
ster ≈ 1 eV 2), then the oscillation probabilities in a four-flavor

scenario are dominated by the sterile-related oscillation terms, written as

P SBL(να → να) ≈ 1− 4|Uα4|2(1− |Uα4|2) sin2

(
∆m2

41L

4Eν

)
, (2.35)

P SBL(να → νβ) ≈ 4|Uα4|2|Uβ4|2 sin2

(
∆m2

41L

4Eν

)
. (2.36)

As more short-baseline experiments utilized this model to search for sterile neutrino os-

cillations, the mystery deepend as new data either reinforced or refuted the Gallium anomaly.

Experimental evidence from experiments supporting and ruling out sterile neutrino oscillations

in both the reactor and accelerator SBL configurations are summarized below.

2.5.1 Reactor-based searches

Reactor-based sterile neutrino searches fit for deviations in the observed ν̄e flux from reactors at

O(m) baselines. The detectors are generally small (on the order of a meter or two in dimension),

and are typically designed to efficiently detect reactor antineutrinos via inverse beta decay inter-

actions. They are often movable using an elevator or rail system, so the detector can measure

the reactor flux at several positions relative to the reactor core. By searching for oscillations

in a comparison of datasets taken at various distances, many of the systematic uncertainties, of

particular importance is the model of the reactor antineutrino flux itself, are greatly reduced.

Recent prominent short-baseline sterile neutrino searches include the DANSS measurement and

NEOS + Daya Bay measurement [114, 115]. Results from the PROSPECT are also expected in

the near future [116].

The DANSS experiment provides the most recent published results of a short baseline sterile

neutrino search [114]. The DANSS detector is a 1m3 detector, composed of 2500 meter-long

scintillator strips covered with Gd-loaded reflectors. Each strip contains a wavelength-shifting
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optical fiber connected to a silicon photomultiplier (SiPM) for light detection. DANSS detects

reactor antineutrinos via the IBD signal; the gadolinium-doped reflectors boost the detector’s

neutron detection efficiency, thanks to gadolinium’s large thermal neutron capture cross section

and ∼ 8MeV de-excitation energy following capture.

DANSS measured the ν̄e flux at three different positions relative to the core center (10.7

m, 11.7 m, and 12.7 m) and searched for sterile neutrino oscillation signatures in the ratio of

the neutrino distributions. The ratio of the top and bottom event distributions, as well as the

oscillation parameter exclusion regions from comparing data from all three positions, are shown

in figure 2.20. The best fit in the 4ν flavor scenario is sin2 θ14 = 0.05 and ∆m2
14 = 1.4 eV 2,

while a large portion of parameter space is also excluded under the null hypothesis that there are

only three flavors of neutrino.

Figure 2.20. Left: Ratio of IBD rates for farthest to nearest position from the reactor core.
The blue dashed curve shows the 3ν prediction, the solid curve shows the best fit in the 4ν
scenario, and the dotted curve shows the best fit for the Reactor Antineutrino Anomaly (RAA)
and Gallium Anomaly (GA) fit (starred in right). Right: Sterile oscillation parameter space
excluded by the DANSS measurement at 90% CL (cyan) and 95% CL (blue). Allowed regions
from a compilation of disappearance experiment results and the best fit from the RAA and GA
are shown [117, 118]. Figures from [114].

2.5.2 Accelerator and atmospheric-based searches

Accelerator and atmospheric-based observations can search for sterile neutrino signals through

both appearance (νµ → νe or ν̄µ → ν̄e) and disappearance (νµ or ν̄µ) measurements. While short-

baseline reactor measurements are only sensitive to ν̄e interactions through the IBD process,
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neutrino detectors designed to reconstruct O(GeV ) interactions can be sensitive to µ,e, or τ -

flavor charged-current interactions. This sensitivity to all flavors broadens the number of Ui4

components that can be measured in 2.35 and 2.36.

Interestingly, accelerator and neutrino-based measurements measuring the νµ → νe, ν̄µ →

ν̄e appearance and νµ or ν̄µ disappearance channels have conflicting results regarding sterile

neutrino oscillations under a 4-flavor hypothesis. The LSND experiment was the first to provide

indications of sterile neutrinos; the detector measured an excess of 87.9±22.4±6.0 events in the

ν̄e flux produced following the decay-at-rest of µ+ particles in the Los Alamos Neutron Science

Center proton beam line [119]. The MiniBooNE experiment has also observed an excess of νe

events at the Fermilab Booster Neutrino Beam (BNB) when operating in neutrino mode. The

combined significance from the LSND and MiniBooNE results has a 6.0σ significance, with

best fit to the sterile neutrino oscillation parameters in the 4-flavor hypothesis shown in figure

2.21 [120].

Figure 2.21. Left: Observed νe CCQE events in MiniBooNE (dots) with best background
fit (histograms) for the neutrino mode dataset. Right: Allowed oscillation parameters under
the 4-flavor hypothesis. Shaded regions show the allowed regions from LSND data. 90% CL
exclusion limits from the KARMEN and OPERA experiments are shown. Figures from [120].

Of particular interest in figure 2.21 though is the best-fit parameters from LSND/MicroBooNE

and the exclusion regions of KARMEN2 and OPERA. KARMEN and OPERA also searched

for sterile neutrino oscillations in the νe,ν̄e appearance channels; both exclude the best-fit region
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found with MicroBooNE’s data fitted in the 4-flavor scenario at 90%CL [121, 122]. Additional

exclusions have been made by sterile oscillation searches in E776, NOMAD, and ICARUS, but

do not conflict as blatantly with the MicroBooNE and LSND results. The disagreement observed

in these experiments is currently unresolved.

The conflict in sterile neutrino oscillation measurements is exacerbated with a comparison of

sterile neutrino searches in appearance and disappearance channels. A recent publication com-

pares combined fits of accelerator-based appearance observations with short-baseline reactor, ac-

celerator, and atmospheric disappearance observations. The disappearance observation includes

results from short-baseline antineutrino disappearance measurements, atmospheric neutrino ob-

servations by IceCube, Super-Kamiokande, and DeepCore, as well as results from accelerator

observations by NOνA, MiniBooNE, MINOS/MINOS+, and CDHS [113]. The combined fits

are shown in figure 2.22.

Figure 2.22. Sterile neutrino oscillation parameter space with a combination of appearance
measurements (red) and the exclusion region from a combined analysis of disappearance mea-
surements (blue) shown. Given that short-baseline reactor disappearance could be at least par-
tially explained with an error in reactor flux modeling, exclusion regions are shown with reactor
fluxes fixed (dotted blue) and free (solid blue) in the fit. Appearance fits with LSND’s decay-
at-rest neutrino measurement only (pink hatched) and decay-at-rest + decay-in-flight neutrino
measurement (solid red) are also shown. Figure from [113].

The disagreement in sterile neutrino oscillation searches can be resolved in several ways.
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Models of neutrino appearance and disappearance should be revalidated and improved in any

ways possible to help resolve the current measurements. Additional data from both the appear-

ance and disappearance channels could help determine where the discrepancy is as well. The

ICARUS detector, the largest LArTPC detector ever built to-date (760 tons), has been moved

from CERN to Fermilab’s BNB line to make another measurement as part of Fermilab’s Short-

Baseline Neutrino program [123]. The Short-Baseline Near Detector (SBND), located just be-

hind ANNIE in the BNB line, will also perform another sterile neutrino oscillation measurement

in the coming years [124].
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Chapter 3

GeV-scale neutrino interactions

Accurately detecting, reconstructing, and identifying GeV-scale neutrino interactions is a chal-

lenging process. Numerous neutrino-nucleon interactions are possible, neutrino-nucleon inter-

actions must be modified to incorporate nucleus effects, and final-state interactions (FSIs) can

occur within the nucleus following the neutrino’s initial interaction. The intertwining of these

effects is what makes successful event reconstruction and interaction identification so complex.

Why not steer clear and perform all neutrino experiments in the MeV-range? As seen in

the previous chapter, the GeV-scale is debatably the most important neutrino energy regime for

determining the neutrino mass hierarchy and δCP parameter. Additionally, there’s rich physics to

understand in the nuclear effects themselves. How should neutrino-nucleon effects be modified

to include nucleus effects? What kinds of interactions can happen in FSIs? How much do they

differ for different nuclei?

This chapter provides a crash course in the primary neutrino interactions at the GeV-scale.

Neutrino-nucleon interactions are first covered, followed by the modifications needed to model

neutrino-nucleon interactions inside a nucleus. A discussion on the modeling of FSIs via Monte

Carlo approaches concludes the chapter.

3.1 GeV-scale neutrino-nucleon interactions
Prior to discussing neutrino interactions with nucleons, it is worth reviewing a simpler interac-

tion with similar traits. Consider one of the simplest cases of neutrino charged-current interac-

tions at the GeV scale: charged-current electron scattering, represented with
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νl + e− → l− + νe (l = e, µ or τ) . (3.1)

In the limit where the total interaction energy transfer Q2 is much less than the Z and W-

boson masses (Q2 �M2
W,Z), the total cross section can be calculated from Fermi’s golden rule

at tree-level as approximately [125]

σTOT u
2meG

2
FEν

π
=
G2
F s

π
. (3.2)

The key feature to note here is that the total cross section approximately increases linearly

as the neutrino energy increases. Here lies yet another reason to perform GeV-scale neutrino

experiments; more statistics are accumulated for GeV-scale neutrino sources than MeV-scale

sources.

The total neutrino-nucleon interaction cross section shares the same general shape as in equa-

tion 3.2 with some modifications. The linear increase of the total neutrino-nucleon cross section

is clearly visible in figure 3.1, but also has features deviating from this. The non-linearity of the

σTOT/Eν is primarily due to the presence of multiple types of interactions that contribute to the

total cross section differently at different energies.

The primary contributions to the total neutrino cross section are charged-current quasielastic

(CCQE) interactions, resonant interactions, and deep inelastic scattering. As the neutrino en-

ergy transfer increases, the final state of the interaction tends to get more complicated and more

populated with particles; in turn, the interactions tend to get more challenging to reconstruct. A

closer look at each of the dominant neutrino-nucleon interaction modes is warranted.

3.1.1 Charged-Current Quasielastic Scattering (CCQE)

Charged-current quasielastic (CCQE) scattering is one of the most valuable interaction types for

neutrino experiments performed at theO(GeV ) energy scale. When possible, data analyses will

often focus their event selection on accepting CCQE interactions and rejecting all others. The

primary reasons for this are relatively straightforward event identification, higher efficiency for

successful event reconstruction, and low uncertainties on the cross section.

When a CCQE interaction occurs, the neutrino or antineutrino incident on the nucleus will

interact with a single nucleon:

-75-



Figure 3.1. Left: Total neutrino-nucleon interaction cross section at O(GeV ). The cross-
section contributions to the final-state particles are shown. Figure from [125]. Right: Total
neutrino cross section in the GeV scale divided by neutrino energy, with the best fit of different
interaction types overlaid. Several experiments and their sensitive energy range are shown
below. Original figure from [125] .

νl + n→ l− + p , (3.3)

νl + p→ l+ + n . (3.4)

For true CCQE events, the final state lepton and nucleon will leave the nucleus with no

further interaction, and reconstructing the vertex position and neutrino energy with kinematics

is straightforward. Detectors sensitive to protons, such as liquid argon time-projection chambers

(LArTPCs), can use the proton and lepton signal from νl CCQE interactions to very accurately

reconstruct the neutrino energy using conservation of momentum.

The most predominant model used to calculate the CCQE cross section is the Llewellyn-

Smith model [126]. Many CCQE interaction models in the neutrino-nucleus context use this

model as a starting point and expand to incorporate nucleus effects. For more details on how the

neutrino interaction cross section is formulated for neutrino-nucleon interactions at tree level,

see Appendix B.4.

3.1.2 ∆ resonance

In baryonic resonance, a neutrino’s interaction excites the nucleon into a higher mass baryon. In

the Standard Model, different baryonic resonances are modeled as different excitation levels of
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the 3-quark systems composing protons and neutrons. These excited baryonic states have a very

short lifetime (for example, a ∆(1232) resonance has a lifetime of 5.6 × 10−24 seconds [15]),

with de-excitations typically proceeding through the production of lighter hadrons such as the

pion.

At the energy scales of ANNIE and T2K’s neutrino beams, the ∆(1232) resonance is the

most common baryonic resonance. The ∆(1232) decays via ∆→ Nπ with a branching ratio of

99.4% [15]. These charged-current resonance interactions have final state particles of the forms:

νl + p→ l− + ∆++ → l− + p+ π+ (3.5)

νl + n→ l− + ∆+ → l− + p+ π0 (3.6)

νl + n→ l− + ∆+ → l− + n+ π+ (3.7)

νl + p→ l+ + ∆0 → l+ + p+ π− (3.8)

νl + p→ l+ + ∆0 → l+ + n+ π0 (3.9)

νl + n→ l+ + ∆− → l+ + n+ π− (3.10)

(3.11)

Analysis of GeV-scale neutrino interactions will often use the pion’s presence in the final state

to separate baryonic resonance interactions from CCQE interactions.

The Rein-Sehgal model was one of the first to accurately model baryonic resonance and the

relevant cross sections [127]. The Rein-Sehgal model first derives the cross section for baryonic

resonance in terms of general nuclear matrix elements, and then utilizes the Feynman-Kislinger-

Ravndal (FKR) model of the nucleus as quarks in a four-dimensional harmonic oscillator to

calculate the matrix elements [128]. The Rein-Sehgal model was first validated by compar-

ing the model’s prediction of the cross section for ∆++(1234) production to that measured by

experiments at Argonne National Lab, Fermilab National Accelerator Laboratory, and CERN

[129, 130, 131]. The model shows good agreement with data, as seen in figure 3.2.

3.1.3 Deep Inelastic Scattering (DIS)

Deep inelastic scattering (DIS) refers to high-energy neutrino scattering on an individual quark

within a target nucleon. As seen in figure 3.1, this process becomes the dominant interaction type
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Figure 3.2. Calculated cross section of ∆++ resonance in neutrino-nucleon interactions using
the Rein-Sehgal model. The theoretical cross section is in reasonable agreement with baryonic
resonance observation from experiments utilizing hydrogen-based targets. Original data taken
from [127].

atEν u 1GeV . As the neutrino energy increases, more energy can be imparted to the interaction

quark and provide the energy necessary to create hadronic showers. The DIS interaction at tree

level is shown in figure 3.3.

Figure 3.3. Feynman diagram of a neutrino deep inelastic scattering event at tree level. Figure
from [132].

Given the vast phase space of particle production and momenta possible in DIS interactions,

-78-



Invariants General form In lab frame

ν (energy transfer) (p · q)/M EH

y (inelasticity param.) (p · q)/(p · k1) EH/(EH + Eµ)

Q2 (neg. squared 4-momentum) −q2 (EH + Eµ)Eµθ
2
µ

x (Bjorken scaling variable) Q2/(2p · q) (EH+Eµ)Eµθ2
µ

2MEH

W 2 (final state squared invariant mass) (p+ q)2 M2 + 2MEH +Q2

Table 3.1. Common invariants used to express deep inelastic scattering cross sections. Expres-
sions adapted to a table from [132].

DIS differential cross sections are typically represented using several interaction-invariant quan-

tities associated with the hadronic vertex as a whole. These invariants are commonly used to

simplify other cross-section representations as well, and are worth reviewing.

In the lab frame with a neutrino beam along the z-axis, the kinematic variables of different

vertices in figure 3.3 are given in natural units ~ = c = 1 by:

• k1 = (Eν , 0, 0, Eν)

• k2 = (Eµ, Eµ sin θµ cosφµ), Eµ sin θµ sinφµ, Eµ cos θµ

• p = (M, 0, 0, 0)

• q = k1 − k2

• Eν = Eµ + EH

and the common invariant quantities used to characterize DIS cross sections are shown in

table 3.1.3. The nuclear structure functions used to generalize the DIS cross section to nucleus

targets are also described in terms of the invariants as well [133].

A recently published PhD thesis from the MINERVA collaboration shows the scale of the DIS

cross section. The MINERVA detector at Fermilab uses a neutrino interaction volume composed

of several layers of carbon, iron, and lead sandwiched between hydrocarbon scintillator detectors.

The best fit of the DIS cross section using neutrino interactions originating from hydrocarbon-

based and lead-based regions are shown in figure 3.4. It’s interesting to note that the difference
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between the hydrocarbon and lead, which have considerably different size nuclei, is relatively

small [134].

Figure 3.4. Best fit to the neutrino DIS cross section for interactions on hydrocarbon (left) and
lead (right). The cross section approximately scales linearly with the reconstructed neutrino
energy. Figures taken from [134].

3.1.3.1 Neutral current scattering

Neutral current scattering is a subdominant contribution to the total cross section, but will be

reviewed briefly. For a neutral current scatter of the form

ν +N → ν +N , (3.12)

whereN is the target nucleus, notice that no lepton is produced. Without an outgoing charged

lepton, there is no prompt visible energy signal in the detection medium to reconstruct neutral

current neutrino interactions. As such, neutral current interactions are primarily detected in the

following manners:

• Additional FSIs within the nucleus could produce charged hadrons. An interaction with

no charged lepton and FSI activity could indicate a neutral current interaction.

• If theN nucleus is left an excited state after the interaction, de-excitation gammas could be

produced. An interaction with no charged lepton but de-excitation gamma signals could

indicate a neutral current interaction.

In general, most detectors have a relatively low sensitivity to neutral-current interactions.
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The neutral-current differential cross section is modeled similarly to the charged-current

case, but is only mediated by the Z boson when applying the Feynman diagrams/rules. Ulti-

mately, the neutral current cross section is described by a modified form of the Llewellyn-Smith

model; however, more neutral current cross-section measurements would be useful to validate

this model, as seen in figure 3.5.

Figure 3.5. Current cross-section measurements of the νµp→ νµpπ
0 (left) and νµn→ νµnπ

0

(right) interactions. The neutral-current cross-section model from the NUANCE package is
overlaid for reference [135]. Figures taken from [125].

3.2 From neutrino-nucleon to neutrino-nucleus interactions
With the surge in precise GeV-scale neutrino interaction data in the past several decades, con-

sideration of the nucleus has become pivotal to accurately modeling neutrino interaction cross

sections. When a neutrino interacts with a nucleon inside a nucleus, interactions with correlated

pairs of nucleons (np-nh reactions) become possible. Mesons produced in neutrino-nucleon in-

teractions can also mediate multinucleon interactions. FSIs also become possible in the context

of a nucleus and detection medium filled with nuclei. The cross sections for these multinucleon

effects also vary with the nucleus that a neutrino interacts with, as different nuclei have different

nuclear excitation levels.

Given its complexity and demand, the development of models for neutrino-nucleus scattering

and FSIs is an active and growing field. There are a zoo of nuclear models available [136],

and application of the models is generally handled by simulation packages. Some of the most

commonly-used event generators include GENIE, NuWro, and NEUT [137, 138, 139].
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When constructing a neutrino-nucleus interaction model, most share a common neutrino-

nucleon interaction starting point and diverge in how they incorporate effects from the nuclear

medium. To give a picture of how these models are developed and validated, the relativistic

Fermi Gas model and the Response Function formalism with Random Phase Approximation

corrections are discussed below.

3.2.1 Neutrino-nucleus cross section formalism

A general framework for describing neutrino interactions with a many-body nucleus proceeds

as follows [140]. Consider the charged-current interaction between a neutrino νl and nucleus A

producing a final nuclear state X , written as

νl + A→ l− +X , (3.13)

If the neutrino carries an initial four-momentum k ≡ (E,k) and scatters off a nuclear target

to a lepton state k′ ≡ (El,k
′), the differential cross section in the lab frame takes on the general

form

dσ

dΩldEl
=
GF cos θC

32π2

|k′|
|k|

LµνW
µν , (3.14)

where GF is the weak Fermi coupling constant and cos θC is the Cabbibo angle. The Lµν

andW µν tensors contain the effects related to the lepton and nucleus structure, respectively, and

are written as [141, 140]

Lµν = Tr{γµ(1 + γ5)/kγν(1 + γ5)/k
′} , (3.15)

W µν =
∑
X

〈0| Jµ |X〉 〈X| Jν |0〉 δ(4)(p0 + q − px) , (3.16)

Where /k = γαkα, |0〉 and |X〉 represent the initial and final wavestates of the final nuclear

state X , respectively, Jν is the total nuclear current, and q = k − k′. This W µν tensor can

also be decomposed into six real structure functions Wi(Q
2), i = 1, ..., 6. This cross-section

formulation in the case where A → n and X → p produces the Llewellyn-Smith model cross

section introduced in equation B.18 [142].
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From this point, the derivation of the neutrino-nucleus cross section deviates based on what-

ever nuclear model is used to describe the nucleus’ initial state and possible final state. In gen-

eral though, each model takes the W µν nucleon tensor and upgrades it to a nuclear tensor T µν

in whatever fashion the model uses to incorporate nucleus effects. The cross sections in the

Relativistic Fermi Gas (RFG) model and a more general framework utilizing the Random Phase

Approximation (RPA) are discussed below.

3.2.2 The Relativistic Fermi Gas (RFG) model

The Fermi gas model is the simplest of the nuclear models, but is applicable to a large range

of nuclei and neutrino energies. In the simplest case, the protons and neutrons are treated as

residing in a square potential well with constant potential within the well where different nuclei

have different potential well heights. Note that the protons and neutrons are identifiable from

each other, but individual protons and neutrons cannot be distinguished from each other. Most

currently applied RFG models are variants of the relativistic Fermi gas model developed by

Smith and Moniz [141].

In the RFG model, the nucleon tensor W µν defined in terms of structure functions Wi(Q
2)

are upgraded to a nuclear tensor in terms of nuclear structure functions [142]

W µν → T µν =

∫
dpf(p,q)W µν(p, q) , (3.17)

where p is the initial nucleon state’s 4-momentum, q = k−k′, and f(p,q) applies corrections

related to the Fermi motion of nucleons in the nucleus. f(p,q) is related to the momenta of the

individual nucleons in the following manner:

f(p,q) =
1

vrel
n̄i(p) [1− nf (p + q)] , (3.18)

where n̄i(p) is the Fermi momentum distribution of the target nucleons, and the 1− nf (p+

q) factor is known as the unoccupation probability and is a correction for the Pauli block-

ing of outgoing nucleons. The vrel is a relative velocity of incident particles given by vrel =

|(kp)|/(EνMt) where Mt is the target nucleus mass. The Fermi momentum distribution n̄i(p)

has the general form [143]
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f(k) =
1

1 + exp(k−kF
a

)
, (3.19)

where kF is the mean Fermi momentum for the nucleus and a = kT .

A fit to the CCQE cross section corrected with the Relativistic Fermi Gas model is shown in

figure 3.6. The neutrino-nucleus model fits the data relatively well for lighter nuclei targets at

∼ 1GeV and heavier targets up to O(100)GeV .

Figure 3.6. Left: Total νµ and ν̄µ CCQE cross sections measured by several experiments
compared to the calculated CCQE cross section with RFG model corrections included. The
solid red curve and shaded yellow band are calculated using an axial mass of MA = 0.999 ±
0.011GeV , the best fit from all measurements shown in blue. Gray points are excluded from
the best fit of the axial mass. Original data taken from [142].

Although the RFG model replicates higher energy measurements of the CCQE cross section

well, it results in poor fits to CCQE distributions for heavier nuclei at < 1GeV . A publication

by MiniBooNE finds disagreement between the RFG-predicted neutrino interaction counts in

MiniBooNE (assuming the current best-fit axial mass MA) and MiniBooNE data, as seen in

figure 3.7 [144]. The RFG-predicted interaction distribution as a function of reconstructed Q2

before tuning the axial mass (dotted line) and after tuning (solid line) are shown.

The disagreement of the RFG model with data can primarily be attributed to its lack of multi-
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Figure 3.7. Best fit to MiniBooNE’s reconstructed Q2 for νµ CCQE events using simulation
data generated with the RFG model. The dotted line shows the simulation before fitting to
the data, while the solid line shows after the fit. The inset shows the 68% CL contour for
MicroBooNE’s best fit axial massMA before (star) and after (triangle) varying the backgrounds
using the RFG model. The best-fit from MicroBooNE disagrees with the best-fit axial mass
from other experiments (circle). Figure from [144].

nucleon interaction modeling and nucleon-nucleon correlations. Thus, either separate models of

multinucleon cross sections and additional nuclear corrections are are needed to supplement the

RFG cross section, or another neutrino-nucleus interaction model which generalizes to include

multinucleon interactions is necessary.

3.2.3 Response function formalism with random phase approximation

General formulations of the nuclear tensor which utilize the Random Phase Approximation

(RPA) are commonly referred to by the same name. In this generalized formalism, the LνµW νµ

tensor is promoted to a sum of response functions, each corresponding to the amplitude of a

particular type of interaction within the nucleus (1p1h, 2p2h, delta resonance, etc.). Response
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functions are evaluated by drawing Feynman diagrams of all processes that contribute to the

neutrino’s self-energy in the nucleus, cutting down the middle of the diagram, and taking only

the imaginary part of the cut self-energy. Diagrammatically, the process is shown in figure 3.8.

Figure 3.8. Left: Diagram of the neutrino’s self-energy in nuclear matter. The Πµη
W (q) propa-

gator is composed of all possibleW+-propagation diagrams inside the nucleus. Right: Several
diagrams that can contribute to the Πµη

W (q) propagator on the left. The dotted lines represent
where cuts are made to determine the final state of the interaction. Figures taken from [145].

This formalism is attractive because it allows for the incorporation of multi-nucleon inter-

actions, as well as real and virtual meson exchange, but requires modifications to incorporate

effects from the whole nucleus. Take for example the 1p1h term W+ n → p in figure 3.8 on

the right. To incorporate nuclear effects in the RPA, the 1p1h diagram is replaced by a sum of

diagrams where nucleons interact via the Landau-Migdal potential. The detailed calculations

for this model can be found in [145, 146, 147, 148, 149].

QE cross section predictions under the response function formalism with RPA corrections

have better agreement with quasielastic measurements at Eν < 1GeV . Aside from agreeing

with the MiniBooNE prediction of the total CCQE cross section, the model also accurately

predicts cross section properties related to pion-producing interactions as well (see figure 3.9).

The improvements in the cross-section fit seen in figure 3.9 emphasize the importance of in-

corporating multinucleon interactions into cross-section models. In the MiniBooNE data, true

CCQE interactions cannot be distinguished from np-nh interactions, mainly because identifica-

tion of neutron knock-out is challenging. As such, the inclusion of np-nh into the interaction
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Figure 3.9. Left: Ratio of the total CC1π cross section to the CCQE cross section as measured
by several experiments, along with the calculated ratio using the response function formalism
with RPA corrections. Right: Calculated cross section with np-nh corrections in the response
function-RPA formalism compared to MiniBooNE data. Figures taken from [149].

model is necessary to correctly describe the data distribution.

3.2.4 Final State Interactions (FSIs)

Following the initial interaction inside a target nucleus, additional interactions with nucleons

are possible as particles exit the nucleus. Interactions following the initial interaction are known

as Final State Interactions (FSIs). Accurately modeling FSIs is key to producing an accurate

model of any GeV-scale interactions, as the outgoing particles from an interaction can change

drastically when FSIs occur.

The dominant contributors to the total FSI cross sections are:

• Elastic scattering: The nucleus is left in the ground state following the hadron’s interac-

tion, and the hadron remains the same charge.

• Inelastic scattering: The nucleus is left in an excited state or potentially undergoes break-

up following an FSI.

• Charge exchange: The interacting particle changes charge in the interaction with a nucleon

in the nucleus.

• Pion absorption: A pion is absorbed inside the nucleus. This interaction can lead to the

ejection of one or multiple nucleons, and is often referred to as a “stuck pion” event.
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• Pion production: Another pion is produced in the particle’s interaction with a nucleon.

For example, if the interacting particle is a pion, two pions would be observed outgoing

from the nucleus.

• Spallation: A nucleon interacting with the nucleus knocks out several other nucleons. For

example, the proton involved in the neutrino CCQE interaction can cause a spallation FSI

and eject multiple protons/neutrons from the nucleus.

Although the response function formalism also has the ability to incorporate final state inter-

actions to the cross-section model, Monte Carlo approaches that utilize well-measured cross

sections of single nucleon interactions have seen success in modeling neutrino-nucleus FSIs.

3.2.4.1 The IntraNuclear Cascade (INC) model

The most commonly used final state interaction model for post-neutrino interactions are the

intranuclear cascade (INC) models [136]. INC models have rose to prominence primarily due

to their success in accurately modeling pion-nucleon FSIs. When calculating the probability of

an FSI’s occurrence, the outbound particle is treated as if passing through a nucleus of mostly

isolated neutrons and protons. The outgoing particle is moved step-by-step through the nucleus,

with the probability of interaction being evaluated at each step. The mean free path λ for the

outgoing particle with energy E and position r in the nucleus is modeled as

λ(E, r) =
1

σtot(E)ρ(r)
, (3.20)

where σtot is the total cross section of possible interactions and ρ(r) is the density of all

nucleons within the nucleus. If the particle is found to interact at any step, the type of interaction

that occurs is determined using the cross sections of each interaction that composes σtot(E).

Most data used to model the total cross section come from hadron-nucleus and photon-nucleus

scattering experiments.

The GENIE simulation package, the neutrino-nucleus interaction simulation package pri-

marily used at Fermilab and in ANNIE, has recently incorporated an INC model known as the

hN model. In GENIE, densities of lighter nuclei (with nucleon count A < 20) are treated as

Gaussians or modified Gaussians, while heavier nuclei are given the Woods-Saxon shape:
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ρ(r) = N0
1

1 + e(r−c)/z , (3.21)

whereN0 is a normalization factor, c describes the approximate nuclear radius (c ≈ 1.2 fm∗

A1/3) and z describes the “surface thickness” of the nucleus [137].
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Chapter 4

Final state neutrons following neutrino CC
events

The study of the neutron multiplicity following neutrino interactions is critical to improving fu-

ture GeV-scale neutrino measurements. Experimental efforts to measure neutron multiplicity

will spearhead research and development efforts that ultimately improve neutron tagging tech-

niques needed to separate quasielastic and inelastic neutrino interactions. Additionally, preci-

sion multiplicity measurements can help refine models of nuclear effects in neutrino interactions,

which are necessary for validating and improving both np-nh and FSI cross sections.

The following chapter reviews energy reconstruction in CCQE interactions, and how the

misidentification of non-CCQE events can produce biases in an analysis. The importance of

neutron tagging as a tool for identifying non-CCQE events is then discussed in the context of

several measurements, including cross-section measurements, proton decay, and the DSNB. The

chapter closes with a discussion of the most recent neutron multiplicity measurements and how

additional neutron multiplicity measurements by a detector like ANNIE (described in detail in

chapter 5 would complement measurements already made.

4.1 CCQE event reconstruction
Given a known incident neutrino direction, the neutrino’s incident energy in a CCQE interaction

can be approximated through the lepton’s reconstructed energy and direction alone. This is piv-

otal in accelerator neutrino experiments that must measure both neutrino and antineutrino CCQE

-90-



interactions. For example, LArTPC detectors are sensitive to protons emitted from νl-CCQE

events and gadolinium-doped water Cherenkov detectors are sensitive to neutrons emitted from

ν̄l-CCQE events; however, neither are sensitive to both nucleon types. Thus, any measurements

in either detector type using both the neutrino and antineutrino channel will need to perform

event reconstruction without nucleon information.

Without proton/neutron information, the antineutrino/neutrino’s energy in CCQE interac-

tions can be approximately reconstructed using the following [150]:

Eνl,rec =
MEl −

m2
l

2

M − El + |~pl|cosθl
, (4.1)

whereM is the nucleon mass,El is the outgoing lepton energy, |~pl| is the lepton momentum,

and θl is the outgoing lepton angle relative to the initial neutrino direction. The uncertainties in

this reconstructed energy originate primarily from nuclear effects such as the nuclear binding

energy of the target nuclei, the nucleon’s Fermi Momentum within the target nucleus, and the

outgoing proton energy.

4.1.1 Biases in reconstruction of CCQE-like events

Equation 4.1 is only valid for true CCQE interactions, and any non-CCQE interactions identified

as a CCQE event will have a misreconstructed energy. For example, if protons or neutrons

produced in np-nh interactions or FSIs go undetected, the non-CCQE event can be mistagged as

a CCQE event. These incorrectly identified events are known as “CCQE-like” interactions, and

must be quantified in any analysis.

To demonstrate the impact and implications of non-CCQE mistagging and misreconstruc-

tion, consider the effects of multinucleon interactions (np-nh interactions) on the neutrino’s re-

constructed energy studied in [150]. Given the relation between lepton energy and reconstructed

energy in 4.1, the probability distribution that a neutrino’s true energy isEν given a reconstructed

Eν,rec can be estimated with

F (Eν , Eν,rec) = c
Φ(Eν)∫

Φ(Eν)dEν

∫ Emaxν

Eminν

[
d2σ

dωd cos θ

]
ω=Eν−Eµ,cos θ=cos θ(Eµ,Eν,rec)

dEµ , (4.2)
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where ω is the true energy difference between the neutrino and lepton, Φ(Eν) is the neu-

trino energy flux distribution, cos θ(Eµ, Eν,rec) is the angle calculated in 4.1 for given values

EµandEν,rec, and σ is the total cross section for the interaction in consideration. c is a normal-

ization constant, and is chosen as the inverse value of the total flux c = (
∫

Φ(Eν)dEν)
−1 to give

F units of cross section divide by energy squared [150]. In general, F (Eν , Eν,rec) describes the

possible Eν values that could result in a measured Eν,rec. Given the simulated MiniBooNE and

T2K ND neutrino fluxes, the energy spread for a measured Eν,rec is shown in figure 4.1.

Figure 4.1. Distribution of a true neutrino energy Eν given a measured Eν,rec (green solid
line). The top row assumes the neutrino flux at MicroBooNE, while the bottom row assumes
the T2K near detector flux. The left column shows the distribution of true energies possible for
Eν,rec = 0.3GeV , while the right column shows the true energies possible for a reconstructed
energy Enu,rec = 0.8GeV . The legend describes which distributions correspond to which
input differential cross sections with different corrections. Original figure taken from [150].

Figure 4.1 demonstrates that significant misreconstruction is possible due to CCQE-like con-

tamination. Any single reconstructed neutrino energy (the green lines in figure 4.1) actually has

a large phase space of true neutrino energies which could have produced it. The potential for

misreconstruction only grows as FSIs are also taken into consideration. Unavoidable energy

resolution is present in all pure QE cases due to nuclear effects; however, the multinucleon in-

teractions can result in a considerably larger error in the neutrino’s reconstructed energy.
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So what must be done to perform a CCQE-focused analysis in a world ripe with CCQE-like

contamination? These “CCQE-like” events must either be tagged and removed from the CCQE

dataset without fail, or they must be accurately modeled in simulation so the CCQE-like event

contamination can be accurately quantified.

4.2 Neutron identification for CCQE-like event tagging
To quantify the reductions in CCQE-like contamination achievable with neutron tagging, con-

sider the simulation of 1 GeV neutrino interactions on oxygen in the GENIE simulation package

shown in figure 4.2 [137, 151]. Only interactions that yield 1 muon and no pions in the final

state (CC0π) are shown.

Figure 4.2. Comparison of 1 GeV νµ CC0π interactions on 16O. Interactions with (left) and
without (right) outgoing neutrons are shown. The stuck pion (red) and 2p-2h (blue) contribu-
tions to the total distribution are explicitly shown. Selecting events with zero neutrons (right
plot) results in a considerable reduction of stuck pion and 2p2h contamination; this lowers the
fraction of interactions with a poorly reconstructed neutrino energy. Taken from [152].

In the ideal scenario, all neutrino interactions should reconstruct near 1 GeV (the true neu-

trino energy). The left plot in figure 4.2 shows that non-CCQE interactions have a bias to recon-

struct at energies lower than 1 GeV. The right plot in figure 4.2 is the same simulated dataset as

the left plot, but with all events containing a neutron in the final state removed. The stuck-pion

contamination is almost completely removed, while an appreciable portion of 2p-2h contami-

nation is also tagged; this results in an overall lower bias in the neutrino energy reconstruction.

Detectors that can successfully tag final state neutrons can benefit from this background reduc-

tion when performing CCQE-based neutrino studies, or even use the neutrons to tag non-CCQE
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interactions for non-CCQE cross-section studies.

4.3 Impact of measuring neutron production in neutrino in-
teractions

Most GeV-scale neutrino experiments stand to benefit from measurements of the number of neu-

trons knocked out of nuclei due to neutrino interactions (referred to as “neutron multiplicity”).

Improving the modeling and tagging of neutron multiplicities can simultaneously lower CCQE-

like contamination and reduce model uncertainties in any CCQE-like background subtraction

performed. However, several measurements stand to markedly benefit from improved neutron

multiplicity understanding and neutron tagging techniques.

4.3.1 GeV-scale interaction cross-section measurements

Measurements of interaction cross sections are highly dependent on accurate event reconstruc-

tion and interaction identification. Cross-section measurements proceed in neutrino detectors

by relating the interaction rate in the detector to the macroscopic cross section σ(Eν). The

measured macroscopic cross section can then be used to test neutrino-nucleus models and help

develop new models.

Consider, for example, a neutrino detector that will measure the total neutrino interaction

cross section for events that produce no pions in the final state. The rate of an interaction per

unit volume (denoted R) within a detector can be modeled as follows:

RCC0π(Eν) = σCC0π(Eν)Φ(Eν)ρN , (4.3)

where Φ(Eν) is the fluence of incident neutrinos on a target per unit area per unit time and ρN

is the number of target nuclei per unit volume. Using this relation, detectors with a known num-

ber of nuclear targets placed within a well-characterized neutrino flux can make a measurement

of the interaction cross section by measuring the rate of CC0π events.

The challenge in measuring RCC0π(Eν) lies within experimentally tagging CC0π events

while quantifying the contamination of other interaction types. The rate RCC0π(Eν,rec) mea-

sured in data must have systematic uncertainties in position and energy reconstruction, CC0π

tagging efficiency, andCCNπ contamination accounted for. An example of this is seen in T2K’s
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measurement of the CC0π cross section in figure 4.3. The neutrino data for the CC0π dataset

contains contributions from other interaction types which are fit using existing models.

Figure 4.3. Data and MC best fit to CC0π (left) and CC1π+ (right) in sideband analyses.
Generating accurate models via MC simulation relies on correct neutrino-nucleus interaction
models and detector response models with tolerable uncertainties. Figure from [153].

Accurate neutron multiplicity measurements ultimately help reduce the uncertainties in esti-

mating non-CCQE contamination with neutrons in the final state. The better the contamination

is modeled, the lower the uncertainty on the contamination estimate. In the case above, accurate

neutron multiplicity models could improve characterization of the “CC-other” category.

4.3.2 Background reduction in proton decay searches

Best fits to particle interaction cross-section data indicate that the coupling constants for elec-

tromagnetic, weak, and strong interactions run to different values as the interaction energy in-

creases. One possible theory to describe this running of coupling constants is that all couplings

converge into a single coupling constant at interaction energies on the order of O(1016)MeV

[154]. This convergence of all interaction types into one is known as the Grand Unified The-

ory (GUT). Numerous GUTs have been developed, but must ultimately be vetted and validated

with experimental observations. Unfortunately, interactions at the energy scale of GUTs are

not achievable with modern-day accelerators or naturally occurring processes. As such, direct

experimental evidence for GUTs must be found elsewhere.
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4.3.2.1 Proton decay searches in water Cherenkov detectors

Since most GUTs share the common property that the proton is an unstable particle that can

decay, the most popular experimental search which could validate GUTs is the observation of

proton decay. Proton decay detectors are often composed of a detection medium with a large

amount of protons, such as a hydrocarbon-based liquid scintillator or water. This is not an ab-

solute, however, as proton decay could also occur inside nuclei if it does occur. These detectors

will focus event selection on predicted proton decay modes, of which many result in an energy

signal near the mass of the proton.

In water Cherenkov detectors, some of the most popular predicted decay modes are

p → e+π0 (4.4)

and

p → µ+π0 (4.5)

primarily for their distinct Cherenkov cone patterns. However, kaon-producing decay modes

are also common to search for. Nucleon decay occurring inside a nucleus could also leave the

daughter nucleus in an excited state; decay searches such as that performed in SNO+ can search

for the de-excitation’s gamma signal [155].

Note that the majority of proton decay modes in water do not include neutrons in the final

state. Clearly, no neutrons should be emitted if the hydrogen nucleus in a water molecule un-

dergoes either decay in equations 4.4 or 4.5. Additionally, it is estimated that less than 10% of

proton decays occurring in the oxygen nucleus should have an associated neutron [152]. When

considering the oxygen nucleus using the nuclear shell model, the oxygen nucleus has eight

protons lying in the 1s, 1p, and 2s shells. Only in the decay of a 1s proton is the 15N daugh-

ter nucleus expected to have the excitation energy necessary for neutron emission (11.24 MeV)

[156, 157].

In short, rejecting events coincident with a neutron signal could help remove common pro-

ton decay backgrounds while retaining over 90% of the expected proton decay signal in water

Cherenkov detectors.
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4.3.2.2 Proton decay atmospheric neutrino background

Due to the match of the proton mass with the peak in the atmospheric neutrino flux energy

distribution, atmospheric neutrinos form one of the dominant backgrounds of most proton decay

modes. Revisiting the atmospheric neutrino spectra models in 1.19, a considerable fraction

of atmospheric neutrino events could result in a visible energy consistent with proton decay.

To make matters more complicated, charged-current neutrino or antineutrino interactions could

exactly mimic the signals shown in equations 4.4 and 4.5 via FSIs or resonance interactions.

One example of this background’s presence is found in a recent Super-Kamiokande proton

decay search. Figure 4.4 shows that the simulation predicts numerous atmospheric neutrino

events in the proton decay search region of interest.

Figure 4.4. Simulatied energy distributions of proton decay (left) and atmospheric neutrinos
(center) compared to Super-Kamiokande data (right). Boxes drawn into plots identify the re-
gion of interest used for the Super-Kamiokande proton decay search. Original data taken from
[158].

One way to reduce the atmospheric neutrino background is through rejection of proton decay

candidate events that are coincident with neutron activity. Atmospheric neutrino interactions can
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result in the ejection of neutrons from the nucleus through np-nh interactions, FSIs, or neutron

evaporation from an excited final-state nucleus. As such, tagging neutrons aids in rejecting

atmospheric neutrino events while sacrificing only a small portion of the expected proton decay

signal.

4.3.3 Background reduction in DSNB searches

Atmospheric neutrinos also form the primary background for intermediate energy signals in

DSNB searches, and can be mitigated with neutron tagging techniques. Recall that the 2003

Super-Kamiokande DSNB search focused on measuring the DSNB’s ν̄e component by searching

for events with the inverse beta-decay signal, written as

ν̄e + p → n + e+ . (4.6)

The signal is a delayed coincidence where the prompt event is an electron-like Cherenkov

cone and the delayed signal is the 2.2 MeV de-excitation gamma following the neutron capture

on a proton in water. Atmospheric muon neutrino interactions can mimic this signal. Consider

an atmospheric neutrino charged-current interaction which produces a muon below Cherenkov

threshold (known as an “invisible muon”). If the muon decays in the detector volume as follows:

µ− → e− + ν̄e + νµ , (4.7)

then the electron produced (known as a Michel electron) could generate a prompt Cherenkov

signal that, paired with a delayed neutron capture signal, could result in a false DSNB coinci-

dence signal. The predicted DSNB ν̄e flux spectrum for several characterization parameters

shown in figure 4.5 indicates where atmospheric neutrinos are the dominant background.

4.3.4 CP violation measurements with atmospheric neutrinos

A recent proposal has been made to measure δCP using sub-GeV atmospheric neutrinos in DUNE

[160]. Atmospheric neutrinos will enter into the DUNE detector at all incident angles; however,

neutrinos that pass through varying depths of the Earth’s crust will have different oscillation

probabilities due to matter effects. As shown in figure 4.6, these matter effects, combined with a

non-zero δCP value, will result in different oscillation probabilities of νµ to/from νe. With this in
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Figure 4.5. Expected DSNB neutrino flux distributions for several. The DSNB is modeled by
a Fermi-Dirac spectrum with some mean neutrino emission energy; different mean energies
are shown, with the widths of each spectrum representing uncertainties in the observed cosmic
supernova rate. The prominent detector backgrounds are shown in the shaded gray regions.
Figure taken from [159]

mind, a measurement of the δCP phase could be done by fitting the neutrino survival probability

spectrum to atmospheric νµ, νe events in DUNE for several incident angles.

To quantify the feasibility of this measurement in DUNE, a simulation study was performed

[160]. The atmospheric neutrino flux is simulated using the NRLMSISE00 atmospheric model

presented in figure 1.19, while atmospheric neutrino interactions on argon were simulated us-

ing the NuWro event simulator. Momentum and angular resolutions due to event reconstruction

were incorporated by smearing the momentum and angular distributions with the projected re-

construction uncertainties in DUNE. The projected sensitivity assumes perfect νµ/νe separation,

as well as perfect classification of CCNp0π interactions, where N is the number of protons

produced following the charged-current event. For a 400 kton-year exposure (10 years of run-

ning for the baseline 40-kton design), and assuming δCP = 3π
2

and sin2 θ23 = 0.5, the projected

sensitivity to δCP is given in figure 4.7.

This measurement in DUNE would benefit from improved models of neutron multiplicities.

Since liquid argon detectors have a difficult time detecting neutrons, DUNE will have to rely

on accurate modeling of neutron multiplicities and their projected impacts on energy recon-
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Figure 4.6. Oscillation probability distributions for δCP = 0 (top) and δCP = 3π
2 (bottom).

Figure taken from [160].

Figure 4.7. Projected sensitivity of DUNE to δCP and sin2 θ23 using only sub-GeV atmospheric
neutrinos. The input values for the neutrino oscillation simulation are marked with the star
(δCP = 3π

2 and sin2 θ23 = 0.5). Exclusion bounds at several confidence limits are drawn.
Figure taken from [160].
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struction for any CCNp0π events which also produce neutrons via np-nh interactions or FSIs.

Improvements in the neutron multiplicity model used could reduce the uncertainties in energy

reconstruction and event classification.

4.4 Current neutron multiplicity data
To improve both the modeling of neutron multiplicities and techniques used to tag neutrons,

new neutron multiplicity data in different mediums is pivotal. Neutrinos interacting with Differ-

ent elements will likely produce different neutron multiplicities; any neutron multiplicity model

should be validated against as many different target nuclei as possible. Some of the most promi-

nent neutron multiplicity measurements in common detector designs are reviewed below, along

with a discussion on the successes and shortcomings of each dataset in the context of improving

neutron multiplicity models.

4.4.1 Liquid argon (ArgoNeuT)

One of the most prominent detectors for neutrino beam physics, both now and in the future,

is the Liquid Argon Time-Projection Chamber (LArTPC). Currently, LArTPC detectors like

MicroBooNE, ICARUS, and LArIaT are being utilized for cross-section measurements, neutrino

oscillation measurements, and the characterization of LArTPC response to hadrons produced in

neutrino interactions. Additionally, the DUNE experiment will deploy within the next decade.

Given the possible impact on numerous current and upcoming experiments, any advances in

measuring and understanding the neutron multiplicity following neutrino-argon interactions is

valuable.

The ArgoNeuT detector, a LArTPC detector located at Fermilab, has demonstrated the abil-

ity to observe O(MeV ) particle interactions by detecting gamma radiation emitted following

nuclear de-excitation of, or neutron inelastic scattering off of, Argon [161]. In ArgoNeuT, the

gamma radiation’s interactions are identified by searching for small charge depositions in a clus-

ter of TPC wires. Figure 4.8 shows the results from ArgoNeuT’s search for gamma activity

occurring in muon neutrino charged-current events.

Detecting neutrons with < 100MeV of kinetic energy is a challenging task in LArTPC

detectors, and the successful result is an important step towards effectively performing MeV-
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Figure 4.8. Cluster count distribution and reconstructed energy of cluster events in the Ar-
goNeuT detector. The detector’s observed cluster distributions are consistent with those pre-
dicted from nuclear de-excitation and neutron inelastic scattering in FLUKA. Figure from
[161].

scale neutron physics in liquid argon detectors. The simulation’s agreement with data is a good

validation of FLUKA’s neutron interaction model in liquid argon. The measurement’s main

shortcoming is the detection approach is not sensitive to boil-off neutrons, as these neutrons

wouldn’t have enough kinetic energy to produce a gamma through inelastic scattering on argon.

4.4.2 Water Cherenkov (Super-Kamiokande)

The atmospheric neutrino contamination in Super-Kamiokande’s proton decay search also served

as a signal for performing neutron multiplicity measurements. First, a neutron multiplicity mea-

surement of proton decay candidate events as a function of visible energy was made [158]. Since

no neutrons are expected for proton decays, any events with a non-zero neutron multiplicity

should be due primarily to atmospheric neutrino contamination. As such, comparing this distri-

bution to simulated neutron multiplicity distributions provided a measurement of atmospheric

neutrino neutron multiplicities (shown in figure 4.9).

Although Super-Kamiokande found that their data were consistent with their neutron multi-

plicity model within uncertainties, there are limitations for using their data to then refine existing

multiplicity models. First, since the neutrino source was atmospherics, the incident direction of

the neutrino was not known; this means that the neutrino’s incident energy could not be accu-

rately reconstructed (as is possible with a beam experiment). Additionally, Super-Kamiokande’s

detector signal could not indicate whether the atmospheric was a neutrino or an antineutrino,

whereas the fractional presence of both is well-characterized in a neutrino beam.
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Figure 4.9. Neutron multiplicity distribution for candidate p → e+π0 (top) and p → µ+π0

(bottom) events within the Super-Kamiokande detector. The presence of interactions with a
non-zero neutron multiplicity is due to atmospheric neutrino interaction contamination. The
dotted red histogram shows the true multiplicity of neutrons in the atmospheric neutrino MC,
and the solid red histogram shows the multiplicity of successfully tagged neutrons in the atmo-
spheric neutrino MC. Taken from [158].

4.4.3 Liquid scintillator (Minerva)

Liquid and solid organic scintillator-based detectors are also efficient at neutron multiplicity

searches. Scintillator detectors have a high photon yield to energy deposition ratio, making de-

tection of low energy physics interactions possible. For reference, the SNO+ experiment’s scin-

tillation cocktail emits approximately 10000 photons/MeV [77]. Following a charged-current

neutrino interaction, neutrons are primarily detected via their inelastic scatters on protons in the

organic scintillator or by the 2.2 MeV gamma emitted following a neutron capture on a proton.

The Minerva experiment has made a recent measurement of the neutron multiplicity from

muon antineutrino interactions on hydrocarbon [162]. The Minerva detector, located in the

NuMI beamline at Fermilab, is composed of an array of liquid scintillator-filled pipes routed

with optical fiber to collect the scintillation light produced following particle interactions. Any

neutron inelastic scatters appear as isolated energy depositions in several neighboring scintillator
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bars. The neutron multiplicity as a function of clustered energy deposition is shown in figure

4.10.

Figure 4.10. Neutron candidate multiplicity distribution as a function of energy deposition in
the Minerva detector. A discrepancy in the data and MC simulation is apparent in the Edep <
10MeV region. Taken from [162].

A clear discrepancy in the Edep < 10MeV region is apparent in figure 4.10. To investigate

the source of this low-energy discrepancy, the neutron candidate distribution was re-binned as a

function of time-of-flight relative to the reconstructed antineutrino vertex interaction time (see

figure 4.11). The data/MC discrepancy at Edep < 10MeV appears to be due to an excess of

protons, π±, and π0EM signal in the simulation relative to the data.

The Minerva measurement is a great example of a neutron multiplicity measurement as a

function of observed energy. The time-of-flight information also provides approximate infor-

mation on the energy of the neutrons produced in the neutrino interactions. The Minerva mul-

tiplicity measurement would be complementary to similar measurements in a neutrino beam of

different energy regimes (Minerva lies in the NuMI beam line, with neutrinos produced mostly

at energies 2− 20 GeV [163]) as well as with a detector medium containing different target nu-

clei. Take oxygen for example; since carbon and oxygen are both lighter elements, a comparison

of the Minerva’s neutron multiplicities in a water-based detector would assist in validating and

tuning FSI models for nuclei in the same mass range.
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Figure 4.11. Neutron candidate multiplicity distribution as a function of time-of-flight relative
to the interaction vertex time. The discrepancy between data and simulation in the Edep <
10MeV region appears isolated to the centroid of the time-of-flight distribution and could
be mostly resolved by rescaling the simulation’s rate of proton π+, π− and π0/EM -based
contamination. Taken from [162].
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Chapter 5

The ANNIE experiment

As discussed in chapter 4, there is a clear demand for new detectors that are capable of measuring

neutron multiplicities from neutrino interactions. Neutron multiplicity measurements across a

variety of different nuclei will help validate models of neutron-producing interactions, such as

np-nh and final state interactions. Measurements of the neutrino-oxygen neutron multiplicity

are particularly important for tagging atmospheric neutrino backgrounds in water Cherenkov

detectors. Development of neutron detection techniques will also lead to improved neutrino-

nucleus interaction reconstruction.

The ANNIE detector is designed to meet this demand. ANNIE is a gadolinium-doped water

Cherenkov detector located in Fermilab’s Booster Neutrino Beam (BNB) line, and will make

a measurement of the number of neutrons produced following GeV-scale neutrino interactions

on oxygen. ANNIE will also utilize new detector technologies, specifically gadolinium-doped

water and Large-Area Picosecond PhotoDetectors (LAPPDs), to improve the reconstruction of

neutrino-nucleus interactions and the neutrons produced. Along the way, ANNIE will also mea-

sure neutrino interaction cross sections, with an emphasis on the total cross section, charged-

current interactions with zero pions (CC0π), and charged-current interactions with one pion

(CC1π).

The following chapter provides an overview of ANNIE’s neutron multiplicity detection tech-

nique, and a closer technical look at each ANNIE subsystem. Details on the improvements

resulting from gadolinium doping and LAPPD utilization are discussed in the tank subsystem

section.
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5.1 Measuring neutrino neutron multiplicities in ANNIE
To perform the neutron multiplicity measurement, ANNIE has five primary components:

• The Fermilab Booster Neutrino Beam (neutrino source)

• The ANNIE water tank (neutrino interaction medium)

• The Front Anti Coincidence Counter (FACC; tags muons produced in the dirt upstream)

• The Muon Range Detector (muon track and energy reconstruction)

• The data acquisition electronics

Each component and its orientation in the ANNIE hall are shown in figure 5.1.

Figure 5.1. Cross section of the ANNIE detector with a breakdown of the key detector com-
ponents. The neutrino beam crosses from left to right through the Front Anti-Coincidence
Counter (FACC, labeled as “Front Veto” in diagram), ANNIE tank, and MRD. Figure taken
from [152].

To summarize how the ANNIE detector will conduct its neutron multiplicity measurement,

an example neutrino charged-current interaction is shown in figure 5.2. When a charged-current

neutrino interaction occurs in the ANNIE tank volume, any charged particles produced in the

interaction will emit Cherenkov light if moving faster than the speed of light in water (typically

muons, pions, and electrons in ANNIE). The Cherenkov light emitted will produce a time and

charge signal in the tank PMTs, which is utilized to reconstruct the neutrino event. Additionally,
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muons are generally produced with enough energy to exit the tank; forward-directional muons

will pass through the muon range detector for muon energy and track reconstruction.

Figure 5.2. Breakdown of a single charged-current neutrino interaction in the ANNIE detector,
and a description of each component’s role in the event’s reconstruction. Figure from [152].

Following the initial interaction, any neutrons produced will scatter through the water volume

and eventually thermalize. Some time later (characteristic capture time of 30 µs for a 0.2%

gadolinium sulfate concentration by weight), the neutron will capture on a gadolinium atom.

The gadolinium atom will be in an excited state post-capture, and de-excite through the emission

of a gamma cascade with total energy∼ 8MeV . The gamma radiation will scatter on electrons

in the water, producing more Cherenkov light.

In short, neutron multiplicities of neutrino interactions are measured in ANNIE by counting

the flashes of light (i.e. number of neutron captures on gadolinium) that occur within the ANNIE

tank volume following a charged-current neutrino interaction.

5.2 The Booster Neutrino Beam (BNB)
The Booster Neutrino Beam (BNB) line is one of two active neutrino production beamlines cur-

rently at Fermilab, and is the primary neutrino source for ANNIE. The beamline was originally

developed for use in the Booster Neutrino Experiment (BooNE), but other past, present, and

future experiments such as MicroBooNE, SciBooNE, ICARUS, SBND, and ANNIE also utilize

its beam. A top-down view is shown in figure 5.3 to provide scale and locational references to

Wilson Hall, as well as ANNIE’s location relative to the target (marked as a green star). The

ANNIE detector is located 100 meters downstream from the production target.

An overview of the BNB’s primary components is displayed in figure 5.4. To produce neutri-

nos in BNB, protons are accelerated to energies of 8.89 GeV via Fermilab’s Booster Accelerator
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Figure 5.3. Drawing of the Booster Neutrino Beam line at Fermilab. The green star marks
the approximate location of the ANNIE hall from the production target. Figure modified from
[164].

and fired at a beryllium target. Secondary mesons (π±, K±, K0) are produced via interactions in

the target. Pions are then selected for positive or negative charge via an electromagnet (known as

the horn). These pions decay in the following decay pipe, producing muon neutrinos or antineu-

trinos depending on the pion’s charge. The BNB delivers beam dumps to the ANNIE hall at a

rate of roughly 5 Hz, where each beam dump contains 84 bunches spread throughout a 1.6µs

window [165].

The BNB currently operates in neutrino mode at Fermilab, and will for the foreseeable future.

In neutrino mode, the magnetic horn selects negatively-charged pions produced in the target.

Residual contamination from other secondary mesons are still present and must be accounted

for when profiling the final neutrino beam. After selecting pions with the horn, the beam is

collimated using a concrete collimator 259 cm downstream from the target. The pions then pass

through a decay region and undergo the decay

π− → µ− + νµ , (5.1)

providing the desired muon neutrino. The secondary muons are stopped using absorber

targets at the end of the decay pipe.
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Figure 5.4. Summary of the Booster Neutrino Beam target hall’s main components. Taken
from [166].

A detailed overview of the neutrino production process is summarized in appendix C.

5.2.1 BNB beam profile

Key properties of the BNB, including neutrino flavor fractions and energy distributions, are de-

termined through simulation. A full Monte Carlo simulation of the production target, magnetic

horn, and secondary particle production was developed by the MiniBooNE collaboration, and

has also been utilized by MicroBooNE for beam modeling [166, 167]. When measuring the

cross sections of various neutrino interactions, analyses of ANNIE data will utilize the same

software to estimate the neutrino beam properties in the ANNIE hall.

Given the beam properties are not expected to change drastically between MicroBooNE’s

detector position to ANNIE’s, a brief overview of the MiniBooNE neutrino flux predictions is

informative. When protons strike the beryllium target in the production hall, the neutrino flux is

determined by the decay of mesons in the BNB decay pipe. The contributions of each meson’s

decays to the total νµ and ν̄µ flux when operating in neutrino mode are shown in table 5.1.

Notice that the pions produced in the beryllium target largely determine the muon neutrino

and antineutrino content. The simulated energy distribution of the BNB in neutrino mode is

shown in figure 5.5. BNB neutrinos have a mean energy of approximately 700MeV .
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Decay mode νµ Decay mode ν̄µ

Flux (ν/cm2/POT) 5.19× 10−10 3.26× 10−11

Frac. of total 93.6% 5.86%

Composition π+: 96.72% π−: 89.74%

K+: 2.65% π+ → µ+: 4.54%

K+ → π+: 0.26% K−: 0.51%

K0 → π+: 0.04% K0: 0.44%

K0: 0.03% K0 → π−: 0.24%

π− → µ−: 0.01% K+ → µ+: 0.06%

Other: 0.30% K− → π+: 0.03%

Other: 4.43%

Table 5.1. Contributions of each meson channel to the total νµ and ν̄µ fluxes in the BNB beam
line derived from simulation. The first particle listed in each production mode is a parent parti-
cle produced by a proton or neutron interaction within the production target. Flux contributions
are valid for the BNB operating in neutrino mode. νe and ν̄e fractional contributions are also
simulated, but are not shown. Table from [166].

Figure 5.5. Energy distribution of the simulated BNB neutrino mode flux at MicroBooNE.
Although the beam is dominated by the νµ flux, the antineutrino and electron flavor components
are also present. Figure taken from [166].
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5.3 ANNIE water tank
The ANNIE water tank is an upright cylinder with a height of 13 feet and diameter of 10 feet.

When fully filled, the tank holds a volume of 26 tons of water. The PMT/LAPPD support struc-

ture hangs inside the ANNIE tank. The entire support structure is wrapped with several layers of

black low-density polyethylene, optically separating the tank volume into an “internal volume”

(active detection medium instrumentated with tank PMTs) and an “external volume” (which

could be used to veto cosmics with a detector upgrade). The ANNIE tank is made of standard

steel, and lined with a white PVC liner distributed by Kentain. The PVC liner prevents leaching

of heavy elements from the tank’s steel and eliminates risk of corrosion in the tank. Of particular

importance, past experiments have shown that iron leaching into Gd-doped water can negatively

impact the Gd-doped water’s transparency [168]. A white liner was chosen to maximize re-

flections in the external volume, which would improve the efficiency of cosmic muon tagging

through the addition of outward-facing PMTs.

5.3.1 PMT/LAPPD support structure and tank lid

A stainless steel support structure is utilized to mount the tank photomultiplier tubes and LAP-

PDs. The support structure is made of 304 stainless steel, and is attached directly to the lid of the

ANNIE tank. All steel was passivated, electropolished, and teflon-taped to minimize leaching of

impurities into the tank water. The support structure contains 8 horizontal panels which form an

octogonal structure in the inner volume. Between each panel, 8 rails are installed; LAPPDs can

be deployed at any position along each rail. Combining the side panels with the top and bottom

panels, ANNIE can mount 136 inner PMTs and 16 outer PMTs total. Currently, 132 inner PMTs

and no outer PMTs are mounted due to time and budget constraints. A CAD drawing of the

support structure resting in the ANNIE tank, which was used to inform design and fabrication,

is shown in figure 5.6.

The tank lid acts as the primary interface between the detector hall and the detector volume.

Four large ports (colored orange in figure 5.6) are used as PMT cable and LED fiber entry/exit

points. Five calibration ports are also located on the lid. 8 rectangular ports provide access to

the LAPPD rail mounts. A central hatch (holds the 4 PMTs on the right side of figure 5.6) can

be removed for the deployment of larger apparatuses; this was used to deploy the scintillator
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Figure 5.6. CAD drawing of the ANNIE support structure resting inside the ANNIE tank (left)
and the tank lid (right). PMTs are also shown in the diagram where they are mounted on the
structure. The support structure is bolted onto on the lid and suspended in the ANNIE tank.
Figures from [169].

volume for characterizing neutron backgrounds in the ANNIE engineering run (ANNIE phase

I).

Three PVC tubes are also installed in the lid for recirculation and nitrogen bubbling. Nitrogen

is constantly bubbled into the tank to displace oxygen in the water, which can increase light

attenuation in the tank and result in organic growth in the tank volume. The PVC tubes run

along the support structure and do not shadow any PMTs in the inner volume.

5.3.2 Tank PMTs

The ANNIE tank is instrumented with four different types of photomultiplier tubes. The 20

PMTs placed at the tank bottom are 10-inch Hamamatsu R7081 PMTs previously used in the

LUX experiment’s muon veto [170]. The 20 PMTs mounted on the tank’s top panel and hatch are

new 11-inch ETEL prototype tubes. The remaining PMTs mounted around the inner structure’s

wall are a combination of brand new 8-inch Hamamatsu R5912 PMTs, 10” Hamamatsu R7081

PMTs used in the WATCHBOY experiment [171], and four 10” Hamamatsu R7081-100 high

quantum efficiency PMTs that will eventually be used in the WATCHMAN demonstration [172].

For a detailed review of the general characteristics of photomultiplier tubes, see [173].

To provide a more symmetric charge response to single photons in the ANNIE tank volume,

all PMT voltages were selected so the photodetectors have a similar gain. PMT gain matching
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was first performed on a test stand at Fermilab and then re-performed in-situ using LEDs. For a

more in-detailed discussion of the in-situ PMT gain calibration, see section 6.2.

5.3.3 Large Area Picosecond PhotoDetectors (LAPPDs)

Large Area Picosecond PhotoDetectors (LAPPDs) are a developing photodetector technology

for next-generation neutrino detectors. The LAPPD has an 8 × 8-inch photosensitive area

that converts photons to electrons with a similar quantum efficiency to that of PMTs (20-25%

QE). LAPPDs can achieve photoelectron amplifications of up to 107 gain, and also demonstrate

millimeter-level position resolution with< 100 picosecond photon time resolution. An in-depth

study of the performance of several LAPPDs can be found at [174].

In the 2020-2021 beam year, ANNIE will install 5 LAPPDs on the support structure to im-

prove the reconstruction of charged-current interactions. Muon neutrino charged-current event

reconstruction in ANNIE relies primarily on detecting Cherenkov radiation from the final-state

muon; by adding LAPPDs in the ANNIE tank, the timing resolution on Cherenkov light de-

tection improves reconstruction of the muon track. Preliminary simulation studies utilizing the

current default ANNIE reconstruction algorithms indicate a factor of two improvement in vertex

reconstruction is possible [175]. Note that no LAPPD data is included in this thesis, as they were

not installed for initial commissioning and data-taking.

5.3.4 Gadolinium-doped water

The addition of gadolinium to the ANNIE water tank improves the neutron multiplicity mea-

surement on two key fronts: an improved neutron capture detection efficiency and a shorter time

difference between neutrino interaction and neutron capture/detection.

Following a thermal neutron capture, gadolinium (specifically 155Gd or 157Gd de-excites and

emits a total of 7-8 MeV energy in gammas [176]. The final result is more visible Cherenkov

light following the gammas’ Compton scatters on electrons in the water. The resulting signal is

larger than most naturally-occurring radioactive backgrounds resulting from contaminants such

as the 238U or 232Th chains.

Gadolinium also has a large thermal neutron capture cross section; as such, neutrons will

preferentially capture on gadolinium even when gadolinium is in low concentration. Given that
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the effective cross section of a homogeneous mixture of two materials A and B is

σeff =
NA

N
σA +

NB

N
σB , (5.2)

a considerable fraction of neutron captures would still occur on hydrogen in water if the

neutron capture cross sections of H and Gd are of comparable size. Fortunately, the thermal

neutron cross sections of natural gadolinium is ∼ 49, 000 barns (primarily due to large capture

cross sections on 155 and 157-gadolinium), a considerably larger value than hydrogen’s cross

section at 0.33 barns [177, 178, 179]. As such, only a small addition of gadolinium is needed to

drastically increase the detection medium’s neutron capture cross section.

The addition of gadolinium in ANNIE also reduces the time between when a neutron is pro-

duced and when it captures in the tank. For gadolinium sulfate concentrations of approximately

0.2% by mass, a reduced neutron capture time (≈30 µs) is expected relative to pure water (≈200

µs). Similar reductions in capture time have been observed in past gadolinium-doped detectors,

including Double CHOOZ and Daya Bay [180, 177]. For reference, the mean neutron capture

time in the six Daya Bay detectors was measured to be τ = 33.46µs with all liquid scintillator

detectors loaded with 0.1% gadolinium by mass [85]. A first measurement of ANNIE’s neu-

tron capture time using an AmBe source is also presented in this thesis, and was found to be

τ = 37± 7µs (see section 8.5.2).

Larger concentrations than 0.1% gadolinium by mass are generally not used. The addition of

more gadolinium has two main effects: increasing the fraction of neutron captures on gadolinium

and shortening the mean capture time. Generally, adding more than 0.1% gadolinium by mass in

water has diminishing returns for both effects and becomes cost-inefficient, as described below.

Shortening the mean capture time to even less than 30µs can increase the contamination

of backgrounds in neutron captures. As the capture time constant decreases to below 30µs,

more neutrons will capture in the same time range as Michel electrons produced in muon decays

(muon lifetime is 2.2 microseconds [15]) and PMT afterpulsing instrumentals (seen to occur

6 − 10 microseconds after a high energy event; see the afterpulsing peak in calibration data in

figure 8.10). There’s no need to reduce the capture time further than 30µs if the result is to

increase backgrounds.
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Further increasing the concentration of gadolinium yields diminishing returns on the number

of captures on gadolinium rather than water. Consider 1 gram of 0.1% Gd-doped water. The

number of gadolinium atoms and hydrogen atoms in the sample is

NGd = 0.001
157

mol Gdnat ,

NH = 0.999∗2
18

molH .
(5.3)

This results in an effective cross section of

σeff =
NGd

NGd +NH

49000 +
NH

NGd +NH

0.33 = 3.14 b . (5.4)

The fraction of captures on Gd given this effective cross section is the gadolinium contribu-

tion to σeff divided by σeff itself, and is

fGd,cap =
1

σeff

NGd

NGd +NH

49000 = 0.90 . (5.5)

Thus, 90% of neutron captures already occur on gadolinium for water doped with 0.1%

gadolinium by mass. From this point, larger amounts of gadolinium must be added to acquire

only percent-level increases gadolinium capture fraction. This is cost-prohibitive, and higher

concentrations of gadolinium can also negatively impact water transparency.

5.3.4.1 Gadolinium sulfate for Gd-loading

The ANNIE collaboration has chosen to load gadolinium via the addition of gadolinium sulfate

(Gd2(SO4)3) at 0.2% concentration by mass. This compound is an electrolyte, dissolving into its

Gd+3 and SO−2
4 constituents when placed into a solvent like water. Gd2(SO4)3 was selected for

use in ANNIE for its low corrosiveness and low absorption of light at> 300nm. An absorption

curve of 0.2 % Gd2(SO4)3 in 18MΩ DI water is compared to pure DI water in figure 5.7. The

absorption of light begins to increase below 300 nm, but ANNIE’s PMTs are not sensitive to

light in this region; above 300 nm, gadolinium doping has a small impact on the absorption

length relative to pure water detector, with no observable difference above 350 nm.

There are several alternative gadolinium compounds that could be used for doping, but were

not considered for use in ANNIE. Studies for gadolinium compound compatibility with water

Cherenkov detectors have been performed in the past for Super-Kamiokande, with the leading
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Figure 5.7. Absorption of 0.2%Gd2(SO4)3-loaded ultrapure water relative to ultrapure water.
The inset shows the absorption curve in the wavelengths of maximum sensitivity common for
PMTs.

competitors beingGdCl3 andGd(NO3)3 [181]. GdCl3 was ruled out for use in ANNIE because

the Cl−1 ions formed in solution are corrosive and would increase the risk for rust formation on

the PMT support structure. GdCl3 is a good candidate for detectors that have little risk for

corrosion, such as the WATCHBOY detector which is primarily composed of acrylic [171].

Gd(NO3) is not corrosive, but is effectively opaque for the entire UV region below 350nm;

this reduces the fraction of UV-range Cherenkov light seen by PMTs, hindering the detector’s

performance.

5.3.5 ANNIE water purification system

Gadolinium-doped water purification is more complex than pure water purification and cannot

employ all of the same purification techniques. Gadolinium-doped water must be purified with-

out removing any gadolinium or sulfate ions from the water; the gradual removal of gadolinium

would steadily increase the mean neutron capture time in a Gd-doped water detector, while the

removal of sulfates could create a basic solution that would encourage the formation of GdOH

and result in gadolinium dropping out of solution. As such, more aggressive pure water purifi-

cation techniques, such as distillation or reverse osmosis (RO), are no longer an option.

Gadolinium-doped water purification systems developed and deployed prior to ANNIE helped

inform the design of ANNIE’s purification system. The Evaluating Gadolinium’s Action on De-
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tector Systems (EGADS) 200-ton detector served as a first testing ground for upgrading Super-

Kamiokande to a Gd-doped detector. EGADS was developed to quantify the impact that gadolin-

ium doping would have on the Super-Kamiokande detector’s performance. EGADS also served

as a testbed for a small-scale Gd-doped water purification system utilizing ultrafilters and nanofil-

ters. The primary objective of the system was to remove impurities both larger and smaller than

the the gadolinium and sulfate ions, a technique known as “molecular bandpass filtering”.

Although the EGADS purification system demonstrated success, ANNIE has different de-

mands and design constraints relative to EGADS/SuperK. Since space is limited in the ANNIE

hall and the ANNIE tank is only 26 tons, a smaller purification system than that used by EGADS

was needed. The ANNIE water purification system is briefly summarized below, but more de-

tails are available at [182].

ANNIE tank
30 tons

Pump 1 5 μm filter UV lamp

TOC lamp

Anion resin

0.2 μm filter

DI array

Ultrafilter

Mixing tank
400 kgs

MT pump

1 μm filter

Gd Ωm

DI Ωm

Flow m

pH m

Port

Figure 5.8. Flow diagram of the ANNIE water purification system. Figure taken from [183].

A diagram of the ANNIE water purification system is shown in figure 5.8. The initial feed

from the ANNIE tank is first passed through a 5 µm micron filter to remove larger particulates.

Flow is then directed into a UV lamp, used to kill bacteria with 254 nm UV light. If desired,
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flow can then be passed through a TOC lamp, emitting 185 nm UV light, to break the carbon

bonds of organic impurities, such as plastics leached from detector components. The anion

resin follows, and is primarily used to capture nitrates and anionic impurities remaining from

organics broken up by the TOC lamp. In a pure water operational mode, the TOC lamp and

anion resin are bypassed and flow is directed to a mixed bed DI resin array that removes anions

and cations, producing ultrapure water with resistivities of 18−20MΩ. An ultrafilter (∼ 30 nm

pore size) is also installed to remove any iron in colloidal form, such as bacterial iron or larger

iron-based organic compounds. A final 1µm filter removes any particulates collected from the

water system’s components. A secondary loop contains a mixing tank, used to stir gadolinium

sulfate into the ANNIE water system.

Water quality is monitored through an array of sensors built into the system and external

Raspberry Pis. Flow rate, water acidity, and water resistivity readings are available through

digital displays on the water system’s front panel. This panel, along with the rest of the hall, is

monitored with an array of Raspberry Pi cameras, whose photos are transferred to the ANNIE

web sever for monitoring during shift. Several Raspberry Pis also have water sensors attached,

which send alarms to the ANNIE shift slack if a leak ever develops in the water system.

5.4 Muon Range Detector (MRD) and Front Anti-Coincidence
Counter (FACC)

The MRD and FACC are the most pivotal systems to muon detection in ANNIE. The Front

Anti-Coincidence Counter (also referred to as the FACC, the “front veto”, or the Front Muon

Veto (FMV)) is responsible for tagging muons produced upstream of the ANNIE tank, as muons

not generated via neutrino interactions in the tank can contaminate the charged-current neutrino

interaction dataset. The MRD’s primary use is to detect and reconstruct any muons produced

in the tank volume via charged-current neutrino interactions. The two subsystems pair to veto

non-tank muons and reconstruct neutrino interaction-based muons.

5.4.1 FACC overview

The FACC is used to reject events originating from muons produced upstream of the ANNIE

tank. The FACC is composed of 26 plastic scintillator paddles, mounted in two rows of 13
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paddles. The FACC was built from components of the Collider Detector at Fermilab (CDF)

[184]. If any FACC paddle triggers in coincidence with a beam spill, the event can be flagged as

a non-neutrino interaction. The FACC’s data readout is integrated into that of the MRD as seen

in figure 5.13. The refurbished and installed FACC is shown in figure 5.9.

Figure 5.9. Picture of the FACC system with the ANNIE tank removed. The paddles reside
upstream from the ANNIE tank (not yet installed in figure) for maximal solid angle coverage
of the ANNIE tank.

5.4.2 MRD overview

The Muon Range Detector (MRD) resides behind the ANNIE water tank just downstream of the

beam, and is used to track muons produced by charged-current neutrino interactions. The MRD

is composed of 307 plastic scintillator paddles coupled to 2-inch PMTs. There are eleven rows

of paddles, with each row being either horizontally or vertically oriented. Each row of paddles

is separated with iron plates to help slow the traversing muon, and can be moved to any desired

position on the pink frame via a mounted pulley system (see figure 5.10).

As a muon passes through the MRD, the muon’s direction and penetration depth can be de-

termined to reconstruct the muon’s momentum. A muon must be fully contained in the MRD

to effectively reconstruct the muon track; fortunately, the MRD is sensitive to a broad range of

muon energies consistent with the BNB neutrino energy spectrum. A GEANT4-based simula-

tion of muons generated in the ANNIE tank and passing through the MRD demonstrates this

in figure 5.11. Muons with energies between 200-1200 MeV will stop somewhere in the MRD,

depending on the muon’s angle of incidence. As such, a large portion of muons produced from

BNB-based charged-current neutrino interactions should be fully reconstructable in the MRD
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Figure 5.10. Front view of the MRD (left) and schematic of the MRD paddle positions (right).

(recall the BNB energy spectrum peaks at 700 MeV, seen in figure 5.5).

Figure 5.11. Penetration depth of tank-based muons into the MRD. Results for muons of differ-
ent incident angles relative to the beam axis (color-coded) are shown. The MRD is sensitive to
muons originating from the ANNIE tank with energies between 200-1200 MeV. Figure from
[169].

5.5 ANNIE data acquisition (DAQ) electronics
The ANNIE data acquisition electronics are responsible for collecting and storing data from the

ANNIE photomultiplier tubes and LAPPDs. The acquisition of data from tank PMTs, MRD

PMTs, and LAPPDs is conducted by three separate DAQ subsystems. A single Central Trig-

ger Card (CTC) records all trigger types and timestamps that triggered data acquisition in any
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subsystem to facilitate combining the datastreams in post-processing. The tank PMT data acqui-

sition is performed with three VME crates, each filled with Analog to Digital Converter (ADC)

cards which store full PMT waveforms. The MRD data acquisition is performed with two CA-

MAC crates filled with discriminators and Time to Digital Converter (TDC) cards, which store

timestamps of when any discriminator channel crosses a preset voltage threshold. The LAPPD

data acquisition is currently in development, and will not be discussed in this thesis.

In a beam run configuration, neutrino beam data acquisition is triggered by a pulse from the

Resistive Wall Monitor (RWM). The RWM is coupled directly to an inductor in the BNB hall,

and sends an analog pulse to the ANNIE hall for every beam spill incident on the beryllium

target. Two microseconds of tank PMT waveforms are acquired for every RWM pulse trigger;

the readout is extended to ∼ 70 microseconds if any single tank PMT detects a pulse consistent

with at least 5 photoelectrons. Four microseconds of MRD TDC data is acquired for every

RWM pulse. See section 9.2 for more information on the beam profile relative to the acquisition

window in each subsystem.

The control of data acquisition is managed through two DAQ servers located in the ANNIE

hall. The DAQ server communication used to configure the CTC, VME CPU boards, and CA-

MAC CPU boards is performed using the ToolDAQ framework. The DAQ server is also used to

start/stop runs and adjust run configurations. A chain of tools in ANNIE’s ToolAnalysis frame-

work are used to combine raw CTC, Tank PMT, and MRD/FACC data into single events which

can be used for physics analyses.

The following sections detail the electronics subsystems associated with the tank PMTs and

the MRD/FACC PMTs. The LAPPD data acquisition electronics are currently still in develop-

ment, and will not be covered.

5.5.1 Tank PMT electronics and DAQ

The Tank PMTs are powered by a CAEN SY527 crate with A374P control cards. Each tank

PMT’s high voltage setpoint is individually configurable. A LABVIEW-based GUI was devel-

oped to interface with both the Tank PMT and MRD/FACC HV electronics through serial port

communication, making remote control straightforward for ANNIE shifters.

The Tank PMT waveform collection workflow is shown in figure 5.12. The tank PMT cables
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are connected to pickoff boxes, which provide the PMT high voltage and extract the PMT signal.

All pickoff box connections are impedance-matched to the 50Ω impedance of the tank PMTs.

PMT waveforms are digitized using custom K0T0 4-channel 12-bit 500 MHz ADC cards. The

K0T0 cards have a 2 nanosecond time resolution and voltage readout resolution of 2.415V/212

ADC counts. Each VME crate housing the ADC cards contains one CPU board; the CPU board

collects PMT data from the ADC cards via the VME backplane, and transfers the data to the

DAQ servers for storage and eventual processing.
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synchronization/frequency 
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External 

NIM/TTL Signals

Central Trigger Card
L0 Master Trigger/Clock 

Distribution 

L1 Master 

Trigger/Clock 
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L1 Master 
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L1 Master 
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ADC Cards
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…

A25 CPU Board
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Figure 5.12. Diagram of the ANNIE Tank PMT dataflow. Figure modified from [185].

The CTC forms the foundation for triggering data acquisition in ANNIE’s tank PMTs. A

125 MHz GPS clock reference is sent to the CTC, which distributes sync signals to all ADC

cards to keep all ADC card times in-sync. The CTC is connected to all ADC cards through a

set of Trigger/Clock distribution boards, which act as the pathway for delivering sync signals

and timing as well as receiving trigger primitives. Triggers to collect data from all ADC cards

are generated based on any combination of logic based on signals collected through external

NIM/TTL signals (beam signals, LED trigger signals, AmBe source signals, etc.) and the ADC

card trigger primitives (number of PMTs hit or number of PMTs not hit). When the CTC deter-

mines data acquisition should occur, trigger signals are sent to all ADC cards and any desired
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Figure 5.13. Data flow for MRD electronics.

external electronics (such as the LEDs).

5.5.2 MRD/FACC electronics and data acquisition

The MRD and FACC PMTs are powered by A LeCroy crate filled with LeCroy 1440 HV supply

boards. Each channel’s voltage setpoint is individually configurable, with a Vmax = 2.5 kV and

Imax = 2.5mA. All HV is controlled through the same LABVIEW-based GUI as used for the

tank PMT HV control.

The MRD/FACC data flow is shown below in figure 5.13. PMT signals from the MRD and

FACC PMTs are fed into LeCroy 4413 discriminators mounted in a NIM crate. The output from

the PMT discriminators are fed to an array of 250 MHz LeCroy time-to-digital converter (TDC)

cards. As such, only hit time information is collected from the MRD channels. Readout from all

TDC cards is triggered by an 8-channel discriminator, which distributes trigger pulses to each

TDC card when it receives an RWM pulse. TDC data is read out through a NIM crate-USB

interface card by the DAQ servers and stored locally for future processing.
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Chapter 6

Calibration and monitoring

Detector calibration and monitoring are essential tasks for safe detector operation and successful

analysis of detector data. While calibration is the utilization of well-understood or controllable

physical processes to quantify a detector’s performance, monitoring is the continual tracking of

the detector’s state over time to confirm the validity of past calibration as it pertains to future

data. Calibration and monitoring prior to, and during, data-taking are key to relating a detec-

tor’s signal to known physics interactions and benchmarking detector performance for observing

these interactions. This process is critical for comparing any physics analysis performed with

detector data to measurements made with other detectors, a necessary step in making multiple

measurements of the same physical processes.

This chapter describes the procedures utilized to calibrate and monitor the ANNIE detector.

Calibration sources and their properties are first described, followed by a description of the

calibration procedures performed on the ANNIE tank electronics. The chapter closes with a

brief discussion of the monitoring techniques used to track the water quality and transparency

in the ANNIE tank.

6.1 Calibration sources
A suite of calibrations were performed in the ANNIE detector using a combination of well-

characterized light sources and radioactive sources. The main calibration sources utilized for

commissioning ANNIE include controlled light sources for characterizing ANNIE’s photode-

tectors and an Americium-Beryllium source to study ANNIE’s response to neutron captures on

-125-



gadolinium. Through-going muons are also used to quantify the total charge observed due to

Cherenkov light per unit of energy deposition (see section 9.5.1).

6.1.1 Stationary LED fibers

The ANNIE tank needed in-situ light sources for performing calibration and monitoring studies.

I designed and constructed six Optical Fiber Modules (OFMs) installed on the ANNIE inner

structure for light injection.

A cross-sectional diagram of the OFMs is shown in figure 6.1. An optical fiber is installed

in polypropylene tubing, which provides protection and rigidity to the fiber. The fiber is glued

into an acrylic disk, which acts as the OFM’s light injection window. The acrylic disk is then

glued to a PVC tube, and the tube is filled with epoxy to provide additional support to the optical

fiber. Stainless steel zip ties are used to attach the OFM to the ANNIE frame.

Figure 6.1. Cross section of an ANNIE optical fiber module. All materials were chosen for
gadolinium compatibility and durability throughout ANNIE’s operation.

The optical fiber is a 700µm diameter multimode optical fiber (300− 2000nm bandwidth)

purchased from Thorlabs. The fiber was chosen for its large Numerical Aperture (0.5 NA), which

provides the injected light a broad diffusion angle upon exiting the fiber, as well as its material

compatibility with gadolinium-doped water as tested at UC Davis.

Each OFM is mounted at one of six different positions inside the ANNIE tank. Four OFMs

are mounted on side panels facing across the ANNIE PMT volume, one OFM is mounted on

the bottom panel looking upward, and one is mounted at the top of panel 8 at an angle looking

directly to the tank bottom. A panel map with LED positioning is shown in figure 6.2, and a

picture of the PMT structure with the OFM positions illustrated is in figure 6.3.

Six LEDs are connected to each optical fiber and used to inject light into the ANNIE tank.

LED intensities are set based on the intensity read out by a photodiode installed on the LED
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Figure 6.2. Panel map of PMTs in the ANNIE tank with the approximate LED positions marked
with a star. Each box corresponds to an approximate PMT position and its cable label. Panel 0
is the bottom panel, panels 1-8 are the side panels, and panel 9 is the top panel.

LED Properties Value

Emission wavelength (nm) 468

Duration of light pulse (ns) 5-20

Pulse repetition frequency (Hz) 1-1000

Width of amplitude spectrum (%) 1.3

Error of flash energy control (%) 0.5

Error of flash energy stabilization (%) 0.3

Table 6.1. Key properties for the ANNIE LEDs. Further details available at [187].

electronics board, and can either fire at fixed frequency or be externally triggered by the ANNIE

DAQ. A general overview of the relevant LED properties is provided in table 6.1 [187].

6.1.2 Cosmic muons and “dirt muons”

Cosmic muons and so-called “dirt muons” act as a valuable calibration source for ANNIE’s re-

sponse to GeV-scale muons. As seen in figure 6.4, most cosmic muons observed at sea level
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Figure 6.3. Picture of the ANNIE inner structure with stars marking the LED OFM mounting
positions. One LED OFM is not shown, which is mounted approximately at the point where
the photo was taken. Picture from [186].

have energies at the GeV-scale [188]. This energy regime overlaps nicely with muon energies

anticipated following muon neutrino charged-current interactions in the BNB beam line. Fur-

thermore, muon neutrino charted-current interactions that occur in the dirt in front of the AN-

NIE tank (known as dirt muons) can also produce GeV-scale muons utilizable for calibration

purposes.

The ionization energy loss per unit distance traveled in a medium for muons can be character-

ized using the Bethe-Bloch equation. To first order however, GeV-scale muons have a constant

energy deposition per distance traveled in a medium and are minimum-ionizing particles (MIPs)

[189]. In this case, ANNIE’s detector response to minimum-ionizing muons in both the ANNIE

tank and MRD can be approximately characterized using through-going cosmic and dirt muons

of known path length.

The energy deposition of a minimum-ionizing muon per unit path length varies depending
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Figure 6.4. Flux distribution as measured at sea level at Earth for muons with zenith angle 0o.
The best fit is a power law parameterization of the form I ∝ I0(E)−n, where I0 is the vertical
muon flux integrated over energy. Figure from [188].

Material ANNIE component ρ −〈dE/dx〉min Eµc

(g/cm3) (MeV cm2/g) (GeV )

Iron (Fe) MRD steel layers 7.874 1.451 345

Water (H2O) ANNIE tank water 1.000 1.992 1032

Polystyrene ([C6H5CHCH2]n) Scintillator paddles 1.060 1.936 1183

Air (dry, 1 atm) ANNIE hall 1.205× 10−3 1.815 1114

Table 6.2. Muon energy loss information for several detector materials in ANNIE. Eµc is
the energy at which electronic and radiative losses become equal and the minimum-ionizing
particle approximation breaks down considerably. Table numbers from [189].

on the medium being traversed. The dE/dx for minimum ionizing particles in several materials

in the ANNIE detector is provided in table 6.2 [189].

6.1.3 AmBe source

Neutrons emitted from an Americium-Beryllium (AmBe) source are utilized to characterize

ANNIE’s response to neutron captures on gadolinium. An AmBe source is a mixed composition
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of 241Am and 9Be. When an Americium atom undergoes alpha decay to 237Np, the following

reaction is possible:

α +9 Be (α, n) → 12C ∗ +n → 12C + γ(4.44MeV ) + n . (6.1)

Past measurements of AmBe sources indicate that the ratio of AmBe interactions with a

prompt 4.4 MeV gamma to all interactions producing a neutron is R = 0.58 [190, 191, 192].

Thus, an AmBe source regularly emits a prompt 4.44 MeV gamma in coincidence with a single

neutron. With the right configuration, the gamma signal can be utilized to trigger the ANNIE

detector and acquire data that can contain a neutron capture on gadolinium with the expected

∼ 30µs characteristic neutron capture time.

The ANNIE AmBe source has an Americium activity of 100 µCi. The typical efficiency of

∼ 10−4 for the (α, n) interaction and a 4.44 MeV de-excitation gamma produces approximately

100 tagged neutrons per second [193].

6.1.3.1 Triggering scheme

A single AmBe source data aqcuisition is triggered by the 4.44 MeV de-excitation gamma to de-

tect the correlated neutron. A Bismuth Germanium Oxide (BGO) scintillation crystal is mounted

above the AmBe source and instrumented with two Silicon PhotoMultipliers (SiPMs), referred

to as the “AmBe source SiPMs”. When a 4.44 MeV γ scatters in the BGO crystal, a burst of light

(∼ 8500 photons/MeV) is detected by the AmBe source SiPMs which trigger the ANNIE data

acquisition. When the AmBe neutron thermalizes and captures on gadolinium in the detector

volume, the tank PMTs will observe the Cherenkov light produced by de-excitation gamma rays

scattering off electrons in the water. A diagram of a single AmBe source acquisition is shown

in figure 6.5.

6.1.3.2 Source enclosure

The ANNIE AmBe source uses an acrylic housing to waterproof and protect all source compo-

nents during deployment. The acrylic housing has a removable lid that is sealed using a double

gasket design with four acrylic screws. The AmBe source itself is double-encapsulated in two

stainless steel layers to ensure containment if one cover layer fails. A small steel plate separates

the BGO crystal and AmBe source to reduce scintillation noise that could result from X-rays
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Figure 6.5. Diagram visualizing the principle of operation for the ANNIE AmBe source. When
a 4.44 MeV gamma is produced by the AmBe source and scatters in the BGO crystal, the
produced scintillation light is observed by the AmBe source SiPMs and triggers ANNIE data
acquisition. Any neutron that thermalizes in the tank and captures on gadolinium is observed
by the photodetectors. Figure modified from [194].

produced by 237Np. A photo of the AmBe source components is shown in figure 6.6.

Figure 6.6. Pictures of the ANNIE AmBe source housing and components (left) and the ANNIE
calibration ports (right).

When deployed in the ANNIE tank, the entire housing is surrounded with a black polyethy-

lene bag. The bag optically isolates the BGO crystal from the tank volume, preventing BGO

scintillation light from producing photoelectrons in the tank PMTs. The housing and black bag

fit into any of the five calibration ports installed in the ANNIE tank lid.

6.1.3.3 SiPM

The AmBe source utilizes two 60035 J-series SiPMs from ON Semiconductors to detect scintil-

lation in the BGO crystal. Typical operating conditions and specifications for the J-series SiPMs

are given in table 6.3. The AmBe source SiPMs are operated in a slow-pulse mode, resulting

in longer pulses (∼ µs) that provide the option to perform pulse shape discrimination for sig-

nal/background separation. An example SiPM pulse from an ANNIE calibration run is shown
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Parameter Value

Active area 6 mm × 6 mm

Number of microcells 22,292

Typical breakdown voltage (VBD) 24.2 - 24.7 V

Typical overvoltage OV (Vop = VBD +OV ) 2.5-6 V

Typical gain for OV ranges 2.9 - 6.3 ×106

Typical dark count rate for OV ranges 50-150 kHz/mm2

Peak quantum efficiency wavelength 420 nm

Typical QE for OV ranges and peak QE λ 30-38 %

Table 6.3. Several relevant properties for the AmBe source SiPMs. Further details are available
at [195].

in figure 6.7.

Single pulse in SiPM 1 from through-going muon (Run 1612)

Figure 6.7. Example SiPM pulse acquired during an ANNIE calibration run. The SiPMs oper-
ate in a “slow pulse” configuration, resulting in pulse widths on the order of 1-2 microseconds.

Note that while SiPM gains similar to those of conventional PMTs (O(107)) are achievable

at much lower operating voltages than PMTs, the dark count rate for SiPMs at room temperature
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(50− 150 kHz/mm2) is much higher than that for conventional PMTs (< 10 kHz per PMT). As

such, SiPMs require triggering thresholds corresponding to multi-photoelectron events to have

acceptable signal-to-background ratios when acquiring data.

The bias voltage and charge trigger thresholds of the AmBe source SiPMs were optimized

on a teststand by maximizing the fraction

fSB =
Rsource

Rno source

, (6.2)

where Rsource is the triggering rate with the AmBe source installed and Rno source is the

triggering rate with no source. The Rno source triggers were primarily due to cosmic muons

passing through the BGO crystal. The signal-to-noise ratio on the teststand for these settings

was maximized atRSB = 25 for a bias voltage of 29V ; total charge seen in source vs. no source

data is shown in figure 6.8.

Figure 6.8. Distributions of the total AmBe source SiPM charge observed with and without the
AmBe source on the teststand. Acquisitions with total charges in the range 1.2nC < Ctot <
2.0nC are shown. The rate of events is much higher for data taken with the source installed.
The background distribution is primarily due to through-going muons.

Vbias = 29V was selected as the default point for AmBe calibration runs, and results in a

high trigger purity in ANNIE tank deployments when combined with a tank activity cut to reject

through-going muons (see sections 8.2 and 8.3).
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6.2 PMT gain calibration
The primary goal of PMT gain calibration is to determine the total charge produced following

the amplification of a single photoelectron conversion, and to determine how this total charge

changes as a function of the voltage applied to the PMT’s base. This information is pivotal to

extracting the number of photoelectrons detected by a PMT during data acquisition (and thus,

how much light was incident on the PMT). Matching gains of all PMTs in a detector also makes

the detector’s response to physics interactions more uniform across the detector. PMT gain

calibration must be performed individually for each PMT, as each PMT has a unique gain vs.

voltage curve.

The gain calibration of all PMTs in the ANNIE tank was conducted using the six LEDs and

OFMs described in section 6.1.1. After installing the OFMs, I conducted the ANNIE PMT gain

calibration campaign. This involved tuning the LED intensities to single photoelectron levels,

taking LED calibration runs at various PMT voltages, extracting the single photoelectron charge

for each PMT, and gain-matching all PMTs.

6.2.1 Estimation of total charge in PMT pulses

Single photoelectron pulses were extracted from calibration runs where all six LEDs were fired.

The intensity of the LEDs were set such that there was a single pulse for approximately one in

every ten triggers; this ratio ensured that the probability of observing more than one photoelec-

tron in any single trigger was adequately suppressed. Each LED pulsed once per acquisition,

and each LED was pulsed 150 nanoseconds after another to ensure stable PMT baselines were

achieved prior to each LED’s flash. The LED light arrival times were different for every PMT

due to cable delay corrections and light transit time from the LED to the PMT positions, and

were manually found for each PMT. The total hit time distribution for a single PMT during a

calibration run is shown in figure 6.9.

Prior to characterizing PMT pulses due to LED light, the PMT’s waveform baseline was

estimated. For each individual LED pulse window, the PMT waveform’s baseline was estimated

using 30 waveform samples prior to the LED pulse window. The baseline and variation in the

waveform baseline was estimated by taking the mean and standard deviation of these samples.

In the LED pulse window, pulses were characterized by integrating the PMT’s voltage signal
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Hit times for PMT 343 during ANNIE LED calibration run

Figure 6.9. Hit time distribution for a single photomultiplier tube in an ANNIE calibration
run. Six distinct hit populations are visible, each due to the successive pulsing of one LED 150
nanoseconds after the previous LED. A single PMT will see different levels of light from each
LED, causing different amplitudes in each LED’s hit time distribution.

around the maximum peak observed in the LED window. This algorithm was adopted from

the ANNIE PMT teststand data analysis and incorporated into the ANNIE analysis software

framework. First, the waveform sample with the highest analog-to-digital conversion (ADC)

count was found in the LED pulse window. The waveform was then integrated to the left and

right of this maximum until the waveform had a value less than 10% the maximum peak on each

side. A diagram of the entire baseline and pulse estimation procedure is shown in figure 6.10.

The total voltage measured for a photoelectron pulse can be converted to a total charge using

the signal cable’s impedance. According to Ohm’s law,

I (t)R = V (t) , (6.3)

where V is the voltage on the PMT observed above the baseline estimation, I is the current

through the PMT, and R is the resistance of the PMT base. Integrating both sides and dividing

by the resistance yields
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Estimate baseline

Sum samples & 
subtract baseline

Single LED window for PMT 343

Figure 6.10. Diagram of the pulse extraction process for LED calibration. The waveform’s
baseline is estimated using 30 samples prior to the LED flashing window. The maximum of
the LED pulse window is taken as the characteristic pulse, and integrated to either side until
reaching an ADC value at or below 10% of the maximum peak.

∫ tf

ti

I(t)dt = Qtot =
1

R

∫ tf

ti

V (t)dt . (6.4)

Thus, the total charge produced given one single photoelectron’s production can be found

by integrating the total PMT voltage observed for a single photoelectron pulse and dividing by

the signal cable’s impedance. Given the PMT signal voltage waveforms are discretized in the

analog-to-digital conversion process, equation 6.4 takes the form

Qtot =
αV
R

N∑
i=0

(Ai − ABL)∆t , (6.5)

where N is the number of bins in a digitized pulse, Ai is the digitizer ADC count measured

in bin i, ABL is the estimated baseline ADC value, αV is the conversion from ADC count to

voltage (2.415V per 212 ADC counts for the ANNIE digitizers), and ∆t is the time per digitizer

bin (2 ns for the ANNIE digitizers).
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6.2.2 Single photoelectron charge characterization

Each PMT’s single photoelectron gain is extractable by fitting the charge distribution observed

for many LED pulses with a model of the expected features given instrumental noise, signal

amplification, and multi-photoelectron pulse contamination. The model used to fit the charge

distributions observed in ANNIE’s PMTs has the form

Q(x) = Aped ·Gauss(x, µped, σped) +Be−
x−a
τ H(Q− µped)+

A1PE · (Gauss(x, µ, σ) +Gauss(x, fµ · µ, fσ · σ)) +

A2PE ·
(
Gauss(x, 2µ,

√
2σ) +Gauss(x, (1 + fµ) · µ,

√
1 + fσ · σ)

)
,

(6.6)

where

Gauss(x, c, d) = e−
(x−c)2

2d2 . (6.7)

The terms Aped, µped, σped, B, a, and τ model the pedestal, and were constrained using fits

to background runs where no LEDs were flashing. The heavyside step function H(Q − µped)

ensures that the exponential component is only fit to any charge bins with Q > µped. The

Gaussian terms dependent on fµ and fσ model incomplete amplification of photoelectrons in

the PMT dynode; similar terms were used in the PMT fitter used by the DEAP collaboration

[196]. fµ is constrained to be in the range [0, 1] to ensure the partial amplification mean is

less than the full-amplification mean. The one-photoelectron and two-photoelectron amplitudes

A1PE and A2PE were allowed to float freely in each fit.

An example fit to a charge distribution from the ANNIE in-situ calibration is shown in figure

6.11. The model is in good agreement with the typical charge distributions observed in the LED

calibration runs.

6.2.3 Gain matching

Each PMT’s gain vs. voltage distribution was extracted to inform voltage setpoints for physics

data-taking. LED calibration data was taken with all PMTs operating in the voltage range 1000-

1900 V in increments of 50 V, and the single photoelectron gain was extracted at each voltage

setpoint. An example gain vs. voltage curve is shown in figure 6.12.
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Figure 6.11. Example charge distribution measured for a single PMT in an ANNIE calibration
run. The best fit for each component of the model in equation 6.6 are shown.

The ANNIE PMT operating voltages were selected for physics data-taking to match the PMT

single photoelectron gains at approximately 7 × 106. A single photoelectron gain of 7 × 106

corresponds to a mean charge of 1.12 pC per photoelectron. The ANNIE detector PMT gain

distribution is shown in figure 6.13.

A mean detector gain of 7 × 106 was chosen to provide a good balance of peak-to-valley

(PV) ratios and tolerable dark rates. The PV ratio is the ratio of the number of samples at the 1-

photoelectron peak to the valley between the 1-PE peak and the pedestal. At gains of∼ 7× 106,

the the PVs are mostly 1.5-2 throughout the detector. The PV ratios for all PMTs are shown in

figure 6.14.

The PMT dark count rates were quantified with an AmBe-type run with the AmBe housing

placed in a dark box. Cosmic muons passing through the BGO crystal would trigger data acqui-

sition, effectively triggering random acquisitions of tank PMT data. The first 20 microseconds

of each acquisition window was ignored to reject any PMT hits correlated with cosmic activity
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Figure 6.12. Example gain vs. voltage distribution for a PMT in ANNIE. The uncertainties
shown are uncertainties in the model fit. The gain trend is exponential, as expected for photo-
multiplier tubes.

(mainly muon-produced Cherenkov light and PMT afterpulsing). The total acquisition time for

this run was approximately one second. As seen in figure 6.15, the dark rates of most PMTs are

kept below 15 kHz.

Several PMTs were set to operate at considerably lower gain setpoints than 7×106, resulting

in lower dark rates than the other tubes. This was necessary for several of the ETEL tubes,

as any higher of a voltage setpoint resulted in current instabilities which could alter the tube’s

photoelectron response. Instability in the base current would also occasionally cause the tube to

cross the current alarm threshold and be powered down by the HV control.

6.3 PMT timing calibration
The ANNIE tank is composed of several different types of PMTs, each with different cable

length, cable composition, and dynode structure; as such, each PMT can have different pulse
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Figure 6.13. Distribution of PMT single photoelectron gains as extracted using the fit in equa-
tion 6.6. The ANNIE PMTs are gain-matched at ∼ 7× 106 for the 2019-2020 beam run.

arrival times at the ADC card’s readout for identical photon arrival times at the photocathode.

To use PMT hit times for event selection and reconstruction, corrections must be applied for

the differences in each PMT’s signal propagation time. Signal propagation variation between

different photodetectors and their cables is generally measured using light sources such as LEDs

or lasers. I used light produced at the OFMs to calibrate the differences in PMT signal timing.

These timing differences were then removed in calibration and analysis data using digital delays

set by the ADC cards.

The differences in PMT signal arrival time were quantified using the LEDs and OFMs as

follows. Consider an LED pulse fired at time t = 0 into OFM j. The time at which an ADC

card would detect a pulse from PMT i is given by

tp;i,j = tfiber,j +
Lijn

c
+ telec,i , (6.8)

where tfiber,j is the time for the LED pulse to propagate to the OFM, Lij is the path length
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Figure 6.14. Peak-to-valley ratio distribution for the PMTs in ANNIE. Uncertainties are taken
as the standard deviation of the 5 lowest bins in the valley and the 5 maximal bins in the 1-PE
peak.

between the PMT and OFM, n is the index of refraction in water, c is the speed of light in

vacuum, and telec,i is the PMT-dependent signal propagation time (composed mainly of signal

cable propagation time and the time for electrons to propagate through the PMT dynode). The

difference in signal propagation between PMT i and PMT k as estimated with LED j is thus

written as

∆telec,ikj = tp;i,j − tp;k,j + (Lij − Lkj)
n

c
, (6.9)

where tp;i,j and tp;k,j are pulse arrival times measured in calibration data and Lαβ are es-

timated given the known positions of any PMT α and LED β . The value of a tp;α,β term is

estimated using a weighted mean of the hit time distribution measured by PMT α from LED

β. An example of the PMT hit time distributions and how the terms defined relate to these

distributions is shown for two different PMTs in figure 6.16.

Unfortunately, the Lαβ parameters were not yet known at the time of the first signal delay
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Figure 6.15. Dark count rates for all PMTs read out during an AmBe background run. The
AmBe housing had no source installed and was placed in a dark box outside the ANNIE tank.
The dark rate for most tubes is kept below 15 kHz.

estimates. For a first cable delay approximation, all Lαβ terms were approximated as the AN-

NIE tank diameter; to quantify an uncertainty with this assumption, the signal delay difference

between a PMT i and PMT k and its uncertainty were estimated using all six LEDs as follows:

∆̃tik =
∑5
k=0 ∆tikj

k
,

δ∆̃tik =

√∑5
k=0(∆tikj−∆̃tik)2

5
.

(6.10)

Figure 6.17 show the first estimates of the signal delay differences in the ANNIE PMTs. All

signal delay differences are shown relative to a single PMT k, which has the shortest signal delay

estimate (defined as time zero). Each point in the plot represents a single ∆̃tik while the error bar

represents the uncertainty ±δ∆̃tik. The uncertainty is dominated by the unknown Lαβ terms.

A Monte Carlo approach was taken to determine the average expected spread of hit clusters

due to signal arrival time uncertainties. For each PMT, ten thousand samples were drawn from a

Gaussian with a standard deviation equal to the PMT’s signal delay uncertainty. A Gaussian was

fit to the total distribution to estimate a mean standard hit cluster deviation due to the signal time

delay uncertainties. The best fit to the simulated distribution is shown in figure 6.18. The best
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Hit times for PMT 391 during cable delay calibration Hit times for PMT 348 during cable delay calibration

Figure 6.16. Calibration data from two PMTs used for signal delay estimation. The pulse arrival
times as described in equation 6.8 are labeled for two PMTs and a single LED. The quantity
tp;i,j is estimated by taking the weighted mean of all bins in the PMT i’s hit time distribution
for LED j. A second peak due to reflections is observed for some LED pulse regions, and is
ignored when defining LED j’s hit window.

WATCHBOY

ANNIE

ETEL

LUX

WATCHMAN

Figure 6.17. Estimate of all PMT signal delays using ANNIE LED calibration data. The point
and uncertainty shown for each PMT is the mean and standard deviation of the signal time
delay estimated using each LED independently. The WATCHMAN tubes have a much larger
delay than other PMT populations due to their relatively long cable lengths. The uncertainty is
dominated by the the unknown Lαβ term between each LED α and PMT β.

fit standard deviation is σ = 4 ns, but all hits should conservatively lie within any time window

≥ 50 ns.
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Figure 6.18. Simulated distribution of hit times for all ANNIE PMTs given the cable delay
uncertainties in figure 6.17. The best fit standard deviation for a Gaussian is σ = 4 ns, but a
cluster window of ≥ 50 ns should capture all PMT hits without loss.

To reiterate, the uncertainties in each LED’s signal time delay estimation is dominated by

the uncertainty in the PMT and LED positions (the Lαβ term in equation 6.9) and the LED

pulse firing time. Most PMT signal delay estimates have an uncertainty within ±10ns. This

uncertainty is acceptable for triggering the detector for data acquisition, but sub-nanosecond

uncertainty is needed for event reconstruction. In the coming months, the signal delay differences

will be measured to sub-nanosecond precision using a deployed light diffuser ball illuminated

with a fast pulse laser.

6.4 Water quality monitoring
Water transparency and quality in the ANNIE tank must be actively monitored during detector

operation. Changes in the water transparency correspond to changes in the detected amount of

Cherenkov light, which can lead to variations in detector response to the same physical processes

over time. These changes must be tracked and applied to data analyses. Additionally, active
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monitoring of the water’s state helps ensure the water purification system is operating as expected

and inform when filters and ionic resins should be rinsed or replaced.

The water quality properties actively monitored in ANNIE include resistivity, acidity, and

transparency. Techniques for monitoring these values, and a brief discussion of why each should

be monitored, are given below.

6.4.1 Acidity and conductivity measurements

The conductivity of the tank water is a useful property for monitoring the gadolinium sulfate

concentration and ionic contamination. Changes in resistivity can indicate that the gadolinium

sulfate is dropping out of solution (decrease in conductivity) or that additional ionic impurities

are leaching into the tank water (increase in conductivity). Resistivity is monitored through a

sensor installed in the water purification system and has remained steady since the loading of

0.2% gadolinium sulfate by mass.

Acidity is also monitored to ensure gadolinium sulfate is still suspended in the tank. If the

tank water’s pH becomes basic (a pH of> 7), the gadolinium can begin to form gadolinium oxide

(GdOH); GdOH is not soluble in water and will drop out of solution. The tank pH is measured

with a single probe installed at the top of the tank, and has stayed within a pH of 4.10 − 4.15

since filling ANNIE to the nominal gadolinium loading.

6.4.2 UV-Vis spectrophotometry

UV-Vis spectrophotometer measurements are used to quantify absorption levels in the ANNIE

tank water. UV-Vis spectrophotometers typically use a light source with a wide emission spec-

trum (commonly tungsten-halogen lamps) to quantify the attenuation of light through a sample.

The UC Davis neutrino group uses a Shimadzu 1800-series spectrophotometer which can mea-

sure the absorption of light in the 190-1000 nm range through samples with a length of either

1 cm or 10 cm [197]. A sample is generally compared to a baseline sample, such as ultrapure

water, to remove systematic uncertainties such as scattering in the sample container.

The ANNIE tank water’s absorption spectrum is measured at UC Davis at regular intervals to

track water quality changes. Several UV-Vis spectrophotometry measurements for the ANNIE

tank water at different stages in gadolinium loading are shown in figure 6.19.
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UV-Vis spectra of ANNIE tank water

Figure 6.19. Several UV-Vis spectrophotometry measurements taken of the ANNIE tank water
throughout gadolinium loading. Measurements were made at UC Davis using a 10 cm UV-
Vis cell. Absorption in the tank would increase after adding more gadolinium, but gradually
decrease over time as the Gd-doped water was purified. Figure from [183].

The absorption of the water has remained steady since the full gadolinium sulfate loading.

The exponential-like increase at wavelengths < 300nm is primarily due to plastics leaching

into the water. The peak at ∼ 275nm is an absorption peak from the gadolinium sulfate, and

acts as a good indicator that the gadolinium sulfate is still suspended in water. The important

wavelength range to monitor for Cherenkov radiation detection is at wavelengths> 300nm; this

is where most PMT photocathodes have can convert photons to photoelectrons). The ANNIE

tank water has remained relatively transparent at > 300nm.

6.4.3 Relative water quality monitoring

Although absolute water quality monitoring is pivotal to making systematic corrections in the

final data analysis and tuning detector simulations, UV-Vis spectrophotometry measurements

have a longer lead time and take personnel to access the detector and take a water sample. I
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PMT ID Cable label Voltage setpoint (V)

356 ETEL 117 1267

357 ETEL 701 1600

364 ETEL 135 1408

365 ETEL 136 1367

367 ETEL 103 1553

368 ETEL 129 1400

370 ETEL 128 1448

Table 6.4. Voltage setpoints for PMTs used in initial transparency monitoring.

developed an additional approach to monitoring the ANNIE tank water quality which provided

immediate feedback and required no access to the ANNIE hall.

This technique involved measuring the relative water transparency over time using the LEDs

and OFMs. At daily intervals, the bottom OFM was flashed with LED light at a high intensity

(the same intensity every measurement) such that the PMTs at the top of the tank detected multi-

PE levels of light. If the transparency of the ANNIE tank water varied over time, the average

photoelectrons observed per LED flash would also vary. The ANNIE tank is effectively being

utilized as an attenuation arm, where reduced levels of light at the top of the tank indicated a

loss in the water’s transparency due to increased scattering/attenuation.

In the first several months of operation, seven top tubes (ETEL-brand tubes) were used to

measure the total number of photoelectrons observed per LED flash. The bottom OFM (attached

to LED 6) was set to an intensity such that the on-board photodiode read a total current of 3500

ADC counts. The seven tubes were selected because their default operating voltages prior to gain

calibration provided acceptable gains (> 1 × 106). The seven PMTs used and their operating

voltages are shown in table 6.4.

The mean photoelectrons seen by the top seven ETEL tubes per LED flash in the first two

months of commissioning are shown in 6.20. The mean photoelectron count seen in the top

tubes per LED flash is defined as
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PEtot/flash =
7∑
i=1

ciQi , (6.11)

where Qi is the mean charge observed by PMT i per flash of the LED, and ci is the charge-

to-PE conversion estimated with gain calibration. The uncertainties in the total PE observed are

related to the uncertainty in ci and the uncertainty in the number of photons produced per LED

flash (see table 6.1).

0.01% -> 0.1% Gd loading 0.1% Gd load

Water system 
maintenance

Figure 6.20. Mean number of photoelectrons seen by the top PMTs per LED flash in ANNIE.
Variation in the observed photoelectron count

An initial drop in detected light was observed due to the initial addition of gadolinium, but

remained stable throughout loading to the full 0.2% nominal gadolinium sulfate concentration.

A steady decrease in detected light was observed at the beginning of 2020; after a water system

maintenance where the ionic resin was flushed, the transparency steadily recovered.
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Chapter 7

Data processing

Several data processing steps were necessary to extract physics events from the ANNIE raw

data. Raw waveform data from ANNIE’s photodetectors was processed to extract signal pulses,

also referred to as “hits”, caused by incident light. Following hit identification, a cluster finding

algorithm was used to find PMT hits coincident in time, which generally result from a light-

producing physics interaction inside the tank. Each cluster was then characterized with a set of

cluster classifiers to help identify what kind of interaction caused the cluster. This chapter briefly

describes the data processing algorithms developed to analyze both AmBe calibration data and

neutrino beam data.

7.1 Baseline estimation
Each ADC channel in ANNIE has a different baseline voltage reading in the presence of no sig-

nal; this baseline had to be quantified for every data acquisition and every channel during data

acquisition. A more sophisticated baseline estimation algorithm was utilized than in the gain

calibration analysis; the reason was to reduce incorrect baseline estimation caused by increased

PMT pulse activity (mainly associated with calibration sources and the neutrino beam). ADC

waveform baselines were estimated in each channel using the “ze3ra” algorithm, an algorithm

created for ZE3RA (ZEPLIN 3 Reduction Analysis), which is utilized in the ZEPLIN-III exper-

iment. This algorithm was also used for baseline estimation in ANNIE phase I, and is described

in detail in [198].

The ze3ra algorithm is summarized briefly below. A region of PMT waveform is split into M
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regions each with N samples. The mean and standard deviation for region j is calculated using

µj ≡ 1
N

∑N
k=1 xj,k ,

σ2
j ≡

∑N
k=1(xj,k−µj)2

N−1
,

(7.1)

Where xj,k is waveform sample k in the jth region. Then, a ratio R of each neighboring

region j and j + 1’s standard deviation is formed and defined as

Rj ≡
σ2
j/σ

2
j+1 σj > σj+1

σ2
j+1/σ

2
j σj ≤ σj+1 .

(7.2)

If the ADC values from the jth and j + 1th regions contain independent, simple, random

samples drawn from populations of the same variance, then R should follow an F distribution.

A test statistic Pj , which represents the probability of observing a deviation ofRj from 1 at least

as extreme as that observed, can then be written as follows:

Pj ≡ 2(1− FN−1,N−1(Rj)) , (7.3)

where Fn,m(Rj) is the cumulative distribution function of Rj assuming regions j and j + 1

have n and m degrees of freedom, respectively. A Pcrit value is defined such that if Pj ≤ Pcrit,

then Rj fails the hypothesis that the regions j and j + 1 share the same mean and standard

deviation, and region j + 1 is rejected from the regions.

IfL regions pass the ze3ra test, each of these (labeled l) are then used to estimate the baseline

mean and standard deviation terms

x0 = 1
L

∑L
l=1 µl ,

σx0 =
(

N−1
NL−1

∑L
l=1 σ

2
L

)1/2

,
(7.4)

The ze3ra algorithm has several benefits over performing a simple mean and standard devi-

ation estimation of the baseline. If a pulse occurs in the baseline estimation window, the ze3ra

test should indicate the sub-window is anomalous and exclude it from the baseline estimation.

Additionally, a larger number of rejected sub-windows is indicative that the baseline estimation

could be less accurate, and the baseline uncertainty could be adjusted accordingly.

The values used for the analysis of data shown in the rest of this chapter are as follows:

N = 10, M = 15, and Pcrit = 0.01. The N and M values were selected to keep the first
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baseline estimation within the first 300 ns of an acquisition; this minimized contamination of

the baseline region with either beam activity or AmBe source activity. Pcrit was kept the same

as in ANNIE Phase I, and could potentially be re-optimized in future analyses.

The ze3ra algorithm was used at regular intervals in each acquisition to account and correct

for any drift in the baseline. Some ADC channels demonstrated an oscillating baseline due

to noise from the PMT HV power supply. This noise consistently demonstrated a frequency

of 20 kHz. To correct for this varying baseline, the ze3ra algorithm is re-performed every 4

microseconds as shown in figure 7.1.

Raw waveform from PMT 377 during an AmBe run
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Figure 7.1. Example of an ADC channel demonstrating noise from the PMT power supply. The
dark colored windows indicate where the ze3ra algorithm is performed, while the light-shaded
regions indicate where the baseline estimation is utilized.

In the future, the baseline in the entire acquisition window could also be characterized using

a sinusoidal fit. The amplitude and phase of the sinusoidal wave would be free to float, while

the frequency would be constrained by measurements of the power supply noise frequency.

7.2 PMT hit finding
Hit finding in AmBe source and beam data proceeded in a different manner than used during

the detector gain calibration. While the expected location of PMT pulses was known in LED
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calibration runs, pulses from neutron captures or neutrino interactions could occur anywhere in

AmBe and beam run acquisitions.

A general pulse-finding algorithm was developed to search for pulses in every ADC channel

acquisition. Consider a single ADC acquisition window whose baseline has been estimated as

discussed in section 7.1. If a waveform acquisition crosses a set threshold above the estimated

baseline, a “pulse” is marked in the acquisition. Five samples behind the threshold crossing

and all samples following the threshold crossing until the acquisition returns to a value within

the baseline’s uncertainty were summed. A diagram demonstrating this process is shown in

figure 7.2. The sum of all samples in the pulse was converted to charge as described in equation

6.4. The hit time is defined as the time at which the maxima of the pulse sample window was

measured.

Diagram of pulse-finding algorithm

Pulse threshold 
crossing

Pulse integration 
window

Baseline 
estimation

Figure 7.2. Diagram demonstrating the characterization of a pulse in an acquisition. All sam-
ples are summed following the threshold crossing until the waveform returns to the estimated
baseline region. Five samples prior to the threshold crossing are included in the pulse charac-
terization window.

The threshold for identifying a single photoelectron pulse was determined by measuring the

pulse amplitudes observed on all tubes in LED calibration runs. Based on this data, a default of

7 ADC counts above baseline was utilized for all channels. In the future, channel thresholds in

the hit finder will be set on a per-channel basis as well.
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7.3 PMT hit cluster finding and classification
Physics interaction candidates in PMT hit data were found using a cluster-finding algorithm. A

scan of all hits in a single acquisition was performed; if five or more hits were found within

a 50 nanosecond time window, a hit cluster object was created. The 50 nanosecond window

was selected based on the estimated signal delay uncertainties shown in figure 6.18. The 5

hit threshold was chosen to mimic the 5 photoelectron (PE) threshold utilized in preliminary

neutron detection efficiency studies, but could be lowered for future studies [152]. The cluster’s

“hit cluster time” is characterized as the mean time of all hits in the cluster, while the “hit cluster

PE” is the sum of the number of photoelectrons seen by all tubes in the cluster.

Several cluster classifiers were developed to help characterize clusters as signal or back-

ground, and are briefly described below.

7.3.1 Charge balance

The charge balance classifier is formed using the total charge seen on all tubes in a cluster. For

a single cluster, the charge balance value is defined as

CB =

√ ∑N
i Q

2
i

QsumQsum

− 1

N
, (7.5)

whereN is the number of phototubes, Qi is the total charge seen by tube i in the cluster, and

Qsum =
∑N

i Qi is the total cluster charge. If the charge is distributed evenly in PMTs within

the cluster, the charge balance parameter CB approaches zero. On the other hand, if a single

tube sees all the charge in a cluster, CB approaches one. The charge balance cut was also used

in the WATCHBOY detector to characterize neutron captures on gadolinium, as shown in figure

7.3 [199]. I implemented the charge balance parameter as a classifier in the ANNIE analysis

framework for analyses presented in the following analysis chapters.

7.3.2 PE point vector

The PE point vector acts as a rudimentary characterization of the directionality of clusters con-

taining a Cherenkov cone or disk. For a cluster, the PE point vector is defined as
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Figure 7.3. Charge balance parameter plotted against total charge for events in WATCHBOY.
Neutron captures as observed in a Californium-252 deployment have a charge balance param-
eter distribution closer to zero than the physics data shown. Figure from [199].

~PE =
∑
i

PEi (x̂i + ŷi + ẑi) , (7.6)

where PEi is the number of photoelectrons seen by PMT i and (xi, yi, zi) is the direction to

PMT i in the tank. For events with an asymmetric charge distribution, the PE point vector will

point towards the PMTs which measure a higher PE count, as seen in figure 7.4.

Non-uniform 
charge and high PE 
(cosmic-like)

Uniform charge 
and low PE 
(neutron-like)

𝑃𝐸

𝑃𝐸

Figure 7.4. Figure demonstrating the expected difference in PE point directionality based on
different hypothetical PE distributions. The PE point could be used to classify clusters as point-
ing downstream (positive z-direction), towards the ground (negative y-direction), or neutron-
like (non-directional), for example.
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7.3.3 MRD hit cluster and track finding

Clusters of MRD hits were also found during data processing. An MRD cluster is composed of

a minimum of 4 paddle hits within a 40 nanosecond time window. A minimum of four hits is

required to increase the track reconstruction efficiency and reduce contamination from clusters

resulting from noise in the MRD paddle PMTs. An MRD’ cluster’s “cluster time” is character-

ized as the mean time of all paddle hits in the cluster, while the “cluster nhit” is the number of

MRD paddles hit in the cluster. No MRD cluster PE exists, as the charge of each MRD paddle

PMT is not measurable.

MRD clusters were then given to an MRD track reconstruction algorithm, which estimates

particle track parameters including MRD entry point, length, and energy loss. The MRD track

reconstruction algorithm is based on a cellular automation algorithm used in the SciBooNE

SciBar detector [200, 201, 202, 203].
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Chapter 8

Neutron detection efficiency

Any estimate of the neutrino interaction neutron multiplicity on oxygen using ANNIE beam data

will require systematic corrections for ANNIE’s neutron detection efficiency. The neutron de-

tection efficiency is a necessary correction factor for converting from the number of neutrons

observed in the ANNIE tank to the number of neutrons that were actually produced in an in-

teraction. The uncertainties associated with ANNIE’s neutron detection efficiency must also be

quantified and propagated into the neutron multiplicity analysis as well.

This chapter provides an overview of ANNIE’s first AmBe source calibration campaign and

the analysis developed to extract ANNIE’s neutron detection efficiency. Prior to describing the

data analysis, an overview of the source deployment positions and acquisition rates is presented.

Cross-checks of the data quality to confirm that the AmBe data contains signals consistent with

neutron captures on gadolinium are also presented. Extraction of the neutron detection effi-

ciency using a toy Monte Carlo approach is described and presented, as well as the prominent

sysetematic uncertainties and corrections needed for analyzing ANNIE’s AmBe source data.

8.1 AmBe source deployment positions
The AmBe source was deployed at four different positions during the neutron detection efficiency

campaign. Preliminary simulation studies indicated that the neutron capture detection efficiency

can vary from nearly 100% to 20% depending on the neutron production position [152]. As

such, AmBe deployments at different positions in the ANNIE tank were necessary to quantify

the actual positional variation. All positions are shown approximately as deployed in the ANNIE
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Position label Source coordinates (x,y,z) [cm]

Position 0 (0,0,0)

Position 1 (0,0,75)

Position 2 (0,0,102)

Position 3 (0,100,102)

Table 8.1. AmBe source positions deployed in the ANNIE tank calibration campaign. The
positive z-direction points down the beamline, while the positive y-direction points towards
the tank top.

tank in figure 8.1. More source positions will be measured prior to the start of the 2020-2021

BNB beam run.

Pos 0

Pos 1

Pos 2

Pos 3

Port 5

Port 2

Port 3

Port 1

Port 4

1000-100 1000-100

-100

100

0

-200

200

-100

100

0

[cm] [cm]

Figure 8.1. Left: Top-down view showing the five calibration port positions on the ANNIE
lid. Right: Approximate AmBe source deployment positions in ANNIE tank during initial
calibration campaign. Positions are known inside the tank to ±5 cm uncertainty.

The exact coordinates of the AmBe source are shown in table 8.1. Positions are known inside

the tank with a ±5 cm uncertainty. This positional uncertainty will be considerably reduced

following analysis of the ANNIE frame infrared scan data.
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8.2 AmBe source data acquisition overview
AmBe data acquisition was triggered using coincident pulses in the AmBe source SiPM ADC

channels. The ANNIE DAQ was configured to trigger PMT waveform acquisition if both SiPM

channels measured two consecutive samples 10 ADC counts above baseline (10 ADC samples =

5.9 mV threshold). The distribution of AmBe source SiPM pulse heights from runs 1594-1596

are shown in figure 8.2. The main peak at 10 mV is primarily due to 4.4 MeV γs from the AmBe

source, while the higher amplitude events in the tail are mostly due to through-going muons.

0.00 0.01 0.02 0.03 0.04 0.05
Pulse amplitude [V]

0

500

1000
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Amplitude of SiPM hits (Runs 1594-1596)

SiPM1
SiPM2

Figure 8.2. Distribution of AmBe source SiPM pulse amplitudes in AmBe calibration data
with source installed. The 6 mV threshold set by the DAQ is apparent. The primary peak is
due to 4.4 MeV γs from the AmBe source, while higher amplitude pulses are contributed to
through-going muons.

Once triggered, the ANNIE DAQ acquired a 67 microsecond-long waveform from all ADC

channels. The AmBe source SiPM waveforms were also collected, and were used to characterize

the SiPM pulses that initiated the data acquisition trigger. Trigger pulse peaks typically occurred

at 500 nanoseconds in the acquisition window as seen in figure 8.3. This timing offset was

manually set to ensure the full AmBe source SiPM pulses were visible in the two-microsecond

prompt window. Note that the trigger initiation time, defined by a fixed threshold crossing in the

SiPM voltage readings, does not correspond to the SiPM pulse peak time; the width of the pulse
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time distribution is due to this difference, as well as the SiPMs operating in a slow-pulse mode.

Since AmBe source SiPM pulses are on the order of 1-2 microseconds wide (see figure 6.7), the

uncertainty on the peak time is relatively large.
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Distribution of pulse peak times for SiPMs (Prompt window)

Figure 8.3. Distribution of AmBe source SiPM pulse peak times in calibration data with the
source installed. A large standard deviation in the mean peak time is primarily due to the SiPMs
being operated in slow-pulse mode (high charge resolution, but lower peak time resolution).

Following a DAQ trigger, a trigger hold-off prevents any additional triggers from being sent

to the DAQ for 0.6 seconds. Readout of the ANNIE ADC card FIFO buffers takes approximately

0.5 seconds; a 0.6 second hold-off prevents multiple acquisition triggers from overflowing the

ADC card FIFO buffers and causing data loss. A 0.6 second holdoff limits the max AmBe data

acquisition rate to 1.67 Hz.

Five sets of AmBe runs were taken during the calibration campaign and are described in table

8.2. One set of runs was taken with the AmBe housing deployed, but without the AmBe source

installed, to characterize detector backgrounds in calibration data. The dominant background is

expected to result from cosmic rays both triggering data acquisition in the prompt window and

producing tank PMT signals in the delayed window. Note that the BNB beam was on throughout

AmBe data-taking, so some beam-related backgrounds may also be present in the AmBe data.

Notice that the trigger rate for runs with the source installed are much higher than the run
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Position Source installed? Run numbers Num. triggers Livetime Trigger rate

estimate [s] estimate [Hz]

Position 0 Yes 1594-1596 12990 8648 1.50

Position 0 No 1611,1612 23260 74528 0.31

Position 1 Yes 1636-1638 17600 11798 1.49

Position 2 Yes 1642-1645 21240 14478 1.47

Position 3 Yes 1651,1652 10370 7470 1.38

Table 8.2. Description of AmBe calibration data taken and used for the following analysis. Po-
sition 0 data was taken without the source installed, and was used to characterize backgrounds
for all source positions.

with no source. Comparing the central source positions, a trigger rate of 1.5 Hz is observed with

the source installed while the background “no source” data has a trigger rate of 0.3 Hz. This was

expected due to the increased trigger rate caused by the AmBe source’s 4.43 MeV gamma rays.

8.3 Prompt window data quality cuts
Three preliminary cuts were applied to the prompt window (defined as< 2µs in an acquisition)

to remove acquisitions triggered by backgrounds, such as cosmic muons. If an acquisition failed

any of the preliminary cuts, the acquisition was rejected. First, each AmBe source SiPM is re-

quired to have one and only one pulse in the entire acquisition. This cut prevented contamination

of neutrons from additional AmBe decays (whose 4.43 MeV gamma would cause another trigger

in the BGO) as well as through-going cosmics that produce scintillation light in the BGO crystal.

Second, any event with a tank PMT hit cluster, referred to as a “tank cluster”, in the prompt win-

dow was removed from the analysis. This cut removed acquisitions triggered by through-going

cosmic muons, whose Cherenkov light would also produce a PMT hit cluster in the tank. Finally,

any acquisition containing a tank cluster with a cluster PE > 150 was rejected. This cut helped

reject any through-going cosmic activity in both the prompt and delayed (> 2µs) windows.

The reductions in data for the central source dataset and central background dataset due

to preliminary cuts are shown in table 8.3. Comparing the signal and background rates after

applying all cuts, the purity of source-based triggers is expected to be> 99%. Note that source-
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Cut applied Trigger count [source] Trigger count [no source]

None 12990 16160

SiPM cut 11667 8539

Prompt tank cut 10751 246

> 150 PE cut 9934 233

Trigger rate 1.15 0.005

after cuts [Hz]

Table 8.3. Triggers remaining following the application of data quality cuts on the central
source runs 1594-1596 and central background run 1612. The trigger rate after applying pre-
liminary cuts is provided in the final column. The trigger rate of background-based acquisitions
drops dramatically while signal-based triggers are mostly preserved.

based triggers include both triggers from 4.4 MeV γs and false triggers from neutron captures

near the housing, which must be accounted for with a systematic correction.

8.4 Delayed window charge balance cut
A charge balance cut (also referred to as CB below) was applied to the delayed window tank

clusters (tank clusters with tc > 2µs) to remove instrumental-based clusters observed in both the

signal and background datasets. The charge balance distribution for the central position with the

AmBe source installed is shown in figure 8.4. Three distinct populations are present in charge

balance parameter space; one with CB > 0.9 (referred to as “high charge balance clusters”),

one with 0.4 < CB < 0.6 (referred to as “mid-range charge balance clusters”), and one with

CB < 0.4 (referred to as “low charge balance clusters”).

To inform a charge balance cut that will remove backgrounds while preserving the neutron

signal, the charge balance distribution of the background data was also plotted (see figure 8.5).

The high and mid-range charge balance populations dominate the background dataset, while the

low charge balance population is nearly nonexistent. This indicates that the low charge balance

population (CB < 0.4) in the source dataset is primarily due to AmBe neutrons.

For all delayed tank clusters in the following analyses, a charge balance requirement ofCB <

0.4 was placed on both the signal and background data. This removed the anomalous clusters due
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Figure 8.4. Charge balance distribution for all delayed window tank clusters in the source
data taken at position 0. No preliminary cuts are applied to the data. Three charge balance
populations are apparent in the source data. The charge balance population with CB > 0.9 is
small relative to the other two populations and difficult to see by eye.
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Figure 8.5. Charge balance distribution for all delayed window tank clusters in the background
data taken at position 0. No preliminary cuts are applied to trigger selection. The high-range
charge balance (CB > 0.9) and mid-range charge balance (0.4 < CB < 0.6) populations
dominate the background data.
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to backgrounds and instrumentals while sacrificing only a small fraction of neutron candidates

in the source data.

8.4.1 Origin of PMT hit clusters in charge balance populations

The origin of PMT hit clusters with a charge balance of CB > 0.4 is explored below. The

characteristics of the high charge balance population (CB > 0.9) and mid-range charge balance

population (0.4 < CB < 0.6) will be emphasized.

The charge balances for all PMT hit clusters in the central source data as a function of time in

the acquisition are shown in figure 8.6. While the high charge balance population is spread evenly

through the acquisition window, the mid-range charge balance population is mostly localized

to the time window between 6 − 10 microseconds. PMT afterpulsing is expected in this time

window; it is likely that the mid-range charge balance population is primarily due to afterpulsing.

This charge balance region could provide a good population of events for characterizing hit

clusters caused by afterpulsing in future analyses.

10000 20000 30000 40000 50000 60000
Cluster time (ns)

0.0

0.2

0.4

0.6

0.8

1.0

Ch
ar

ge
 b

al
an

ce

Charge balance parameters in time window 
 (Source, tc > 2 s)

0

25

50

75

100

125

150

175

200

Figure 8.6. Charge balance distribution for all delayed window tank clusters in the source data
taken at position 0 as a function of cluster time in the acquisition. No preliminary cuts are
applied to the data. A peaked distribution emerges in the 6-10 microsecond window, which is
expected to be due to PMT afterpulsing.

The very high charge balance clusters (CB ∼ 1) are instrumental-based backgrounds, and

are a combination of afterpulsing and misidentification of pulses due to extreme baseline ringing
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following a large energy deposition in the tank. Muons produced in neutrino charged-current

interactions produce a large amount of Cherenkov light, which may cause the voltage baseline

in tubes to ring sinusoidally. If the baseline is estimated in a trough of the sinusoidal baseline

ringing, the peak of the baseline can be misidentified as numerous pulses. Fortunately, these

instrumental clusters are rare and easily removed with a charge balance cut; however, the pres-

ence is worth noting as baseline ringing may be unavoidable following high energy neutrino

interactions in beam data.

Plotting the photoelectron distribution for all tubes in clusters with CB > 0.9, these instru-

mentals appear localized to several tubes in the ANNIE tank (see figure 8.7). In particular, the

tubes contributing to these high charge balance events are the four WATCHMAN tubes (PMT

IDs 382,393, 404, and 405), two ETEL tubes (PMT IDs 361 and 362) and a WATCHBOY tube

(PMT ID 414). Additional instrumental cuts targeting these specific tubes, paired with more

sophisticated baseline estimation algorithms, may be needed in future analyses.
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Figure 8.7. PE distribution of delayed clusters with CB > 0.9 in the central source data. No
preliminary cuts are applied to the data. The clusters are entirely composed of low-PE hits in
the four WATCHMAN tubes (PMT IDs 382,393, 404, and 405), two ETEL tubes (PMT IDs
361 and 362) and a WATCHBOY tube (PMT ID 414).

The PE distribution for each PMT ID in the mid-range charge balance clusters (expected to

be due to afterpulsing) is shown in figure 8.8. Few afterpulsing hits are seen in the ETEL tubes
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(mounted at the top of the tank), which is expected for through-going cosmic muons primarily

going in the downward direction. Tubes contributing to the CB ∼ 1 clusters also contribute a

large number of hits in the afterpulsing clusters.
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Figure 8.8. PE distribution of delayed clusters in central source data. No preliminary cuts are
applied to the data, and delayed clusters with time tc > 2µs and 0.4 < CB < 0.6 are shown.
Less afterpulsing is seen in the top-mounted ETEL tubes.

For reference, the low charge balance cluster (CB < 0.4) PMT hits are uniformly distributed

in the ANNIE tank, as seen in figure 8.9. This is expected for neutron captures, and supports

that PMT hit clusters with CB < 0.4 are predominantly neutron candidate events.

8.5 Validation of AmBe data quality
Prior to conducting a neutron detection efficiency analysis, the AmBe dataset quality was cross-

checked with several studies. All plots shown in this section compare the central runs (position

0) with and without the AmBe source installed unless noted otherwise.

8.5.1 Hit cluster time distributions

It is informative to preview the hit cluster distributions in data prior to applying all preliminary

cuts. The distribution of all hit clusters seen in the central AmBe source runs are shown in figure

8.10. The single SiPM pulse cut was still applied to ensure that the AmBe source SiPM pulses

for the event trigger were clean and properly reconstructed.
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Figure 8.9. PE distribution of delayed clusters in central source data. No preliminary cuts are
applied to the data, and delayed clusters with time tc > 2µs and CB < 0.4 are shown. PMT
hits are mostly distributed evenly throughout the ANNIE tank.
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Figure 8.10. Tank cluster time distribution for AmBe central data with and without the source
installed. Both datasets contain a tank cluster spike in the first microsecond of the acquisi-
tion, consistent with the SiPM trigger time. The tank cluster distribution peak in both datasets
between 6 − 10 microseconds is due to afterpulsing following high-PE cosmic events in the
prompt window.

Both datasets demonstrate a large population of tank PMT hit clusters in both the first mi-

crosecond and between 6−10 microseconds into the acquisition window. The cluster population
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in the first microsecond is primarily due to through-going muons that produce scintillation light

in the BGO crystal; an event display of one candidate cosmic muon in the AmBe data is shown

in figure 8.11. The peak at 6 − 10 microseconds is primarily due to afterpulsing in the PMTs

following through-going muons.

Figure 8.11. Event display for a prompt cluster correlated in time with AmBe source SiPM
pulses in the central AmBe background run. A 30 PE threshold is set to emphasize the PMTs
within the Cherenkov disk. The charge deposition is primarily in the bottom tubes, indicating
the event is likely a downward-going cosmic muon.

The same data from figure 8.10 with all data quality cuts applied are shown in figure 8.12.

The dramatic reduction in the size of the background run dataset indicates that most triggers in

the background data are correlated with a cluster of PMT hits in the tank. On the other hand,

most source data acquisitions have no tank PMT hit clusters in the prompt window. This is

expected, as triggers from true 4.4 MeV γs should have no PMT hits in the tank region since the
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Figure 8.12. Tank cluster time distribution for AmBe central data with all preliminary cuts
applied. The application of the preliminary cuts rejects the majority of “no source” acquisitions,
reducing the statistics in the background data considerably. The majority of acquisitions with
the source installed are preserved and the neutron capture distribution is apparent.

source housing is optically isolated with a black sheet.

Note that although figure 8.12 background distribution may seem to indicate that there should

be no flat background in the source data, the dramatic reduction of background counts is mostly

due to lowering the statistics of the background dataset. A background consisting of clusters

from contamination such as cosmic muons, beam-related events, and background neutrons is

still expected in the source data.

8.5.2 Delayed cluster time distribution and neutron capture time extrac-
tion

To estimate the neutron capture time using the source data’s delayed tank cluster distribution,

the data were fit with an exponential plus a flat background. The fit is performed in the region

from [15,67] microseconds, as the AmBe source neutrons take some time to thermalize prior to

potentially capturing on gadolinium in the tank. The best fit is shown in figure 8.13.

The best fit neutron capture time is 37±7µswith a goodness-of-fit χ2/ndof = 29/35. This

capture time is in agreement with the expected neutron capture time for a gadolinium-doped

water detector loaded with 0.2% gadolinium sulfate by mass (see section 5.3.4). The current
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Figure 8.13. Neutron candidate distribution with the best fit flat background plus exponential
model. The goodness-of-fit is χ2/ndof = 29/35. The neutron capture time is in agreement
with that expected for the current gadolinium loading.

measurement is statistics-limited, and will have lower uncertainties with the collection of more

central data in future calibration runs.

8.5.3 Neutron candidate PE distribution

The delayed neutron candidate PE distribution for the central AmBe source data and the central

AmBe background data are shown in figure 8.14. No tank cut is applied to the background data to

increase the statistics of the background data tank cluster dataset. To exclude afterpulsing, only

background datatank clusters occurring at tc > 12µs are shown. The background distribution

has a similar shape to the source data’s neutron candidate PE distribution, suggesting that a

decent fraction of background neutron candidates are uncorrelated neutrons.

8.5.4 Comparison of data to ANNIE RATPAC simulation

Detector response simulations of the ANNIE tank and MRD have been developed in two GEANT4-

based simulation packages. The first simulation package is WCSim, a detector response simula-

tion package that branched off of a simulation package used by the Super-Kamiokande collabo-

ration. The second package is RATPAC (Reactor Analysis Tools Plus Additional Code), which

is currently in use by several collaborations including WATCHMAN, SNO+, and Theia [69].
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Figure 8.14. Cluster PE distribution for AmBe central runs. The prompt tank cut and > 150
PE cut are not applied to the background data to increase the dataset’s statistics. Background
data tank clusters with tc > 12µs are only shown to remove PMT afterpulsing contamination.

Simulations of ANNIE’s AmBe data calibration runs were performed with the first default

version of RATPAC developed for the ANNIE collaboration (ANNIE RATPAC V1.0). ANNIE

RATPAC is developed and maintained in the ANNIE collaboration github repository [204]. The

AmBe source housing and the expected AmBe neutron energy profile have been implemented in

RATPAC (see figure 8.15). The water transparency in simulation is modeled according to UV-

Vis spectrophotometer measurements described in 6.4.2. The gadolinium sulfate concentration

is modeled as 0.2% by weight, but will be tuned after the gadolinium concentration in the tank

is assayed. Given some parameters, such as the individual PMT charge response curves and

an exact mapping of the PMT positions, must still be tuned in the simulation, some differences

between data and simulation are expected.

A simulated AmBe source deployment with ten thousand neutrons was performed to com-

pare to the AmBe calibration source data. The neutron candidate capture time predicted in the

default RATPAC simulation is compared to the background-subtracted AmBe source data in

figure 8.16. The simulation contains a slightly higher fraction of neutron captures in the time

window t < 20µs, but is generally in good agreement with the calibration data. It is possible

that the simulation’s gadolinium sulfate concentration of 0.2% by weight is too high, resulting
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Figure 8.15. Visualization of the AmBe source housing simulated in the ANNIE tank in RAT-
PAC. Figure credit: Vincent Fischer.

in too short of a decay time constant (and a smaller fraction of neutron captures at later times).

An assay of the ANNIE tank’s final gadolinium concentration must be performed in the future

to cross-check this possible discrepancy.

The neutron candidate PE count distribution where PEtot > 20 is shown in figure 8.17.

The data and simulation PE distributions for the lower PE range are in disagreement and are not

compared; the disagreement is due to a systematic loss of neutrons in data caused by the cluster

finder needing a minimum of five PMT hits to define a cluster. This five PMT hit threshold could

be lowered at the cost of larger data files and increased processing time.

In the higher PE range, an interesting feature around 60-80 PE appears in the simulation

which is not seen in data. One possibility is that the gadolinium de-excitation model in the

default RATPAC simulation package does not reflect the actual de-excitations of gadolinium,

and should be updated. This disagreement will be further investigated in upcoming Data/MC

comparison studies.
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Figure 8.16. Visualization of the AmBe source housing simulated in the ANNIE tank in RAT-
PAC. The default simulation is in good agreement with the AmBe data, but does have a larger
fraction of captures for tc < 20µs. This discrepancy may be caused by an overestimation of
the gadolinium concentration in the simulation.
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Figure 8.17. PE distribution as seen in the default RATPAC AmBe simulation data and the
ANNIE source deployment data. A feature at 60-80 PE is present in the simulation that is not
observed in the actual source data.

8.6 Extraction of neutron detection efficiency
The neutron detection efficiency was extracted from the neutron multiplicity distribution of the

AmBe source data. The neutron candidate multiplicity per trigger in the AmBe source data is
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shown in figure 8.18.

0 1 2 3 4 5
Neutron candidate multiplicity

100

101

102

103

104
Nu

m
be

r o
f a

cq
ui

sit
io

ns

Neutron candidate multiplicity, AmBe central source run 
 (All preliminary cuts, [2,67] s window)

Figure 8.18. Histogram of the number of neutron candidates detected per acquisition in the
ANNIE source data. The presence of acquisitions with multiplicity greater than one suggests
the presence of backgrounds.

In a background-free scenario with all triggers resulting from 4.4 MeV γs, the neutron de-

tection efficiency would simply be

εn =
Num. triggers with neutron candidate

Num. triggers
. (8.1)

However, the presence of background contamination and triggers due to neutron activity

from the AmBe source would have caused the naive counting analysis in equation 8.1 to yield an

incorrect detection efficiency. I developed and performed an analysis which extracts the neutron

detection efficiency in the presence of backgrounds.

Two different models were developed through which the neutron efficiency was extracted.

One model utilizes the background data to model the background component of the multiplicity

distribution, while another models the background’s contribution to the multiplicity as resulting

from a purely uncorrelated background. Ultimately, the results from both models were used to

produce a final efficiency estimate and estimate the uncertainty of the background models.
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8.6.1 Multiplicity model

The multiplicity distribution model utilizes a toy Monte Carlo approach to produce a distribution

based on the input background model and neutron detection efficiency (labeled εn). Consider

a single Monte Carlo throw of the neutron candidate multiplicity distribution, labeled M . The

neutron multiplicity for this single throw is given by

M = δS +NB , (8.2)

where δS is the AmBe decay’s correlated neutron and NB is the number of background

neutron candidates detected.

δS is either 0 or 1, and is determined with a random draw x between [0, 1] and is defined as

δs(x) =
1 , x ≤ εn

0 , x > εn ,
(8.3)

where εn is the neutron detection efficiency in the model.

NB is a random draw from the background multiplicity distribution model. A random draw

is performed by forming the cumulative distribution CB of the background multiplicity distribu-

tion, firing a random number x in the range [0,1], and getting the value returned from CB(x). In

the data-driven background model, NB is sampled using the background multiplicity distribu-

tion measured in the AmBe background run (see figure 8.19). In the uncorrelated background

model, NB is drawn from a Poisson distribution of mean background rate λN , given by

PoisB(x;λn) =
λxne

−λn

x!
, (8.4)

where λn is a free parameter that must also be fit.

Using one million throws of M for a fixed εn and either the background data multiplicity

distribution or a Poisson background of rate λn, a multiplicity profile Pmodel is formed. The

model distribution Pmodel for the input parameters is normalized then tested with a goodness-of-

fit test against the AmBe source data’s normalized multiplicity distribution.

In the data-driven background model, the goodness-of-fit χ2
DD is defined as
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Figure 8.19. Neutron candidate multiplicity in AmBe background run. All preliminary cuts
have been applied to the dataset. The multiplicity distribution is drawn from to produce NB

values in the data-driven multiplicity model.

χ2
DD(εn) =

N∑
i=1

Pdata(i)− Pmodel(i)√
σ2
s,i + σ2

b,i

2

, (8.5)

where σs,i is the statistical uncertainty of multiplicity bin i in the source data and σb,i is

the statistical uncertainty of bin i in the background data. The best fit neutron efficiency εn is

determined by scanning the entire probability space εn ∀ [0, 1] in a profile likelihood fashion.

In the Poisson background model, the goodness-of-fit χ2
Pois is defined as

χ2
Pois(εn, λn) =

N∑
i=1

(
Pdata(i)− Pmodel(i)

σs,i

)2

, (8.6)

where σs,i is the statistical uncertainty of multiplicity bin i in the source data. The best fit

neutron efficiency εn and background rate λn are determined by scanning the entire probability

space for both variables in a profile likelihood fashion.

The variation of the χ2 parameter as a function of profile variables was used to quantify the

uncertainties in the best fit model parameters. The εn, λn parameters that yielded the lowest

goodness-of-fit parameter χ2
min was taken as the best fit efficiency. The confidence limit for the

best-fit neutron detection efficiency was taken as the range of χ2 values where the following

expression is valid [205]:
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χ2 − χ2
min ≤ ∆χ2 , (8.7)

where ∆χ2 is a function of the confidence limit and the number of parameters being simul-

taneously fit. For a confidence interval of 68.3%, ∆χ2 = 1 when fitting a single parameter and

∆χ2 = 2.3 when simultaneously fitting two parameters [205].

8.6.2 Neutron efficiency estimates for central source data

A comparison of the best-fit multiplicity models described in section 8.6.1 to the central source

data (position 0) are shown in figure 8.20. Both models are in agreement with the data at lower

cluster multiplicities, but diverge at the higher multiplicity bins. For all source positions, the un-

correlated background model fit underestimates the high multiplicity tail, while the data-driven

background model fit overestimates the tail. This suggests that background-related neutron can-

didates observed in the AmBe source data:

• Are not entirely uncorrelated-in-time backgrounds (since the Poisson background model

underestimates the source data distribution)

• Contain less backgrounds than that found in the background dataset (since the background-

driven model overestimates the source data distribution)

The χ2
DD profile for the data-driven fit to the position 0 source data is shown in figure 8.21.

The best fit detection efficiency was found to be εn = 0.64 with χ2/ndof = 4/5. The low

statistics of the background set results in a larger uncertainty for the data-driven model fit and

broadens the goodness-of-fit profile.

The uncorrelated background model’s goodness-of-fit is in higher tension with the position

0 source data (χ2/ndof = 11/5) but agrees well with the data-driven model fit (also has best

fit εn = 0.64). The goodness-of-fit profile as a function of εn and λn are shown in figure 8.22.

The likelihood profile for the uncorrelated background model is two-dimensional, as both the

detection efficiency εn and the background rate λn were varied to find the best fit to the data.

To better illustrate the uncertainty in both the neutron efficiency parameter and the back-

ground rate parameter, the same goodness-of-fit profile in figure 8.22 is projected along the εn

and λn axes at the minimum χ2 in figures 8.23 and 8.24.
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Figure 8.20. Best fit neutron candidate multiplicity models for the central source data. The
data-driven model overestimates the higher cluster multiplicity tail while the uncorrelated back-
ground model underestimates the distribution tail.
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Figure 8.21. Goodness-of-fit profile for the data-driven multiplicity model as the neutron de-
tection efficiency εn is varied. The best fit neutron detection efficiency is εn = 0.64, with
χ2/ndof = 4/5.

Note that the neutron detection efficiency estimate from the uncorrelated background model

fit has smaller uncertainties than that of the data-driven model fit. This is expected, as the data-
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Figure 8.22. Two-dimensional goodness-of-fit profile for the multiplicity model assuming
an uncorrelated background. The best fit neutron detection efficiency is εn = 0.64, with a
goodness-of-fit of χ2/ndof = 11/5.
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Figure 8.23. Goodness-of-fit profile for the uncorrelated background multiplicity model to
AmBe source data for fixed best-fit detection efficiency εn.

driven background fit also incorporates the background data’s statistical uncertainties into the

goodness-of-fit parameter. The uncertainties of the data-driven model fit should become com-

parable to the uncorrelated background model with the collection of more background data.
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Figure 8.24. Goodness-of-fit profile for the uncorrelated background multiplicity model to
AmBe source data for fixed best-fit background rate λn.

8.6.3 Neutron efficiency estimates for all AmBe source positions

The fit procedures described above are repeated for all source positions to quantify the neutron

detection efficiency for each source position. A table containing the best fit neutron efficiencies

as well as the χ2/ndof is shown in table 8.4.

Given the overall more stable goodness-of-fit and higher uncertainties, the best fit detection

efficiencies from the data-driven background model are conservatively taken as the final estimate.

The difference in the estimates from the two models is taken as a systematic uncertainty.

As a cross-check for the uncorrelated background model, the best-fit background rate λn was

compared for all four source positions. Aside from any impacts due to shadowing or radioactivity

contamination on the source housing, all positions should predict the same mean background

rate within uncertainties. The background rate fits are in agreement for all source positions, as

shown in table 8.5. It is interesting to note that position 0 shows a slight tension with the other

positions; the potential source of this tension is currently unknown.
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Fit method Position Best fit εn χ2/ndof σεn

Data-driven Position 0 0.64 4/5 +0.03, -0.02

fit Position 1 0.57 5/5 +0.03, -0.02

Position 2 0.46 5/5 +0.02, -0.03

Position 3 0.35 5/5 +0.03,-0.02

Uncorr. background Position 0 0.64 11/5 +0.01,-0.02

fit Position 1 0.57 9/5 +0.01, -0.01

Position 2 0.45 16/5 +0.01, -0.01

Position 3 0.36 1/5 +0.01, -0.02

Table 8.4. Summary of neutron detection efficiency fits using both multiplicity models. Al-
though the uncertainties are higher on the data-driven model, the efficiency predictions from
both models are consistent with each other.

Position Best fit λn [candidates/trigger] σλn

Position 0 0.073 +0.004, -0.012

Position 1 0.068 +0.005, -0.006

Position 2 0.067 +0.004, -0.008

Position 3 0.068 +0.007,-0.007

Table 8.5. Summary of best-fit background rates in all AmBe source datasets. All positions
are in agreement within the uncertainty on the fits.

8.7 Systematic uncertainties
Three main systematic uncertainties were considered when quoting the final efficiency results in

the following section. The systematics taken into consideration include:

• Uncertainty in the background model

• Neutron captures on the AmBe source housing

• Contamination of AmBe data with acquisitions due to non-AmBe triggers (false starts)
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8.7.1 Uncertainty in the background model

The uncertainty in the background model was taken as the difference between the best-fit neutron

detection efficiency of each model (labeled δm). Given the uncorrelated background multiplicity

model underestimates the source data while the data-driven multiplicity model overestimates the

data, the incorporation of this systematic should provide coverage over the true best-fit neutron

multiplicity distribution.

8.7.2 Neutron captures on AmBe housing

Neutrons that capture on the AmBe housing produce a systematic error in the neutron detection

efficiency which is not be present in beam data. Any neutrons that capture on the AmBe housing

and produce a signal in the tank with less than five PMT hits would go undetected by the clus-

tering algorithm; as such, neutrons captured on the housing result in a systematic error biased

in lowering the neutron detection efficiency. The uncertainty associated with AmBe housing

neutron captures is quantified using the AmBe RATPAC simulation.

Ten thousand AmBe neutrons were simulated in the AmBe housing in RATPAC, and the

number of neutrons that capture on the source were counted. A total of 31 neutrons out of

10k neutrons generated captured on the AmBe housing, and never had the chance to capture on

gadolinium in water. As such, the systematic correction due to the housing neutron captures δh

would be

δh =
31

1E5
±
√

31

1E5
= 0.003± 0.001 . (8.8)

A positive systematic error of 0.4% is propagated into the detection efficiency uncertainty to

cover this effect.

8.7.3 Triggers caused by background activity (background false starts)

As seen in table 8.3, the background data indicates that after applying preliminary cuts, up to

0.005 Hz of the trigger rate of the 1.15 Hz rate seen in runs 1594-1596 can be contributed to non-

AmBe activity. The ratio of these rates can be used to quantify an error in the neutron efficiency

prediction due to background triggers.

The background trigger rate and source trigger rate in table 8.3 (fB = 0.005Hz and fS =
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1.15Hz) and their statistical uncertainties are used to estimate the background trigger contami-

nation probability δbt, written as

δbt = fS
fB
±

[
fS
fB

√(
δfS
fS

)2

+
(
δfB
fB

)2
]
,

= 0.004± 0.001 .

(8.9)

The value in equation 8.9 estimates the fraction of background activity triggers, but not

how much the background activity triggers impact the detection efficiency estimate. The un-

certainty in the detection efficiency due to this contamination is reasoned as follows. In the

most extreme error possible, any background activity trigger will have no neutron activity in

the delayed window, negatively biasing the neutron efficiency estimate. The magnitude of this

bias would be proportional to the fractional background trigger contamination probability itself

(δbt = 0.4 + 0.1%). To conservatively cover the most extreme case, a positive systematic error

of 0.5% is propagated into the detection efficiency systematic uncertainty.

8.7.4 Neutron-induced triggers (false start neutrons)

Neutron-induced triggers, also referred to as “false start neutrons”, require a systematic correc-

tion to the neutron capture efficiency estimate. Consider a neutron produced in the AmBe source

which either has no 4.4 MeV γ or has a correlated 4.4 MeV γ which does not trigger data acqui-

sition. The neutron can capture on gadolinium near the source housing, producing de-excitation

γs which can scatter in the BGO crystal and initiate data acquisition (see figure 8.25). No corre-

lated neutron will be observed in the delayed window for this trigger; as such, false start triggers

result in a systematic underestimate of the neutron capture detection efficiency.

Most false start neutron triggers can be rejected using the tank activity cut. Figure 8.25

shows that most false start neutrons should have both AmBe source SiPM pulses (from the γ

that scatters in the BGO) and tank PMT pulses (from the γs that Compton scatter on electrons

in the tank volume). This coincident activity is a tag for false start neutrons, and can be used

to reject most acquisitions caused by false start neutrons. However, some false start neutrons

will not have any hits in the tank volume, and will pass the tank activity cut; the fraction of

acquisitions triggered by these false start neutrons with no tank activity must be quantified.

To estimate the fraction of false starts with no tank activity, the PE distribution for all hits
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Figure 8.25. Diagram showing an example of a false start neutron. A de-excitation γ from
the neutron capture scatters in the BGO crystal, triggering data acquisition. The remaining
de-excitation γs can Compton scatter in the tank, producing PMT hits at the same time as the
BGO scatter.

correlated with AmBe source SiPM pulses triggering data acquisition is used. For each trigger,

the PE of all PMT hits within 300 nanoseconds of the acquisition’s SiPM pulses are summed.

This distribution is composed of acquisitions triggered by false start neutrons, cosmic muons

passing preliminary cuts, and 4.4 MeV γs that have secondary Compton scatters inside the tank

volume. The SiPM-correlated tank PE distribution is shown in figure 8.26.

The distribution in figure 8.26 can then be simultaneously fit with the PE distributions from

4.4 MeV γs, and false start neutrons. Note that at the < 150 PE regime, through-going cosmic

muons can mostly be neglected in the fit because muons produce Cherenkov light on their way

to AmBe housing at the center of the tank; this usually produces more than 150 PE in the tank

PMTs. The total PE distribution for each component is estimated using RATPAC simulations

of the 4.4 MeV γ and neutrons produced in the AmBe source. 100k events were simulated for

each component. Note that the distribution shape for each signal changes depending on what

trigger threshold is set for the AmBe source SiPMs. The PE distribution shape for different BGO

energy deposition thresholds is shown in figures 8.27 and 8.28.
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Figure 8.26. Histogram of total PE measured within 300 nanoseconds of each pair of AmBe
source SiPM pulses triggering data acquisition. SiPM-correlated tank activity is due to a com-
bination of cosmic muon-induced triggers, false start neutrons, true 4.4 MeV γs, and uncorre-
lated backgrounds (such as radioactivity and background neutrons).
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Figure 8.27. RATPAC-based tank PE predictions for 4.4 MeV γs from the AmBe source which
also deposit some energy in the BGO crystal. The PE distributions for several BGO energy
deposition thresholds are shown. The lines connecting each point are for visual aid only.

The false start systematic correction could not be completed for inclusion in this thesis. An

energy calibration of the AmBe housing BGO and SiPM setup is needed to choose the correct

distributions from figures 8.27 and 8.28. These calibrations will be conducted during the next
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Figure 8.28. RATPAC-based tank PE predictions for neutrons from the AmBe source which
also deposit some energy in the BGO crystal. The PE distributions for several BGO energy
deposition thresholds are shown. The lines connecting each point are for visual aid only.

AmBe calibration campaign. A Cs-137 source, the 4.4 MeV γ peak, and through-going muons

will be used to energy calibrate the BGO crystal and AmBe source SiPMs. Following this cali-

bration, the false start neutron fraction will be estimated and applied as a systematic correction.

8.8 Summary of systematic corrections
A summary of the systematic uncertainties for each position is given in table 8.6. These val-

ues compose the total systematic uncertainties quoted in the final efficiency values presented in

section 8.9. The total uncertainty is taken as all systematic uncertainties added in quadrature.

8.9 Final neutron detection efficiency estimates
The final neutron efficiency estimates, along with the total uncertainties associated with the

goodness-of-fit (stat) and the systematic uncertainties (sys) are quoted in table 8.7. The neutron

efficiencies are valid for neutron searches that utilize the [2,67] microsecond time window to

collect neutron data relative to the prompt event. Any other time window requires repeating the

analysis described above in the time window of interest.

The results from table 8.7 are summarized in graphical form in figure 8.29.
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AmBe Position δm δh δbt Total

Position 0 +0.00 +0.004 +0.006
+0.01

−0.00

Position 1 +0.00 +0.004 +0.006
+0.01

−0.00

Position 2 -0.01 +0.004 +0.006
+0.01

−0.01

Position 3 +0.01 +0.004 +0.006
+0.01

−0.00

Table 8.6. Summary of systematic error uncertainties incorporated into the final neutron de-
tection efficiency estimate. The total systematic uncertainty for each direction is taken as all
systematic uncertainties added in quadrature. Estimation of the false start neutron systematic
correction and associated uncertainties are not present.

Position label AmBe Position (x,y,z) [cm] Neutron detection efficiency εn

Position 0 (0,0,0) 0.64
+0.03(stat) + 0.01(sys)

−0.02(stat) − 0.00(sys)

Position 1 (0,0,75) 0.57
+0.03(stat) + 0.01(sys)

−0.02(stat) − 0.00(sys)

Position 2 (0,0,102) 0.46
+0.02(stat) + 0.01(sys)

−0.03(stat) − 0.01(sys)

Position 3 (0,100,102) 0.35
+0.03(stat) + 0.01(sys)

−0.02(stat) − 0.00(sys)

Table 8.7. Neutron detection efficiency estimate for all four AmBe source positions analyzed,
along with quoted total uncertainties.
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Figure 8.29. Summary of the estimated neutron detection efficiency in the ANNIE tank volume
as a function of radius and vertical position. The estimated efficiency is valid for neutrons in
the [2,67] microsecond acquisition window relative to the prompt event.
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Chapter 9

ANNIE neutrino beam data

This thesis closes with a glimpse of ANNIE’s first physics-quality neutrino beam data. The event

selection used to select neutrino candidate events is described, and a comparison of the neutrino

candidate’s visible energy (defined in section 9.5) to simulation predictions is shown. The first

neutron multiplicity distributions extracted from ANNIE beam data with statistical errors only

are also presented. The primary systematic uncertainties are described to close the chapter;

analyses used to quantify and apply these corrections to data are beyond the scope of this thesis.

9.1 Beam data run summary
The first beam data set collected following commissioning has just under four days of detector

livetime in total. A summary of the run numbers, number of candidate triggers, and detector

livetime are shown in table 9.1. Note that the first results are statistics-limited, as the BNB was

shut down early for the 2019-2020 beam year.

9.2 Beam data triggering scheme
For every pulse from the Resistive Wall Monitor (RWM), two and four microseconds of data

were taken for the tank PMTs and MRD PMTs, respectively. A single neutrino beam spill from

the BNB has a 1.6µs spread; these window widths ensure both detector systems can capture

the entire beam window. The acquisition time for the tank PMT and MRD DAQs were aligned

relative to the RWM signal such that the entire beam was captured. An elevated rate of tank

PMT hit clusters, referred to as “tank clusters”, in the two microsecond acquisitions from the
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Run numbers Number of triggers Livetime [s]

1623 299988 77797

1624 379991 94275

1625 329985 84980

1634 229994 56934

Total 1.24× 106 3.1× 105

Table 9.1. Summary of the beam runs used for the beam data shown below. The total livetime
of the ANNIE detector was approximately 3.6 days.

beam dataset is present in the data, as seen in figure 9.2.
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Figure 9.1. Number of hit clusters observed in the first two microseconds of data acquisition in
beam data. The elevated number of hits between 300 ns and 1900 ns are due to beam-correlated
activity in the ANNIE tank.

The MRD beam data also has an elevated rate of MRD paddle hit clusters, referred to as

“MRD clusters”, consistent with the beam window. However, the MRD cluster distribution

also has an additional peak near 1.7 microseconds; this peak is due to MRD data acquisitions

triggered by the through-going cosmic trigger, which always had MRD hits register at this time
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in the acquisition window. The removal of cosmic triggers with uncorrelated beam activity will

be seen after applying some data quality cuts (see section 9.3).
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Figure 9.2. Number of MRD paddle clusters observed in beam data. The elevated number
of hits between [1, 2.6] microseconds are due to beam-correlated activity in the ANNIE tank.
The peak at approximately 1.7 microseconds is due to through-going cosmics which triggered
MRD acquisition.

If any single tank PMT ADC channel measures a voltage above baseline consistent with

approximately 5 photoelectron counts, the two microsecond acquisition of the tank was extended

to a 67 microsecond acquisition in all channels. This extended window could then be searched

for tank clusters which were candidates for neutron capture events.

9.3 Preliminary beam data event selection
Several preliminary prompt window criteria were created to select coincident tank and MRD

activity which could contain neutrino events. Further event selection based on MRD reconstruc-

tion and the total photoelectrons seen in the ANNIE tank was used to select neutrino candidate

events, and is described in section 9.4.
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9.3.1 Highest PE and paddle count clusters

When selecting candidate prompt events, the tank cluster with the largest PE and MRD cluster

with the most paddle hits were selected. Lower PE events neighboring the largest PE event can

be caused by secondary activity such as Michel electrons (electrons produced in a muon decay)

or gammas from nuclear de-excitation) and are neglected. In the future, event selection could be

made more sophisticated to collect these lower PE clusters for additional physics or calibration

analyses.

9.3.2 Tank cluster charge balance

A charge balance cut was placed on the prompt clusters to primarily remove instrumental-based

tank clusters. The tank PMT cluster charge balance as a function of cluster time is shown in

figure 9.3. Notice that a large population of clusters with CB ∼ 1 and a second subdmoinant

population near CB ∼ 0.5 are present in the 300 nanoseconds prior to the beam window. The

cause of these is currently unknown; it is possible that baseline ringing from a previous beam spill

or a cosmic muon prior to the acquisition causes these instrumentals. A prompt cluster charge

balance cut of 0.9 was placed to ensure the removal of all high charge balance instrumentals.

9.3.3 Coincident tank and MRD activity

Any tank and MRD clusters which pass the highest PE/paddle count and charge balance cuts

were rejected if their cluster times were not correlated in time. Since the PMT DAQ and MRD

DAQ are completely separate systems, the two have different trigger times relative to the same

RWM signal. Fortunately, by plotting the MRD cluster times and tank cluster times (see figure

9.4), a clear region of correlated activity is apparent. By taking the difference of the PMT and

MRD cluster times, a time cut can be selected to only accept coincident tank and MRD activity.

A time cut of 700 < ∆tc < 800 ns was selected. The difference in MRD and tank time clusters,

along with the selection window, for all highest PE and largest paddle count clusters are shown

in figure 9.5.

9.3.4 Impact of preliminary cuts

The selection of the largest PE/paddle count clusters and coincident tank/MRD cluster activ-

ity reduces the total event rate, but virtually eliminates clusters outside the beam window. This
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Figure 9.3. Charge balance distribution as a function of time for tank PMT hit clusters in the
beam data prompt window. Charge balance populations of CB ∼ 1 and CB ∼ 0.5 are present
in the first 300 nanoseconds, but are overwhelmed by beam window activity between 0.3-1.9
microseconds. Most clusters in the beam window have a charge balance CB < 0.8.
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Figure 9.4. Scatter plot of the MRD and tank cluster times in ANNIE beam data. A clear line
of correlated activity in the neutrino beam spill window is apparent.

removal of most events outside the beam window indicates the cuts are efficient at reducing non-

beam related activity. The reductions in tank and MRD cluster counts due to the preliminary

cuts are given in figures 9.6 and 9.7. A summary of the reductions in cluster counts with the
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Figure 9.5. Difference in the tank and MRD cluster times. The accepted time window for
correlated tank/MRD activity due to the beam is for 700 < ∆tc < 800 ns (marked with black
lines in the figure).

Prompt selection criteria Tank clusters MRD clusters

No cuts 73846 68821

CB < 0.9 70836 -

Highest PE/most paddles 40200 66741

700 < ∆tc < 800 ns 4219 4219

Spills/prompt candidate 293± 5

Table 9.2. Summary of the prompt candidate event selection impact. An event with coincident
tank and MRD activity occurs approximately once every 293 beam spills.

application of preliminary cuts is shown in table 9.3. A prompt event candidate is seen approxi-

mately every 293 beam spills; given that the BNB has approximately 5× 1012 protons-on-target

(POT) per spill [152], a prompt candidate occurs once every 1.5× 1015 POT.

9.4 Neutrino CCQE candidate event selection
Additional event selection is applied to select candidate CCQE events from the prompt event

candidate dataset. Current CCQE candidate event selection relies primarily on MRD recon-

struction information and front veto hit information. Reconstruction of the interaction vertex
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Figure 9.6. Tank clusters in the prompt acquisition window with preliminary event selection
applied. The event selection requirements remove most events outside the beam window, in-
dicating a reduction in background events. The tank/MRD time correlation has the greatest
impact on selecting events in the beam window.

using tank PMT information will improve selection criteria in future analyses. These event se-

lection criteria, and the analysis of the associated systematic uncertainties, will be modified as

the ANNIE tank’s calibration and offline analyses evolve.

9.4.1 MRD track reconstruction

For a first analysis, only prompt candidates with a single reconstructed track were selected as

a neutrino CCQE candidate event. Multi-track events are primarily associated with resonant or

deep-inelastic scattering neutrino interactions or contamination from coincident through-going

cosmic activity. As such, selecting single-track events helps ensure the visible energy estimate

is associated with the muon from a neutrino interaction alone.

9.4.2 No muon veto hit

Any event that has one or more paddle hits in the front veto is rejected from the neutrino candidate

pool. Muons produced from neutrino interactions in the dirt upstream from the ANNIE tank
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Figure 9.7. MRD clusters in the prompt acquisition window with preliminary event selection
applied. The cosmic MRD triggers uncorrelated with beam activity have been removed from
the dataset, and virtually all MRD clusters outside the beam window have been removed.

(known as “dirt muons”) constitute a background to neutrino interactions in the tank volume;

the front veto helps tag this background when they pass through the front veto’s scintillation

paddles. An estimate of the front muon veto efficiencies is currently ongoing. Paired with the

tagged through-going muon rate, a contamination estimate of through-going muons could be

made in future analyses of beam data.

9.4.3 Tank vertex reconstruction

Vertex reconstruction algorithms have been developed for reconstructing neutrino interactions

via the muon produced in charged-current neutrino interactions. These algorithms use tank PMT

time and charge information caused by the muon’s Cherenkov light to estimate the neutrino in-

teraction point and muon track direction [206, 175]. Eventually, this information will be utilized

alongside the reconstructed MRD track to improve neutrino interaction event selection.

Vertex reconstruction information is not included in the event selection for the data shown

below. The current timing uncertainties of the PMTs make vertex reconstruction on the scale

of the ANNIE tank size too uncertain for use. Tank vertex reconstruction information will be
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Selection criteria Prompt event candidates

No cuts 4219

Single MRD track 2574

No veto hit 3335

Total neutrino candidates 2001

Spills/neutrino candidate 620± 13

Table 9.3. Summary of the neutrino event selection impact on rates. An event with coincident
tank and MRD activity passing neutrino candidate selection occurs approximately once every
620 beam spills.

incorporated into the neutrino candidate event selection criteria following a laser ball timing

calibration deployment and reprocessing of data with the corrected PMT signal time delays.

9.4.4 Summary of neutrino candidate selection impact

The fraction of prompt events rejected with the addition of CCQE event selection is detailed in

table 9.3. The data indicate that a large fraction of coincident tank/MRD activity are associated

with a single veto hit. The high rate of veto hits indicates a contamination estimate using the

calculated efficiencies of the veto paddles will be important in upcoming analyses.

9.5 Characterizing neutrino candidate visible energy
The visible energy of the neutrino candidate is needed to characterize the neutron multiplicity

as a function of neutrino interaction energy. The visible energy for a candidate neutrino event is

defined as

Evis = ETank + EMRD . (9.1)

ETank is estimated by summing the total PMT charge observed in the tank and converting

to energy with the calibration described in 9.5.1. The energy deposition in the MRD EMRD is

estimated using a simulation-driven approach as described in section 9.5.3. Note that energy

losses in the air gap between the tank and MRD are neglected for the visible energy estimation,

as the energy deposition is negligible compared to the energy loss in the tank water and MRD
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steel layers.

9.5.1 Visible tank energy scale determination

The Cherenkov light observed for a charged particle of known type and path length in the ANNIE

tank can be related to the particle’s total energy deposition in the tank. This relation is critical

for estimating the energy deposited in the ANNIE tank given an observed PMT charge signal

from Cherenkov radiation alone.

As seen in the Frank-Tamm formula in 1.31, a particle’s Cherenkov emission spectrum is

constant per unit length so long as the charged particle has β ≈ 1. As discussed in section 6.1.2,

the energy deposition per unit length of minimum ionizing particles is also relatively constant.

In this case, the following relation then holds for minimum ionizing particles:

dNCherenkov

dx
= αT

dE

dx
→ αT =

dNCherenkov

dE
(9.2)

and a relation between deposited energy and total observed Cherenkov light can be made.

Muons (either cosmic or dirt) which traverse the entire PMT tank volume and have a visible

track in the MRD are approximately minimum-ionizing in the tank volume, and can be utilized

to estimate the relation in equation 9.2 for muons. Based on measurements made during con-

struction, the volume of water subtended by the tank photomultiplier tubes is a cylinder with

radius 100 cm and height 290 cm. As such, through-going muons traversing directly down the

middle of the PMT volume will travel approximately xL = 200 cm; given the current uncertainty

of positions within the tank is ±5 cm, the uncertainty on this distance is taken conservatively to

be δL = 10 cm. Given that the dE/dx = 1.992 MeV/cm for minimum-ionizing muons in water

(from table 6.2) and the diameter of the ANNIE tank xL, the energy deposited by through-going

muons is estimated to be

∆EMIP,µ =
dE

dx
xL = 1.992

MeV

cm
∗ (200± 10 cm) = 400± 20MeV . (9.3)

This energy estimate can be compared to the total number of photoelectrons seen for through-

going muons to estimate the αT parameter in equation 9.2.
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9.5.2 Through-going event selection

Through-going muons were selected by finding prompt candidate events as described in section

8.3, and then selecting single-track events with a paddle hit in the front veto. Additional cuts

on the reconstructed MRD track parameters were applied to select through-going muons with

a tank traversal length near the tank diameter xL = 200 cm. The total photoelectrons observed

for through-going muons with varying MRD track entry point and angle relative to the beam

axis are shown in figures 9.8 and 9.9. A population of lower photoelectron tank clusters are

seen for through-going muon candidates with an entry point far from the MRD center and a

large track angle relative to the beam axis. This trend indicates that muons entering far from

the MRD surface’s center or with track directions off-beam axis clip the tank and do not deposit

Cherenkov for the full xL length.
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Figure 9.8. Total photoelectrons plotted against the reconstructed entry distance from the MRD
center. A population of low-PE events is present for tracks with an entry point farther from the
MRD center. Particles that enter far from the MRD center cannot traverse the entire PMT
volume’s diameter, and produce less visible Cherenkov light in the tank than directly through-
going muons.

Based on the angle/radius distributions and some additional cuts designed to remove lower

PE and non minimum-ionizing backgrounds, the through-going muon event selection was cho-

sen as:
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Figure 9.9. Total photoelectrons plotted against the reconstructed track angle relative to the
beam axis. A population of low-PE events is present for tracks with a larger MRD angle, but
some low PE events are also present at smaller angles. Particles with extreme track angles
relative to the beam axis can not traverse the as much of the PMT inner volume, and produce
less visible Cherenkov light in the tank than through-going muons on the beam axis.

• Greater than 70 PMTs hit within the beam acquisition window

• At least one paddle hit in the front muon veto

• One single reconstructed track in the MRD

• Reconstructed MRD track entry point is within 60 cm of the center of the MRD’s surface

• Reconstructed MRD track angle less than 20o from the BNB beam axis

The total observed photoelectrons in the ANNIE tank for through-going muons with the

above event selection is shown in 9.10. A clear peak lies in the distribution at ∼ 4500 PE.

The total photoelectron distribution was fit with a Gaussian to extract the mean photoelec-

trons observed per tank traversal. Using this fit, the mean number of Cherenkov photoelectrons

observed per MeV of minimum-ionizing muon energy deposition was estimated as

αT =
4558± 398PE

400± 20MeV
= 12± 1

PE

MeV
. (9.4)
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Figure 9.10. Distribution of total photoelectrons observed in through-going muon candidate
events with more aggressive cuts on MRD track angle and entry point. A peak of ∼ 4500 PE
shows for the through-going muon candidates.

No systematic uncertainties have been taken into account for the above estimate, such as

corrections associated with cosmic muon contamination or afterpulsing.

Finally, the visible energy in the tank for a prompt event is estimated as

ETank = αT
∑
i

PEi , (9.5)

where PEi is the total photoelectron count observed for each PMT hit i in a tank cluster.

9.5.3 Visible MRD energy reconstruction

The energy deposition in the MRD for through-going muons (labeled EMRD) is predicted using

lookup tables produced from detector simulations. Simulated muons with energies resulting

from BNB-based neutrino interactions were produced and fired into the MRD at varying angles.

GENIE was used to simulate neutrino interactions and WCSim (GEANT4 physics libraries)

was used to simulate energy loss in the MRD. The total energy loss per unit length for a muon’s

track angle, along with the error on the energy loss for a given angle, was determined using the

simulation’s truth information and used to form lookup tables. These tables were then used to
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estimate the energy loss EMRD given a reconstructed track’s angle and penetration depth. The

lookup tables developed for the MRD are shown in figures 9.11 and 9.12.

Figure 9.11. Average energy loss per unit centimeter for muons passing through the ANNIE
MRD. The energy loss per centimeter varies as a function of angle due to the varying depth of
steel that the muon passes through. Figure credit: Marcus O’Flaherty.

In general, a higher angle of MRD incidence results in a larger rate of energy loss, as the

mean fraction of steel traversed by the muon becomes larger for more extreme angles.

9.6 Comparison of neutrino candidate visible energy to sim-
ulation

To validate the developed neutrino event selection and visible energy reconstruction, the recon-

structed visible energy distribution for neutrino candidates in ANNIE beam data was compared

to simulation. Charged-current neutrino interactions on oxygen were simulated using the GE-

NIE simulation package, and the produced muon was propagated through the simulated ANNIE

geometry in WCSim. The truth information of neutrino interactions which occur in the AN-

NIE tank, have no pion produced, and stop in the MRD were selected in simulation and used

to form a probability distribution of the expected visible energy for single-track neutrino events
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Figure 9.12. Beam-axis penetration per unit energy loss for muons passing through the ANNIE
MRD. The penetration depth decreases as the angle increases due to an increase in the average
length of steel traversed at large incidence angles. Figure credit: Marcus O’Flaherty.

in ANNIE. A comparison of the ANNIE beam data’s visible energy distribution and the GE-

NIE/WCSim simulation truth information is shown in figure 9.13.

The data’s distribution peak occurs at∼ 700 MeV, in agreement with the MC truth and the ex-

pected peak neutrino energy for the BNB (recall figure 5.5). The reconstructed data demonstrate

a larger fraction of low-energy interactions; this may be due to errors introduced in the data’s

energy reconstruction, and should be compared with the post-reconstructed simulation in future

studies to see if the difference is resolved. A high-energy constant background also appears in

the data at Evis > 1.5GeV ; this background could be due to contamination from through-going

muons coincident with neutrino events or non-CCQE events which have only one reconstructed

MRD track.

9.7 Neutron candidate multiplicity
The neutron candidate multiplicity of the neutrino candidate set was also analyzed. Although

the statistics for neutron candidates in beam data are low, the data are useful to determine the

amount of beam data necessary for a future neutron multiplicity publication. The total delayed

tank PMT hit clusters for the entire dataset, plus the reduction in statistics due to delayed cluster
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Figure 9.13. Distribution of visible energy for single-track neutrino candidate events in ANNIE
beam data as compared to CC0π MC truth. The data demonstrate a flat background at Evis >
1.5 GeV and a larger fraction of events in the rangeEvis < 700 MeV than seen in the simulation.
The general shapes are in agreement, but further comparison will require the incorporation of
backgrounds and reconstruction systematics into the simulation. Errors shown are statistical
only.

event selection, are shown in figure 9.14. The requirement that delayed clusters follow a neu-

trino candidate event in the prompt window produces the largest reduction in neutron candidate

statistics.

The neutron candidate multiplicity distribution for acquisitions with a neutrino candidate are

shown in figure 9.15. The majority of interactions contain no delayed cluster in the [12, 67] µs

acquisition window. No correction has been made for the neutron detection efficiency.

The mean number of neutron candidates observed per neutrino candidate as a function of

visible energy is shown in figure 9.16. The data have a very high statistical uncertainty, due to

the small sample of neutrino candidates and delayed neutron candidates. Errors are statistical

only, and no correction has been applied for neutron detection efficiency.

The same neutron candidate multiplicity data for neutrino candidate events are shown as a

function of photoelectrons seen in the ANNIE tank in figure 9.17. The lower observed neutron
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Figure 9.14. Delayed tank PMT hit cluster distribution for all beam data, with increasing levels
of event selection required. The majority of delayed tank clusters are in data acquisitions with
no neutrino candidate in the prompt window.
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Figure 9.15. Neutron candidate multiplicity for acquisitions with a neutrino candidate event in
the prompt acquisition window. The majority of acquisitions have no neutron candidate. No
corrections have been made for neutron detection efficiency.
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Figure 9.16. Mean neutron candidate multiplicity per event for acquisitions with a neutrino
candidate event in the prompt acquisition window as a function of visible energy Evis. The
majority of acquisitions have no neutron candidate. No systematic corrections have been ap-
plied to the data. Errors are statistical only.

rate for lower PE neutrino candidates may be due to neutron containment losses; lower PE counts

in the tank should be correlated to neutrino interactions that occur closer to the MRD and tank

walls in general, where neutrons have a higher probability of escaping the PMT volume (see

section 9.8.2).

An interesting feature in the visible tank energy distribution of figure 9.17 is the dip in neu-

tron multiplicity near ∼ 4000PE. One possible cause of this dip is through-going dirt muon

contamination. Notice that prompt candidates with a veto hit, shown in figure 9.18, have a peaked

distribution near ∼ 4000 PE (consistent with through-going muons). Since through-going dirt

muons are expected to produce fewer neutrons in the tank volume than neutrino interactions,

through-going dirt muons contaminating the neutrino dataset’s ∼ 4000 PE range could sys-

tematically reduce the neutron multiplicity estimation. This hypothesis could be tested once

the front veto efficiency is quantified, which provides the information to make an estimate of

through-going muon contamination. Fiducialization using the reconstructed neutrino interac-

tion vertex in future analyses should help to reduce this contamination considerably (see section

9.8.3).
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Figure 9.17. Mean neutron candidate multiplicity per event for acquisitions with a neutrino
candidate event in the prompt acquisition window as a function of tank photoelectron counts.
A dip is seen near 4000PE, which may hint at contamination of through-going muons. No
systematic corrections have been applied to the data. Errors are statistical only.

9.8 Beam-related systematic uncertainties
Systematic corrections to the observed neutron multiplicity rates in ANNIE are necessary to

extract the true neutron multiplicity of neutrino interactions. After collecting more neutrino

beam data to reduce statistical uncertainties to negligible levels, the uncertainties of these sys-

tematic corrections will dominate the neutron multiplicity measurement uncertainties and must

be minimized wherever possible. Analyses to derive systematic corrections to data are still in

development, but the primary corrections that will be needed are discussed below.

9.8.1 Neutron detection efficiency in tank

The neutron detection efficiency quantified from the analysis in chapter 8 must be applied to

neutron detection rates observed in beam data. Since the ANNIE tank does not successfully

observe all neutron captures that occur within the tank volume, a correction must be applied to

determine the total neutron production rate as measured in the tank data.

The detection efficiency will be a function of neutron capture position, as seen in figure

8.29. Techniques for determining the neutron capture position based on PMT time/charge data

are in development. The reconstructed neutron position can be combined with the reconstructed
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Figure 9.18. Cluster PE distribution for neutrino candidates that pass and fail the front veto
cut. Neutrino candidate clusters which fail the veto cut (have at least one coincident veto hit)
demonstrate a peak near∼ 4000 PE, similar to that observed in the through-going event selec-
tion analysis results in figure 9.10.

neutrino interaction vertex to apply neutron detection efficiency corrections on a per-event basis.

9.8.2 Neutron containment in the ANNIE tank

Corrections must be applied to the neutron detection rate for the population of neutrons produced

in neutrino interactions that escape the tank. Any neutrons produced which exit the tank cannot

be detected with the ANNIE PMTs, resulting in a systematic reduction of neutrons detected from

neutrino interactions. Neutron containment corrections will be correlated with the pure neutron

detection efficiency correction, as both corrections vary with the interaction position in the tank.

Neutrino interactions that occur closer to the downstream PMT wall have a higher proba-

bility of neutrons exiting the tank volume. Neutrons produced in neutrino interactions and the

following final state interactions can have energies up to tens of MeV, providing enough mo-

mentum to easily leave the tank volume [152]. Preliminary simulations of neutron containment

following neutrino interactions indicate corrections on the level of 30-70% depending on the
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neutrino interaction position in the ANNIE tank (see figure 9.19).

Figure 9.19. Simulations of the neutron detection efficiency in ANNIE as a function of neutrino
interaction position in the tank. The detection efficiency with a 5 PE threshold (left) and 10 PE
threshold (right) are shown. The neutron detection efficiency is lower for interactions closer to
the downstream wall due to neutrons exiting the PMT volume. Figure from [152].

9.8.3 Dirt muon contamination

Contamination of through-going muons generated upstream of the ANNIE tank must be quanti-

fied and corrected for. Through-going muons misidentified as neutrino events will systematically

reduce the estimated neutron production for neutrino events, as no neutrons from nuclear effects

will be present. It is possible the effects of this contamination are already visible in the reduced

mean multiplicity seen near 4000 PE in figure 9.17. Through-going muons can still produce

some delayed tank clusters if the muon interacts directly with oxygen in the tank, producing

cosmogenics or neutrons from nuclear break-up. Beyond using the front veto, tagging and re-

jection of through-going muons will primarily be achieved through fiducialization and rejection

of events with an entry point on the tank wall.

Fiducialization, or the rejection of neutrino candidate events that do not occur within some

defined volume in the ANNIE tank, can help remove through-going muon contamination. Some

fiducialization is achievable by rejecting neutrino candidate events which have either too high

or too low of a PE count in the ANNIE tank. For example, cutting events with PE counts con-

sistent with through-going muons can increase the neutrino candidate dateset purity. However,

following the calibration of PMT timing using a laserball, the PMT time uncertainties will be

low enough to reconstruct the neutrino interaction point in the ANNIE tank with PMT hit time

information. At this point, fiducialization can be performed with much higher precision. For
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through-going muons, the interaction point will reconstruct at the back tank wall and can be

removed with the combination of a positional cut and PE cut.

An entry point cut could also be used to reject a portion of through-going muon contamina-

tion in beam data. If a through-going muon passes through a PMT as it enters the tank, a single

tube will have a higher charge than the rest of the back wall (see figure 9.20). Cuts could be

placed on the max PMT charge observed in the back half of the tank to reduce the contamina-

tion of through-going candidates.
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Figure 9.20. Single acquisition of a prompt interaction in neutrino beam data. A single PMT
with an elevated PE count in the back-half of the ANNIE tank is visible, and could be used to
reject through-going muon contamination.

9.8.4 Neutron backgrounds

Background signals that mimic true neutrino-interaction neutrons can contaminate beam data,

and must be measured. Neutron backgrounds can be broadly classified into two categories:

beam-uncorrelated and beam-correlated backgrounds. Beam-uncorrelated signals will form a

constant-in-time, flat background in beam acquisitions; they can come from several sources
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such as artificial events produced by electronics activity, radioactivity in the detector compo-

nents, or neutrons produced in the hall from muon spallation. Although the background rate

should be roughly constant on short timescales (hours to days), the rates can fluctuate over the

course of a beam-year and should be quantified at regular intervals. Beam-correlated signals

are produced by activity coincident with the neutrino beam. The main contributors to beam-

correlated backgrounds are expected to be neutrons produced in the BNB target hall that scatter

into the atmosphere and back into the ANNIE hall (skyshine neutrons) and neutrons produced

from neutrino interactions in the dirt upstream of ANNIE (dirt neutrons) [165].

Correlated neutron backgrounds were characterized in an engineering run known as ANNIE

Phase I [165]. In Phase I, a 1-ton Gd-doped scintillation volume was moved throughout the

ANNIE tank to characterize the neutron capture rate following beam spills (see figure 9.21).

Any data acquisition with activity due to neutrino interactions or through-going muons were

rejected to ensure only the neutron background was measured. 58 upward-facing PMTs were

installed at the bottom of the ANNIE tank to tag through-going muons, while the front veto and

first two layers of the MRD were used to tag beam-related activity.

Figure 9.21. Diagram of the experimental setup from ANNIE Phase I. The scintillation vol-
ume was moved to all starred positions in the tank to quantify the beam-correlated neutron
background. Figure from [165].

ANNIE Phase I measured that beam-correlated neutron rates in the PMT volume are mini-
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mal. The estimated neutron events in the ANNIE tank volume from Phase I results are shown in

figure 9.22. Averaged across the entire active PMT volume, Phase I data found that the ANNIE

PMT volume should see no more than one beam-correlated neutron event per 150 BNB beam

spills [165]. This upper bound will be applied when modeling ANNIE’s neutron candidate event

rate and quantifying uncertainties in the neutrino-induced neutron multiplicity measurement.

Figure 9.22. Final results from measuring beam-correlated neutron rates in ANNIE Phase I.
The inset shows all positions of the scintillation volume measured, as well as the active PMT
volume (dotted lines) used in the current ANNIE configuration. Figure from [165].
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Chapter 10

Discussion and conclusions

A first analysis of both AmBe calibration data and neutrino beam data has demonstrated that

the ANNIE detector is operational and taking high quality data. The AmBe source data contain

physics events consistent with neutron captures on gadolinium, and were successfuly used to

estimate an initial neutron capture detection efficiency of 0.64
+0.03(stat) +0.01(sys)
−0.02(stat)−0.00(sys) at the center of

the ANNIE tank. Techniques for reconstructing the visible energy of neutrino interactions in the

tank and MRD were also developed, and the reconstructed beam data show decent agreement

with the true muon energy distribution predicted in simulations. The first neutron multiplic-

ity distributions ANNIE beam data were also shown, along with an outline of the systematic

corrections needed to complete a neutron multiplicity analysis.

10.1 Roadmap for future plans
Although the 2019-2020 BNB beam year was cut short due to the Coronavirus pandemic, the

ANNIE detector is ready to continue data-taking when the beam is turned on again. During the

beam’s summer shutdown, AmBe calibrations will continue when normal operations resume.

When the beam does return, ANNIE will continue to take physics-quality beam data for a neutron

multiplicity analysis, deploy the LAPPDs in the ANNIE tank, and develop analyses necessary

to apply and quantify systematic corrections along with their uncertainties. Progress towards

testing even more future technologies in ANNIE Phase III is also expected.
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10.1.1 Completion of Phase II

Given the BNB beam will likely not turn on again until fall 2020, a laser ball deployment and

an AmBe calibration campaign with more neutron source positions will take priority in the

upcoming summer. The laser ball deployment will greatly reduce the timing uncertainties of

PMT pulses, allowing analyses to utilize a smaller tank PMT hit cluster time window and reduce

contamination from dark noise and background pile-up. Using more AmBe calibration data, a

full mapping of the ANNIE tank’s neutron detection efficiency can also be completed using the

neutron detection efficiency analysis presented in this thesis.

The deployment of ANNIE’s LAPPDs is also anticipated this year. The LAPPD water-

proof housings and cabling have been developed at UC Davis, and the firmware programming

of LAPPD control boards will be completed in the coming months. The LAPPD deployment

will be essential in the upcoming beam year, paired with the laserball-calibrated tank PMTs, for

reconstructing neutrino interaction vertices in the tank. The neutrino interaction’s reconstructed

position will inform what neutron detection efficiency corrections to apply given where produced

neutrons are expected to capture within the tank.

In short, the 2020-2021 beam year will only be more exciting and rich with neutrino inter-

action physics than what has been previewed in the commissioning phase and first collection of

beam data.

10.1.2 ANNIE Phase III

Following the neutrino-neutron multiplicity analysis using a gadolinium-doped ANNIE, the AN-

NIE detector stands to continue operating as a testbed for more upcoming detector technolo-

gies. A particularly interesting potential upgrade for ANNIE is the addition of Water-based

Liquid Scintillator (WbLS). The utility of WbLS lies in the production of both scintillation and

Cherenkov light following a neutrino interaction. Cherenkov light from charged particles pro-

vides directionality for any particles with energies above their Cherenkov threshold, while the

scintillation light provides more photons than the Cherenkov signal alone, improving energy

resolution. Successful utilization of both the Cherenkov and scintillation light for these two pur-

poses hinges on the ability to separate the two components using timing; the ability to do so

has already been done in the CHESS experiment, with the Cherenkov-Scintillation separation

-213-



shown in figure 10.1.

Figure 10.1. Experimental setup for the CHESS measurement (left) and the data from candidate
cosmic events in an LAB target (right). The outer PMTs that receive Cherenkov light are peaked
near a hit residual of zero due to Cherenkov’s near-instantaneous emission. The inner PMTs see
primarily scintillation light, which has a longer hit residual tail due to the LAB’s scintillation
de-excitation time profile. The mid PMTs see a fraction of both light sources. Taken from
[207].

The ANNIE detector would be an excellent testbed for quantifying the performance and

benefits of WbLS in neutrino detection. The LAPPDs in the ANNIE tank would allow for the

separation of Cherenkov and scintillation light, preserving neutrino vertex reconstruction res-

olution while improving the energy resolution with a larger PE/MeV ratio. Additionally, the

scintillator component of WbLS would allow for detection of hadrons produced in the neutrino

interaction below their Cherenkov threshold energy. Detection of the hadronic energy compo-

nent would reduce the uncertainties in neutrino interaction energy reconstruction.

An immediate path to testing WbLS in ANNIE is to deploy a ton-scale WbLS-filled volume

inside the tank. A WbLS deployment contained in a ton-scale acrylic volume would have little

impact on the gadolinium-doped detector data while simultaneously demonstrating an exciting

new detector technology. The containment of WbLS in a vessel would ensure the current ANNIE

detector state is not changed by the WbLS deployment. Just a few weeks of WbLS-deployment

data would be enough to study the potential physics impact of upgrading ANNIE to a full WbLS-

doped detector volume with little impact to the total livetime of gadolinium-doped detector data

acquisition.
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Appendix A

Neutrino oscillation theory

A.1 Three-flavor neutrino oscillation probability in vacuum
Consider the probability for an electron neutrino to oscillate into a muon flavor neutrino. The

probability of an e→ µ transition is calculated with:

P (νe → νmu, t) = |〈νµ| |νe(t)〉|2

The time evolution of the electron neutrino is given by the solution to the Schrodinger equa-

tion:

i
d

dt
|νe(t)〉 = H |νe(t)〉 (A.1)

Which, in the mass eigenbasis, has a solution of the form:

|νe(t)〉 =
3∑
i=1

Ueie
−iEit |νi〉 (A.2)

Where Ei =
√
m2
i + |~pi|2. Returning this solution to the oscillation probability equation,

P (νe → νmu, t) =

∣∣∣∣∣〈νµ|
3∑
i=1

Ueie
−iEit |νi〉

∣∣∣∣∣
2

(A.3)

P (νe → νmu, t) =

∣∣∣∣∣
3∑
j=1

3∑
i=1

〈νj|U∗µjUeie−iEit |νi〉

∣∣∣∣∣
2

(A.4)
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And since 〈νj| |νi〉 = δij ,

P (νe → νmu, t) =

∣∣∣∣∣
3∑
j=1

U∗µjUeje
−iEjt

∣∣∣∣∣
2

(A.5)

And since |a|2 = a ∗ a,

P (νe → νmu, t) =
3∑

k=1

3∑
j=1

UµkU
∗
ekU

∗
µjUeje

−i((Ej−Ek)t (A.6)

For highly relativistic neutrinos, where |~pj| >> mj , the following approximations can safely

be made:

Ej = |~pj|

√
1 +

m2
j

|~pj|2
≈ |~pj|(1 +

1

2

m2
j

|~pj|2
) = |~pj|+

m2
j

2|~pj|
(A.7)

L ≈ t (A.8)

Under these approximations, the energy difference in equation A.6 is:

Ej − Ek ≈
∆m2

jk

2E
, E = |~pj| ≈ |~pk| , ∆m2

jk = m2
j −m2

k (A.9)

Which leads to the general oscillation probability expression:

P (νe → νmu, t) =
3∑

k=1

3∑
j=1

UµkU
∗
ekU

∗
µjUeje

−i
∆m2

jkL

2E (A.10)

A.2 Neutrino oscillations in matter
Neutrino oscillation models must be modified for neutrino propagation in matter. Neutrinos

that propagate through matter will undergo coherent elastic scattering with both nucleons and

electrons; these interactions will modify the neutrino wave’s propagation and oscillation in

the medium. These matter effects ultimate lead to modified mixing angles that vary with the

medium’s density and neutrino’s momentum.

To account for matter effects in neutrino oscillations, the time propagator (i.e. the Hamilto-

nian) must be modified. The neutrino’s coherent scattering effects can be modeled by incorpo-

rating an effective potential, given by [6]:
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Vα = VCCδαe + VNC =
√

2GF (Neδαe −
1

2
Nn) (A.11)

where Ne, Nn are the electron and neutron densities in the medium and α is the flavor of

the neutrino. There are no proton and electron density contributions to the VNC term as the

two potentials cancel each other (assuming the medium is neutral in charge). This effective

contribution to the neutrino propagation Hamiltonian must be calculated by averaging over the

scattering amplitudes yielded from neutrino charged-current and neutral-current interactions in

a medium.

A.2.1 Derivation of the oscillation probability in matter

How does this effective potential impact neutrino oscillation probabilities? Recall that the time

evolution of a neutrino wavestate is determined via the Schrodinger equation:

i
d

dt
|να(t)〉 = H |να(t)〉 (A.12)

WhereH is a combination of the vacuum Hamiltonian and the effective matter Hamiltonian:

H = Hvac +Heff (A.13)

To calculate the probability of an oscillation from flavor α to β after a time t, a projection

onto the flavor state β is made:

〈β| i d
dt
|να(t)〉 = 〈β|H |να(t)〉 (A.14)

While the vacuum term operates on mass eigenstates, the matter term operates on flavor

eigenstates. To operate both the Hvac and Heff on neutrino states, the identity operator in the

flavor eigenbasis (labeled I = |η〉 〈η|) as well as an identity operator in the mass eigenbasis

(labeled I = |k〉 〈k|) is placed conveniently. The result is:

i d
dt
ψαβ(t) =

∑
η

∑
k 〈β|Hvac |k〉 〈k|η〉 〈η|να(t)〉+

∑
η 〈β|Heff |η〉 〈η|να(t)〉

=
∑

η

∑
k 〈β|Ek |k〉 〈k|η〉 〈η|να(t)〉+

∑
η 〈β|Vη |η〉 〈η|να(t)〉

=
∑

η

(∑
k UβkU

∗
kηEk + δβηVη

)
ψαη(t)

(A.15)
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Considering neutrinos at highly relativistic speeds with c = 1, recall:

Ej ≈ E +
m2
j

2E
, E ≈ |~pj| , t ≈ x (A.16)

And then equation A.15 can be rewritten as:

i
d

dx
ναβ(x) =

∑
η

(∑
k

UβkU
∗
kη

[
E +

m2
k

2E

]
+ δβη [VCCδβe + VNC ]

)
ψαη(t) (A.17)

By adding in the term (
[
E +

m2
1

2E

]
−
[
E +

m2
1

2E

]
) into the first term, the expression can be

massaged to become:

i
d

dx
ναβ(x) =

[
p+

m2
1

2E
+ VNC

]
ναβ(x) +

∑
η

(∑
k

UβkU
∗
kη

∆m2
k1

2E
+ δβηδηeVCC

)
ψαη(x)

(A.18)

The first term in equation A.18 can be removed with an overall phase shift of ψαβ(t), which

has no effect on the oscillation probability Palpha→β(t) = |ψαβ(t)|2 [6]. Doing so gives the

evolution of the neutrino as it propagates a distance x:

i
d

dx
ναβ(x) =

∑
η

(∑
k

UβkU
∗
kη

∆m2
k1

2E
+ δβηδηeVCC

)
ψαη(x) (A.19)

It’s interesting to note that the matter effects on oscillations are no longer dependent on any

neutral current effects. Additionally, a unique dependence on the electron flavor of neutrinos has

manifested in the VCC term.

A.2.2 The MSW effect

The Mikheyev-Smirnov-Wolfenstein (MSW) effect is a neutrino oscillation phenomena unique

to neutrinos propagating in matter. The MSW mechanism is well-known for successfully mod-

eling the oscillation of solar neutrinos as they leave the Sun’s core and helping resolve the solar

neutrino problem. Only the two-flavor flux will be considered for example, as the three-flavor

case proceeds in a similar fashion but is more complicated and cumbersome to derive.

To discuss the MSW effect, the oscillation probability Pe→µ(x) for an electron neutrino pass-

ing through constant density matter must be found. Beginning from equation A.19 and assuming
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the initial neutrino flavor is an electron (as expected for production from fusion and decays in the

Sun), the total differential equation for the transition and survival of the electron flavor neutrino

is [6]:

i
d

dx

ψee(x)

ψeµ(x)

 =

−∆m2
12 cos 2θ12 + 2EVCC ∆m2

12 sin 2θ12

∆m2
12 sin 2θ12 ∆m2

12 cos 2θ12 − 2EVCC

 (A.20)

Where the two-flavor mass mixing matrix is parameterized by:

U =

 cos θ12 + sin θ12

− sin θ12 cos θ12

 (A.21)

The differential equation in A.20 must be solved to determine the oscillation probability

expression in terms of the mixing parameters. From here on, the 12 subscripts will be dropped

for convenience. To clean up notation, a definition of ACC ≡ 2EVCC is also made.

Notice that the above expression in A.20 still looks like the Schrodinger equation, where the

mixing matrix is the Hamiltonian. It’s convenient to represent the above expression in a “matter

basis” by diagonalizing the Hamiltonian. Doing so yields:

HM =
1

4E

−∆m2
M 0

0 ∆m2
M

 (A.22)

where:

∆m2
M =

√
(∆2

m cos 2θ − ACC) + (∆2
m sin 2θ)2 (A.23)

The unitary matrix for this transformation has the same form in equation A.21 but letting

θ12 → θM . The θM parameter is defined relative to ∆2
m and θ with the relations:

cos 2θM =
∆m2 cos 2θ − ACC

∆m2
M

, sin 2θM =
∆m2 sin 2θ

∆m2
M

(A.24)

To simplify solving the differential equation A.20, variables are changed into the matter basis

variables and the matter eigenbasis vectors (defined as ψ(x) = UMΨ(x)) and becomes:
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i
d

dx
UM

Ψe1

Ψe2

 =
Deltam2

M

4E

− cos 2θM sin 2θM

sin 2θM cos 2θM

ψee
ψeµ

 (A.25)

Pushing the derivative through the left-hand side, and also operating on both sides of the

expression in A.25 with U∗M , the equation can be re-written as:

i
dΦ

dx
=

1

4E

−∆m2
M −4EidθM

dx

4EidθM
dx

∆m2
M

Φ (A.26)

For the special case where the matter density is constant, dθM/dx = 0. In this case, equation

A.2.2.1 becomes a relatively straightforward differential equation to solve. The solution in terms

of the initial conditions (position/density where the neutrino flavor was created), the neutrino

wave function in the matter eigenbasis is:

Φe1

Φe2

 =

cos θ
(i)
M e

i
∆m2

M
4E

x

sin θ
(i)
M e

i
∆m2

M
4E

x

 (A.27)

Rotating back into the flavor basis using U∗M and taking only the ψeµ component, the eµ

wavestate component is given by:

ψeµ(x) = sin θM cos θM

[
ei

∆m2
M

4E
x + e−i

∆m2
M

4E
x

]
(A.28)

From this, the probability for oscillating from a flavor e to flavor µ neutrino is given by:

Pe→µ(x) = |ψeµ(x)2| = sin2 2θM sin2 ∆m2
M

4E
x (A.29)

One interesting limiting case in this expression is where the term θM = π/4. Notice that the

probability of e → µ transitions becomes 1 for particular values of propagation distance x. To

relate this value of θM to the matter density and neutrino kinematics, the equations in A.24 can

be divided and give the expression:

tan 2θM =
tan 2θ

1− ACC
∆m2 cos 2θ

(A.30)

The effective potential where θM = π/4 occurs is for the special resonant ARCC value where:
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ARCC = ∆m2 cos 2θ (A.31)

Which corresponds to an electron density/neutrino energy value of:

ENR
e =

∆m2 cos 2θ

2
√

2EGF

(A.32)

A.2.2.1 A note on non-constant matter density solutions

When attempting to predict the transition probability of neutrinos in objects with non-constant

density (such as Earth or the Sun), the case is more complicated. In general, the differential

equation must be solved given the matter’s electron density as a function of position.

The special case of the Sun is worth a closer look, the probability of neutrinos produced

above the resonant electron density NR
e (i.e. near the core), passing through resonance while

propagating through a medium of decreasing density, and propagating to a detector essentially

in vacuum is modeled by the Parke formula, given by [6, 208, 209]:

P̄e→e =
1

2
+

(
1

2
− Pc

)
cos 2θiM cos 2θ (A.33)

Where Pc is the crossing probability at resonance, defined by:

Pc =
e−

π
2
γRF − e−

π
2
γR

F
sin2 θ

1− e−
π
2
γR

F
sin2 θ

(A.34)

Where γR is the adiabacity parameter at resonance, and F is a calculable parameter based

on the electron density profile. For example, if Ne ∝ x, then F = 1.
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Appendix B

Neutrino Interactions in the Standard
Model

This appendix provides a brief review of how to develop particle interaction models using quan-

tum electrodynamics as an example. The foundations of model development are followed with

a presentation of the standard model’s electroweak theory, and how observable cross sections

are derived within the standard model. Finally, a discussion on modifying neutrino-quark cross

sections to model nucleon effects is presented with an emphasis on deriving the charged current

quasielastic cross section.

B.1 Forming an interaction theory: an example through QED
Developing an accurate model that describes a physical system is fundamental to understanding

data from physics experiments and making predictions for measurements in future measure-

ments. Given that the full U(3)× SU(2)L × U(1)Y Standard Model Lagrangian is a large and

complicated beast, the theory of quantum electrodynamics (QED) , composed of a Lagrangian

symmetric under a U(1) transformation alone, is a good starting point for presenting the model-

building process.

The formation of QED begins with a Lagrangian that yields the correct equations of motion

for a spin-1/2 fermion in free space. The Lagrangian that describes the mass and kinetics terms

for a spin-1/2 fermion can be written in natural units (~ = c = 1) as [6]:
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L = ψ (x)
(
i/∂ −m

)
ψ (x) (B.1)

Where ψ is a 4-component Dirac spinor describing the fermion and its antiparticle, ψ (x) ≡

ψ†(x)γ0 is the adjoint field, γµ are the Dirac gamma matrices, and /∂ ≡ ∂µγµ. Notice that

this Lagrangian is composed primarily of the Dirac equation, which can be derived from the

Lagrangian using the Euler-Lagrange equations. All fundamental spin-1/2 particle fields must

form a solution to this equation.

One property of note for this Lagrangian is it is already invariant under a global U (1) sym-

metry. This invariance can be confirmed by applying aU(1) global transformation to the fermion

field as follows:

ψ(x)→ ψ′(x) = eiθψ(x)

L → L′ =
(
e−iθψ(x)

) (
i/∂ −m

) (
eiθψ (x)

)
= L

The next step in developing the QED theory is to enforce a local gauge theory, wherein the

Lagrangian becomes invariant under some locally defined transformation. Before doing this

step, it’s worth asking the question: why locally gauge a theory in the first place? Ultimately, the

promotion of the theory to a local gauge theory is what results in the acquisition of interaction

terms, as well as conserved quantities consistent with those observed in experiment.

The promotion of the current theory to a gauge theory is achieved by requiring the Lagrangian

is invariant under a local gauge symmetry, where the transformation parameter θ is now a func-

tion of spacetime θ(x). Applying a local gauge transformation to the current Lagrangian to check

for local gauge invariance gives:

ψ(x)→ ψ′(x) = eiθ(x)ψ(x)

L → L′ =
(
e−iθ(x)ψ(x)

) (
i/∂ −m

) (
eiθ(x)ψ (x)

)
=
(
e−iθ(x)ψ(x)

)
i/∂
(
eiθ(x)ψ(x)

)
−m

(
e−iθ(x)ψ(x)

) (
eiθ(x)ψ(x)

)
6= L
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The Lagrangian needs modification to become a local gauge theory. The offending term

that prevents the Lagrangian from staying constant under the U(1) local transformation is the

derivative acting on eiθ(x); the necessary modification is an addition of a gauge fieldAµ(x) to the

derivative in the Lagrangian. The addition of this field is achieved by promoting the Lagrangian’s

derivative ∂µ to:

Dµ = ∂µ + iqAµ(x)

Note that Aµ must transform under the local gauge transformation as follows:

Aµ(x)→ Aµ(x′) = Aµ(x)− ∂µθ(x)

Ultimately, the replacement of /∂ with /D will lead to a Lagrangian of the form:

L = ψ(x)
(
i /D −m

)
ψ (x)

= ψ(x)
(
i/∂ −m

)
ψ (x)− qψ(x)γµψ(x)Aµ(x) (B.2)

The addition of the gauge field Aµ to provide the Lagrangian’s local gauge invariance has

introduced a new term to the Lagrangian in equation B.2. This term can be interpreted as an

interaction between the theory’s spin-1/2 particle and the introduced gauge field. This exer-

cise demonstrates how enforcing local gauge symmetries with the introduction of gauge fields

can build up to a theoretical framework that can describe the particle interactions observed in

experiments.

Before moving on from this QED example, there are several loose ends to tie up. First, note

that with how the gauge field’s transformation is defined, a mass term of the form mAA
µAµ

cannot be placed into this Lagrangian without breaking the local gauge symmetry. As such, Aµ

must be a massless gauge field. However, a term interpretable as the gauge boson’s field strength

in spacetime can be added, which takes the form:

− 1

µ0

FµνF
µν

where
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Fµν = [Dµ,Dν ] = ∂µAν − ∂νAµ

Additionally, Noether’s theorem proves that every continuous symmetry associated with a

Lagrangian will lead to a quantity that is conserved in time [210, 211]. In the case of QED, this

conserved quantity is the charge of the spin-1/2 fermion. As more symmetries are introduced

into a theory, more conserved quantities will arise and should be tracked.

B.1.1 Left and right chiral components of fermionic fields

Before moving to electroweak theory and writing the electroweak Lagrangian under theSU (2)LXU(1)Y

symmetry in its common form, a change in representation of the fermionic fields in the La-

grangian must be made.

The γ5 matrix is related to the Gamma matrices found in the QED Lagrangian by:

iγ0γ1γ2γ3 = γ5

fermion fields that are eigenfunctions of the γ5 matrix can then be defined as follows:

γ5ψR = +ψR

γ5ψL = −ψL

These fields above are known as the “right-chiral” and “left-chiral” fields. As defined, any

fermionic field can be split into its right-chiral and left-chiral components:

ψ = ψR + ψL (B.3)

Where

ψR =
1 + γ5

2
ψ

ψL =
1− γ5

2
ψ

Substituting in the right-chiral and left-chiral component representation of the fermion field,

the Lagrangian from the QED example performed in the previous section becomes:

-225-



L = (ψR + ψL) (x)
(
i/∂ −m

)
(ψR + ψL) (x) (B.4)

L = ψRi/∂ψR + ψLi/∂ψL −m(ψRψL + ψRψL) (B.5)

Nothing has fundamentally changed in the theory; however, the change in representation

shows that the right-chiral and left-chiral components of the fermion field have their own kinetic

terms, and are related to one another through the mass term. Note that the presence of both

the left-chiral and right-chiral components of a fermion is necessary to form the fermion’s mass

term. In the case of a massless particle (Weyl spinors), chirality and helicity coincide with each

other; for massless neutrinos in the standard model, the exclusion of the neutrino’s right-handed

component results in the nonexistence of the neutrino mass.

B.2 Electroweak theory
Using the same approach as in the QED example (and with the addition of more symmetries

of different properties), the standard model of particle interactions was developed. Since all

neutrino interactions proceed through weak interactions only, an overview of only the standard

model’s electroweak theory is presented. Nearly all of the electric and weak interactions ob-

served to date can be represented using a Lagrangian that is invariant under a SU (2)LXU(1)Y

local symmetry group. There are still outstanding exceptions to this, the most prominent being

the mass of the neutrino and neutrino oscillations.

B.2.1 The SU (2)LXU(1)Y symmetry

Recall that the introduction of local symmetries are what lead to boson fields, conserved quan-

tities, and interaction terms that ultimately characterize the theory. The same procedure is fol-

lowed here, only now enforcing the more complex SU (2)LXU(1)Y symmetry.

As in the QED case, enforcing the symmetry will require modifying the covariant derivative

with additional terms that will leave the Lagrangian invariant under the symmetry transforma-

tion. The necessary covariant derivative modification for the SU (2)LXU(1)Y symmetry is [6]:

Dµ = ∂µ + igAµ · I + ig′Bµ(x)
Y

2
(B.6)
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where

Aµ ≡ (Aµ1 , A
µ
2 , A

µ
3), I ≡ (I1, I2, I3)

A discussion of each term separately is warranted. The first term is associated directly with

the enforcement of the SU(2)L symmetry, and is known as “weak isospin”. The three matrices

I1, I2, I3 are known as the generators of the symmetry group and satisfy the angular momentum

commutation relations. Additionally, the elements of the symmetry group only act on the left-

handed components of the fermion fields in the Lagrangian.

The second term in the covariant derivative is associated with the enforcement of the U(1)Y

symmetry and is known as “hypercharge”. The operator Y which acts on the fermionic fields is

related to the charge operator Q and the third component of the weak isospin group generators

I3 through the Gell-Mann-Nishijima relation

Q = I3 +
Y

2
(B.7)

To form a theory under this symmetry group that is ultimately consistent with experimentally

observed interactions, the left-handed components of fermionic fields must be grouped into left-

handed doublets while the right-handed components stay as singlets. For the first generation of

leptons and quarks, the left-handed terms can be written as:

LL =

νeL
eL

 , QL =

uL
dL

 (B.8)

and the right-handed terms are singlets written as:

fR = eR, uR, dR (B.9)

where no right-handed neutrino term is included in the theory to match experimental data

that there is no right-handed neutrino (or left-handed antineutrino).

However, the presence of the fermion and boson fields alone is not enough to write the com-

plete electroweak Lagrangian. There are two main issues. First, the fermion mass terms will not

be invariant under the enforced local symmetries. Second, all gauge bosons in the Lagrangian
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would be massless as in the QED case; this is inconsistent with the massive Z and W bosons

observed in experiment.

The complete electroweak Lagrangian can be realized through the Higgs mechanism, wherein

another scalar field doublet is introduced to the theory [27]. With the Higgs doublet introduced,

the electroweak Lagrangian for the first generation of leptons and quarks is given by [6]:

L = iLL /DLL + iQL /DQL +
∑

f=e,u,d
ifR /DfR −

1

4
AµνA

µν +
1

4
BµνB

µν+

(DµΦ)†(Dµ)Φ)− µ2Φ†Φ− λ(Φ†Φ)2 − ye(LLΦeR + eRΦ†LL)−

yd(QLΦdR + dRΦ†QL)− yu(QLΦ̃uR + uRΦ̃†QL)

(B.10)

Note that a change of variables and an additional rotation by the weak mixing angle must

be made in the Lagrangian given above to represent the vector bosons in terms of their mass

eigenbasis (the W+, W−, and Z bosons).

B.3 Forming an interaction cross section
Up to this point, the procedures for forming a theory that yields terms interpretable as particle

masses, kinetic energies, and interactions have been discussed. However, the formulation of an

interaction’s cross section or a particle’s decay rate (both of which can be observed directly in ex-

periment) within a theory’s context is needed. Successfully doing so will bridge the gap between

a theory’s foundation and experimental measurables that can support or refute the theory.

Consider a process where two particles a and b interact, and there areNf particles in the final

state following the interaction. The differential cross section of the process is given by [212]:

σ = S
∑

spin

(2π)4δ4(Pi − Pj)‖A‖2

4
√

(paṗb)2 −m2
am

2
b

Nf∏
f=1

d3pf
(2π32Ef )

(B.11)

Where pa and pb are the 4-momenta of the initial state particles, Pi and Pf are the sum of all

4-momenta of the initial and final states, respectively, ma and mb are the masses of the initial

and final state particles, S is a statistical factor which is the product of 1/n! for each set of n

identical particles, and A is the total amplitude of the process in consideration. Note that the∑
spin

is an average over the initial particles’ unobserved spin states and a sum over the possible

unobserved spin states of the final particles.
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Aside from theA term, the differential cross section’s dynamics are related only to the initial

and final particle’s kinematics and masses. Thus, the A term is responsible for representing

the nature of how different particles (and their possible interaction mediators) change the cross

sections. In fact, A is a sum over all of the interaction terms formed with the possible Feynman

diagrams that represent the interaction in consideration. In other words, A is the link between

the particle interaction theory represented by a Lagrangian and the differential cross section of

an interaction.

Feynman diagrams are an invaluable tool for quickly determining what interactions within

a theory’s framework contribute to the scattering amplitude of a given process. A good review

of Feynman diagram usage at the tree level, along with an example of calculating the scattering

cross section of e+e− → µ+µ−, can be found [213]. Additionally, a summary of all the propa-

gators and vertex terms associated with electroweak Feynman diagrams can also be found in the

appendices of [6].

Using the tools described above, the process of calculating an interaction’s cross section can

be summarized into the following steps:

• Write down the differential cross section from Fermi’s golden rule

• Sum all terms in the theory’s Lagrangian that contribute to the interaction’s total amplitude

– Using Feynman diagrams will greatly simplify this process

• Calculate the scattering amplitude by performing the necessary integrals over all internal

lines

• Return the scattering amplitude to the differential cross section

B.4 Modeling the CCQE cross section
The following discussion of the CCQE interaction will focus on the νl + n→ l− + p case, with

the antineutrino alternative ultimately differing up to a sign. Using the Feynman diagrams at the

tree level as shown in figure B.1, the CCQE scattering amplitude needed to calculate the CCQE

cross section without any interquark interactions would be:
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Figure B.1. Feynman diagram representing a charged-current quasielastic scatter at tree level

Au→d+e+νe = −iGF√
2
Vuduu(pu)γ

ρ(1− γ5)ud(pd)ue(pe)γρ(1− γ5)vνe(pνe) (B.12)

However, equation B.12 does not account for any effects resulting from strong interactions

between quarks within the nucleon. To represent these interquark effects, the quark current term

must be modified to become a nuclear matrix element as follows:

uu(pu)γ
ρ(1− γ5)ud(pd)→ 〈p(pp)|u(x)γρ(1− γ5)d(x) |n(pn)〉 (B.13)

The nucleon corrections manifest within the matrix element as weak charged-current form

factors. The form factors are dependent on the kinematics of the neutron pre-interaction and

the proton post-interaction. Note that these form factors are not directly calculable and must be

measured experimentally. It is convenient to produce the generalized forms of the vector and

axial terms separately. The common general form of the vector component is given by [6]:

〈p(pp)|u(x)γρd(x) |n(pn〉 = up(pp)

(
γρF1(Q2) +

iσρηqη
2mN

F2(Q2) +
qρ

mN

F3(Q2)

)
un(pn)

(B.14)

while the axial component can be written as:
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〈p(pp)|u(x)γργ5d(x) |n(pn〉 = up(pp)

(
γργ5GA(Q2) +

qρ

mN

γ5GP (Q2) +
pρp + prhon

mN

γ5G3(Q2)

)
un(pn)

(B.15)

Where Q2 = −q2 = −(pνl − pl)2, mN ≈ mp ≈ mn, and Fa, Ga for a = [1, 2, 3, A, P ] are

the weak charged-current form factors. F1, F2 are known as the Dirac and Pauli weak charged-

current form factors, while GA, GP are the axial and pseudoscalar weak charged-current form

factors. By performing an isospin rotation on the vector and axial terms and enforcing the isospin

symmetry, it can be shown that:

F3(Q2) = 0

G3(Q2) = 0
(B.16)

The Dirac and Pauli form weak form factors are also directly related to the electromagnetic

form factors. This isn’t so surprising given the inherent connection between the mass eigenstates

of the W,Z bosons and the photon. The weak charged-current form factors in terms of the

electromagnetic form factors are:

Fj(Q
2) = F p

j (Q2)− F n
j (Q2) , j = 1, 2 (B.17)

Note that, under the assumption that the produced lepton is an electron and thatQ2 → 0, the

same scattering amplitude can be used for the theoretical description of neutron decay rate.

With the scattering amplitude at hand, the differential cross section can be written using

Fermi’s golden rule for cross sections (appendix B.3). The differential cross section for the νl

and νl processes in the lab frame, as written by Llewlyn-Smith, is given by [6, 126]:

dσνl,νlCC

dQ2
=
G2
F |Vud|2m4

N

8π(pν · pNi)2

[
A(Q2)±B(Q2)

s− u
m2
N

+ C(Q2)
(s− u)2

m4
N

]
(B.18)

where s = (pnu + pN)2, u = (pl + pN)2, and −Q2 = t are the Mandelstam variables, the

+/− signs refer to the neutrino/antineutrino scattering cases, and A(Q2), B(Q2), and C(Q2)

are:
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A =
m2
l +Q2

m2
N

{(
1 +

Q2

4m2
N

)
G2
A(Q2)−

(
1− Q2

4m2
N

)(
F 2

1 (Q2)− Q2

4m2
N

F 2
2 (Q2)

)
+
Q2

m2
N

F1(Q2)F2(Q2)− m2
l

4m2
N

[
(F1(Q2) + F2(Q2))2+

(GA(Q2) + 2GP (Q2))2 − 1

4

(
1 +

Q2

4m2
N

)
GP (Q2)2

]}
(B.19)

B =
Q2

m2
N

GA(Q2)
(
F 2

1 + F 2
2

)
(B.20)

C =
1

4

(
GA(Q2)2 + F1(Q2)2 +

Q2

4m2
N

F2(Q2)2

)
(B.21)

Notice that the term in square brackets withinA(Q2) is proportional tom2
l /m2

N . For electron

or muon scattering, this term is small enough to be neglected due to the small electron/neutrino

masses relative to nucleons (for the muon, (mµ/mN)2 ≈ 1.3E − 2 [15]).
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Appendix C

Neutrino production at the Fermilab
Booster Neutrino Beam

C.1 8.89 GeV proton production
To produce the proton beam at Fermilab, negative hydrogen atoms are first formed and collected.

At Fermilab, this process is completed using a surface-plasma source (SPS). In the SPS, a molyb-

denum cathode and anode, heated to about 500oC and 250oC respectively, are exposed to anH2

gas and a plasma is formed near the cathode and anode [214]. A bias voltage of 100-200 V is

applied to the anode-cathode pair; paired with the transverse magnetic field applied, the plasma

drifts along the ~E × ~B trajectory. Near the cathode and anode surfaces, there is a possibility

of forming H− ions through surface interactions of the molybdenum and plasma. cesium is

flowed into the gas region to lower the surface work-function, which increases the probability of

stripping electrons from the molybdenum. H− ions formed are accelerated towards an extrac-

tor, which accelerates the electrons to approximately 35 keV and shapes the beam via magnetic

focusing. [215]. Currents leaving the extractor are typically on the order of 30mA with cesium

present. The commonly utilized SPS geometries are the Penning and the Magnetron. A diagram

of the Magnetron geometry (utilized at Fermilab) is shown in Figure C.1.

The beam of H− ions from the extractor is then passed to a radio frequency quadrupole

(RFQ) for further acceleration, bunching, and shaping. The most common RFQ geometries are

the 4-rod and 4-vane geometry; the current RFQ in the Fermilab beam line is a 4-rod geome-

try, but will be upgraded to a 4-vane geometry for the PIP-II upgrade. Focusing on the 4-rod
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Figure C.1. Views of the surface-plasma source in the Magnetron geometry. Shown are the
geometry parallel (left) and perpendicular (right) to the magnetic field applied to the plasma
region. Taken from [215].

geometry, ions that pass through the RFQ are focused in the transverse direction by applying a

potential of the form

V (t) = Vo sin(ωt) (C.1)

to each rod. The Fermilab RFQ has a typical frequency of about 200MHz. Simultaneously,

ions passing through the RFQ are also accelerated by a ridge-like structure machined into each

rod. The ridge width can be designed to match the operational RF frequency and input ion energy

to accelerate the ions down the RFQ [216]. Fermilab’s RFQ outputs H− ions with an energy of

750 keV.

The RFQ output ion bunches are then further accelerated to 805MeV of energy using two

linear accelerators. The first linear accelerator is composed of five RF cavities that each contain

a series of drift-tube cells, a design originally built by Luis Alvarez. To accelerate H− ions,

the RF cavity’s electric field is oscillated by varying the cavity’s potential such that the ions are

accelerated when outside the drift tubes, and “drift” in the shielded regions where the field would

decelerate the ions [217]. The RF cavity field oscillation frequency is also about 200MHz,

similar to the RFQ. Ions leaving the drift-tube linac have an energy of approximately 115MeV .

At the end of the drift-tube cells, the H− beam passes through a “buncher” and “vernier”,

which match the beam bunch spacing to one usable with the 800MHz RF frequency utilized in

the side-coupled linac [218].

The second linear accelerator still relies on RF cavities for beam acceleration, but utilizes a

different cavity design to achieve a higher beam energy of 400MeV . First, each cavity’s drift
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field is oscillated at a higher frequency (800MHz) to expose beam bunches to accelerating fields

more frequently. Second, a single cavity section no longer has drift tubes; instead, it is composed

of alternating accelerating cells and coupling cells. Rather than shield the ions with drift tubes,

the cells are shaped such that standing or traveling electric field waves resonant in the cavity

can accelerate the ion bunch through the section. The accelerating cells have a distinct oblong

shape, known as a nose cone, that helps achieve this field resonance. Fermilab’s side-coupled

linac contains a total of seven modules, where each module contains four sections that each are

composed of 16 accelerating cells and 15 coupling cells. A diagram of a single side-coupled

module section and a picture of a single module are shown in figure C.2.

Figure C.2. Diagram of a single side-coupled module section (left) and a photo of one side-
coupled module section (right). Figure taken from [218].

Before sending the beam into the booster ring, electrons are stripped from the H− ion using

a carbon foil, producing protons.

The resulting proton beam is injected into the Booster ring. The Booster is a synchrotron

composed of a combination of magnets and RF cavities, which work together to steer and accel-

erate the proton beam. Upon initial injection, the proton beam’s bunch structure does not match

that needed with the Booster’s initial RF frequency. At the BNB hall, protons are delivered in

84 bunches over a 1.6 microsecond window to the target and horn [165].

C.2 The proton target and horn
To produce a primarily neutrino or antineutrino beam, the BNB uses a beryllium target to pro-

duce the mesons which decay to neutrinos. A diagram of the target’s main components is shown

in C.3.

The bellows keeps the base block in electrical contact with the beryllium mount to prevent

arcing (the target rises to a potential of several thousand volts during a single beam pulse). To
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Figure C.3. Exploded view of the BNB’s beryllium target. Figure taken from [166].

give a scale reference, each beryllium slug is 4 inches in length and 1 cm in diameter.

Beryllium was chosen as the target material to limit the build-in of radioactive isotopes during

operation, the most radiologically important produced being 7Be and tritium. Beryllium also

has satisfactory structural properties so as not to degrade or break from beam exposure. A

single injection raises the beryllium by about 6oK, resulting in compressive pressures of about

20MPa; fatigue data on beryllium would put the limits of the target well above this, at about

300MPa [219].

The beryllium target mount is encased in a magnetic horn used to focus the pions produced

in the proton-Be interactions. A diagram of the magnetic horn is shown in figure C.4. The horn

is composed of an aluminum alloy, and is a pulsed toroidal magnetic field.

The magnetic field is generated by two coaxial conductors; the inner conductor flows cur-

rent in the opposite direction of the outer conductor to create a magnetic field dependence with

a 1
r

dependence [166]. Currents of 174 kA are typical for the horn, with current supplied in

143µs-long pulses. Fields of 1.5T are obtained where the inner conductor is most narrow. The

geometry of the horn and operation current were selected using a GEANT simulation of the horn

to maximize the νµ flux between 0.5− 1GeV and minimize the flux above 1GeV [219].

C.3 Collimator, decay region, and absorbers
A concrete collimator is used downstream of the horn. The collimator absorbs particles that

would not contribute to the neutrino flux, and also helps to select the strongly forward-going
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Figure C.4. Side view of the BNB magnetic horn. The outer conductor is transparent here to
make the inner conductor visible. Pipes along the bottom provide cooling to the conductors.
Figure taken from [219].

mesons. The collimator is 214 cm long, with an initial aperture radius of 30 cm that linearly

increases to a final radius of 35.5 cm. The upstream end of the collimator is 259 cm from the

upstream end of the beryllium target [167].

A decay region is placed beyond the collimator to provide space for the mesons to decay

to muons and muon (anti)neutrinos. The decay region is approximately 50 meters long with a

radius of 3 feet, and ends downstream with a beam stop. A deployable absorber hangs in the

decay region at 25 meters from the upstream entrance, and allows for systematic studies of the

beam if desired. The absorbers consist of “blue blocks”, which are composed of recycled waste

steel produced by Energy Solutions, LLC in Oak Ridge, Tennessee [166, 220].

C.4 BNB monitoring
The initial proton beam delivered to the BNB is monitored using four different systems. Two

beam current toroids are used to measure the absolute intensity of the beam via the beam’s

induced current in the toroids. Beam position monitors (BPMs) are split-plate devices, which

measure the beam position based on the difference in charge induced on the plates by the beam.

The BPMs are found to be accurate to within 0.1 mm. A multiwire chamber is used to determine
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the incident beam’s profile, and is composed of 48 × 48 horizontal and vertical wires with 0.5

mm pitch. Finally, a resistive wall monitor (RWM) monitors both the time and intensity of beam

spills. The proton flux measured with the toroids agree to within 2% [166].

The production of muons via meson decays is monitored using the Little Muon Counter

(LMC) spectrometer. The LMC is contained at the end of a 40-foot drift pipe starting 9 me-

ters upstream from the decay region’s final absorber. The drift pipe is oriented at an angle of

7o off-beam axis; at 7o off-axis, kaon and pion two-body decays produce distinctly higher and

lower energy muons respectively, allowing for an estimate of the kaon/ pion fraction in-beam.

At the end of the drift pipe, the LMC first utilizes a dipole magnet and planes of scintillating

fiber trackers to measure the momentum of incoming particles. Following the spectrometer, the

particle then passes through alternating layers of scintillator and tungsten; the range through

this stack, paired with the particle’s momentum, identifies particles as muons, pions, kaons, etc.

[166, 219].
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