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Abstract

The Micro Booster Neutrino Experiment (MicroBooNE) is a Liquid Argon Time
Projection Chamber (LArTPC) designed for short-baseline neutrino physics at the
Fermi National Accelerator Laboratory. The main physics goal of MicroBooNE is
to address the low-energy excess of electron-like events observed by the MiniBooNE
experiment and, if confirmed, clarify its nature. The MiniBooNE experiment is
a Cherenkov detector and this technology does not allow to distinguish between
electrons and single photons in the final state. LArTPC detectors, instead, o�er
excellent granularity and powerful separation between electrons and photons. For
this reason, they represent an ideal technology for the detection of electron neutrino
interactions. This thesis presents the first fully-automated electron neutrino selection
in a LArTPC. The selection looks for charged-current electron neutrino interactions
with no pions and at least one proton in the final state. It is applied on a sub-sample
of the data acquired by the detector in the Booster Neutrino Beam, corresponding
to 4.34 ◊ 1019 protons-on-target. A validation of the analysis is performed on two
orthogonal side-bands, enriched with neutral-current and charged-current muon
neutrino interactions, respectively. The uncertainties on the neutrino cross sections,
flux, and detector simulation are evaluated. The MicroBooNE detector is placed
o�-axis with the Neutrinos at the Main Injector (NuMI) beam. An independent
dataset of events acquired by triggering on the NuMI beam is employed to measure
the significance of the detection of electron neutrinos in the beam using the selection
presented here. The sensitivity of the MicroBooNE experiment to the MiniBooNE
low-energy excess of electron-like events is evaluated. The e�ciency and background-
rejection power necessary to achieve 5‡ sensitivity are also quantified.
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Secondo la proposta di Pauli si può, ad esempio,
ammettere l’esistenza di una nuova particella, il così
detto neutrino avente carica elettrica nulla e massa
dell’ordine di grandezza di quella dell’elettrone o
minore.

— Enrico Fermi [1]

1
Introduction

This thesis describes the first fully-automated electron neutrino search in a Liquid

Argon Time Projection Chamber (LArTPC) and the work towards the search for

a low-energy excess of electron neutrinos.

The history of neutrinos begins with an anomaly: the continuous energy spectrum

of the nuclear beta decay could not be explained with the presence of only two

particles in the final state. It took more than 25 years to experimentally confirm

their existence, but neutrinos continued to puzzle experimentalists and theorists

until the early 2000s, when the existence of neutrino oscillation was finally settled.

Furthermore, in the last two decades, several experiments collected results not fully in

agreement with a 3-neutrino scenario. In particular, the Liquid Scintillator Neutrino

Detector (LSND) first, and MiniBooNE later, found an excess of electron-like events,

which could be explained with the existence of a fourth, non-weakly-interacting,

neutrino. However, the MiniBooNE experiment is a Cherenkov detector and is not

able to distinguish between single photons and electrons in the final state. The

LArTPC technology, instead, o�ers excellent granularity and powerful separation

between electrons and photons. The goal of the MicroBooNE experiment is to search

for, and definitely clarify the observation of this electron-like low-energy excess.

In Chapter 2 we will provide a brief theoretical introduction to neutrino

oscillations and to the main experimental techniques employed to observe them.

1
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In Chapter 3, the LSND and MiniBooNE experiments will be described. A brief

overview of other anomalous results and their possible theoretical interpretations

will also be provided. The MicroBooNE experiment will be described in Chapter 4.

We will enumerate the main physics goals of the experiment and explain the main

features of the detector, with an overview of the Booster Neutrino Beam at Fermilab.

The techniques employed to reconstruct the signals coming from the detector will

be described in Chapter 5. The pattern recognition is performed by the Pandora

framework, which will be briefly outlined. Chapter 6 will thoroughly characterise

the fully automated electron-neutrino selection, which aims to obtain a sample

enriched with ‹e CC0fi-Np interactions. Two background-rejection techniques will

be used: one with rectangular cuts on kinematic and calorimetric variables and one

employing Boosted Decision Trees. The energy reconstruction and the measurement

of the energy loss per length, essential for electron/photon separation, will be

outlined. The validation of the selection will be performed with a study on orthogonal

side-bands enriched with neutral-current and charged-current ‹µ interactions and

by applying the selection on an independent data sample, containing neutrino

interactions from the NuMI beam. The systematic uncertainties in the selection,

caused by cross section, flux, and detector e�ects, will be estimated in Chapter 7.

In Chapter 8 the sensitivity to the low-energy excess of the MiniBooNE experiment

in the electron hypothesis will be calculated. The performances required to reach

a 5‡ sensitivity will also be evaluated. The thesis ends in Chapter 9 with a

summary of the results and an overview of the future prospects for MicroBooNE

and for neutrino physics in general.

Appendix A contains a publication, whose corresponding author is the author

of this thesis, with the first measurement of the cosmic-ray reconstruction e�ciency

in a LArTPC.



2
Neutrino physics

Contents
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.2 Neutrino Oscillations Theory . . . . . . . . . . . . . . . 5

2.3 Experimental Evidence of Neutrino Oscillation . . . . 8

2.4 Massive neutrinos in the Standard Model . . . . . . . . 13

2.4.1 The seesaw mechanism . . . . . . . . . . . . . . . . . . . 15
2.5 Neutrino interaction modes . . . . . . . . . . . . . . . . 16

2.6 Future research e�orts . . . . . . . . . . . . . . . . . . . 19

This chapter includes a brief historical overview and a review of the introductory

theoretical background of neutrino physics. In particular, the mechanism of neutrino

oscillations will be described and several experimental techniques employed to

detect them will be reviewed. The existence of neutrino oscillations implies non-null

neutrino masses and a mechanism to explain them will be outlined. The modes

of neutrino interaction in the matter will also be presented.

2.1 Introduction

Neutrino physics represents one of the most exciting areas of active research in

particle physics. The history of the early days of particle physics shows that

neutrinos have challenged physicists since the famous Pauli’s letter to his fellow

3
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1 Fermi Theory of Beta Decay

The first theory of neutron beta decay was developed by Enrico Fermi in 1933. His
approach was a design similar to the radiation theory of light, where light quanta are
emitted from an excited atom. The theory could be described as a point-like four
fermion vertex similar to the one shown in figure 1, and inclusive of the emission of
a neutrino1. In general, the theory could be applied to any nucleus but it was also
possible to apply it directly to either neutron beta decay or muon decay.

Figure 1: Four-fermion vertex

While Fermi’s theory is now obsolete, it is considered an historical document for
the simple reason that it was the first successful theory of the creation of massive
particles. Among other things it also derived quantitative expressions for the lifetime
of the decay as well as the shape of the electron emission spectrum.

2 Muon Decay

As an intermediate step towards the modern theory of neutron beta decay, it is
important to review the related subject of muon decay. While both decays are four-
fermion processes,

n � p+ + e� + �e (2.1a)

µ� � e� + �µ + �e (2.1b)

the mathematics of muon decay are much easier for the simple reason that the proton
and neutron in (2.1a) are composite particles, while all four particles in (2.1b) are
elementary.

The tree level diagram for muon decay is shown in figure 2. For the weak inter-
action, the Feynman calculus uses the weak V-A vertex factor

Kµ � � igw

2
�

2
�µ(1 � �5) (2.2)

1The inclusion of a neutrino as part of the interaction was major step forward since its existence
was considered speculative at that time.

2

Figure 2.1: Feynman diagram of the —-decay of a A
ZX into a A

Z+1Y nucleus in the Fermi
approximation.

Radioactive Ladies and Gentlemen [2], where he postulated the existence of a new

neutral particle to explain the continuous spectrum of the nuclear —-decay. Fermi

hypothesised the neutrino to be emitted in the three-body process:

n æ p + e≠ + ‹̄e, (2.1)

and mediated by a four-fermion interaction in the form of:

GFÔ
2

(n̄�Np)(‹̄e�Le), (2.2)

where, in modern terms, GF is the Fermi constant and �N,L are a linear combination

of the gamma matrices. The Feynman diagram of the four-fermion approximation

for the —-decay is shown in Figure 2.1.

This theory paved the way for the first experimental direct detection of neutrinos

by Cowan and Reines in 1956 [3], which exploited the inverse —-decay process:

‹̄e + p æ e+ + n. (2.3)

The key detection technique, still used in modern reactor experiments, employed

the detection of the e+e≠ æ 2“ annihilation in delayed coincidence with the “

emitted by the capture of the recoiling neutron shortly afterwards.

The leptonic current ‹̄e�Le was later hypothesised to be left-handed in the

form of “µ(1 ≠ “5) by Feynman and Gell-Mann (V ≠ A theory) [4]. For massless
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neutrinos, this allows assigning a left-handed (right-handed) helicity to neutrinos

(anti-neutrinos), which was experimentally verified by Goldhaber [5].

2.2 Neutrino Oscillations Theory

In the modern Standard Model of particle physics there are three flavours of

(anti)neutrinos ((—)

‹ e,
(—)

‹ µ, (—)

‹ · ), each one paired to a charged (anti)lepton (e(+), µ(+),

· (+) respectively). However, if neutrinos have masses, it is possible to have three

(or more) neutrino mass eigenstates (‹1, ‹2, ‹3, ...) analogues of the charged-lepton

mass eigenstates. In this case, a neutrino produced as a flavour eigenstate would

oscillate through its path and change to another flavour eigenstate. This happens

because the flavour eigenstate is a mixture of the three (or more) mass eigenstates,

which travel with di�erent wavelengths and create interference patterns.

The oscillation probabilities can be derived in the case of two neutrino genera-

tions, which we report here for didactic reasons largely following the approach in

[6]. The flavour eigenstates ‹–, ‹— can be expressed as a superposition of the two

mass eigenstates ‹1 and ‹2 using the nominal rotation matrix U :

U =
C
cos ◊ ≠ sin ◊
cos ◊ sin ◊

D

. (2.4)

The flavour neutrino ‹– will then propagate as:

|‹–Í = cos ◊ |‹1Í + sin ◊ |‹2Í . (2.5)

The time evolution of this superposition can be written, in the plane-wave

assumption, as:

|‹(x̨, t)Í = cos ◊e≠ip1x |‹1Í + sin ◊e≠ip1x |‹2Í . (2.6)

If the neutrino is ultra-relativistic the exponential argument becomes:

pix = Eit ≠ p̨ix̨ ƒ (Ei ≠ pz,i)L

= (E2
i ≠ |p̨|2)/(Ei ≠ pz,i)L

ƒ m2
i /2EiL ƒ m2

i /2EL,

(2.7)
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13. Neutrino mixing 9

The same conclusions hold also when the ⌫l � ⌫l� and ⌫̄l � ⌫̄l� oscillations take place in
matter [54]. In the case of ⌫l � ⌫l� and ⌫̄l � ⌫̄l� oscillations in vacuum, only the Dirac
phase(s) in U can cause CP violating e�ects leading to P (⌫l � ⌫l�) �= P (⌫̄l � ⌫̄l�), l �= l�.

In the case of 3-neutrino mixing all di�erent Im(Ul�jU
�
ljUlkU�

l�k) �= 0, l� �= l = e, µ, � ,
j �= k = 1, 2, 3, coincide up to a sign as a consequence of the unitarity of U . Therefore
one has [55]:

A
(µe)
CP = � A

(�e)
CP = A

(�µ)
CP =

4 JCP

�
sin

�m2
32

2p
L + sin

�m2
21

2p
L + sin

�m2
13

2p
L

�
, (13.18)

where
JCP = Im

�
Uµ3 U�

e3 Ue2 U�
µ2

�
, (13.19)

Eν in MeV

P
ee

 = 1 - sin22θ sin2 (∆m2L/4Eν
)

baseline = 180 Km

P
ee

0 5 10 15
0.0

0.2

0.4

0.6

0.8

1.0

Figure 13.1: The ⌫e (⌫̄e) survival probability P (⌫e � ⌫e) = P (⌫̄e � ⌫̄e),
Eq. (13.30), as a function of the neutrino energy for L = 180 km, �m2 =
7.0 � 10�5 eV2 and sin2 2� = 0.84 (from Ref. 62).

is the “rephasing invariant” associated with the Dirac CP violation phase in U . It is
analogous to the rephasing invariant associated with the Dirac CP violating phase in
the CKM quark mixing matrix [56]. It is clear from Eq. (13.18) that JCP controls the
magnitude of CP violation e�ects in neutrino oscillations in the case of 3-neutrino mixing.

If sin(�m2
ij/(2p)L) �= 0 for (ij) = (32), or (21), or (13), we get A

(l�l)
CP

�= 0. Thus, if as
a consequence of the production, propagation and/or detection of neutrinos, e�ectively
oscillations due only to one non-zero neutrino mass squared di�erence take place, the CP

January 6, 2014 16:26

Figure 2.2: The ‹e survival probability P (‹e æ ‹e) as a function of the neutrino energy
for L = 180 km, �m2 = 7.0 ◊ 10≠5 eV2 and sin2 ◊ = 0.84.

and the oscillation probability of the neutrino with flavour – can be written as:
P–– = | È‹–|‹(L)Í |2

= 1 ≠ sin2 2◊ sin2
A

�m2L

4E

B

,
(2.8)

where �m2 © m2
2 ≠ m2

1 is the mass splitting between the two mass states at play.

The probability of observing a neutrino of flavour — will be then given by:

P–— = 1 ≠ P–– = sin2 2◊ sin2
A

�m2L

4E

B

. (2.9)

Equations 2.8 and 2.9 show that the amplitude of the oscillation is regulated by the

rotation angle ◊, while its frequency depends on the mass splitting, at a fixed L/E

ratio. Figure 2.2 shows as an example the ‹e survival probability as a function of

the neutrino energy for L = 180 km, �m2 = 7.0 ◊ 10≠5 ev2 and sin2 ◊ = 0.84.

Neutrino oscillations experiments can be divided into two main categories:

disappearance experiments, which measure the deficit of neutrinos of a certain

flavour (measuring P––), and appearance experiments, which look for an excess

of neutrinos of a certain flavour (measuring P–—).

The U matrix can be easily extended in the case of the three generations of

neutrinos ‹e, ‹µ, and ‹· . In this case, the flavour eigenstates mixing is obtained from:
S

WU
‹e

‹µ

‹·

T

XV =

S

WU
Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3
U·1 U·2 U·3

T

XV

S

WU
‹1
‹2
‹3

T

XV , (2.10)
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where the rotation is given by the so-called Pontecorvo–Maki–Nakagawa–Sakata

(PMNS) matrix. It is also possible to parametrise the U matrix in the follow-

ing useful way:

UPMNS =

S

WU
1 0 0
0 c23 s23
0 ≠s23 c23

T

XV

S

WU
c13 0 s13e≠i”CP

0 1 0
≠s13ei”CP 0 c13

T

XV

S

WU
c12 s12 0

≠s12 c12 0
0 0 1

T

XV , (2.11)

where sij (cij) is an abbreviation for sin ◊ij (cos ◊ij) and ”CP is the CP-violating

phase. The mixing angles ◊12, ◊13, and ◊23 are defined by:

tan2 ◊12 © |Ue2|2

|Ue1|2
, tan2 ◊23 © |Uµ3|2

|U·3|2
, sin ◊13 © Ue3e

i”CP . (2.12)

With three neutrino flavours the squared mass-splitting terms are �m2
12 and

�m2
13. Being squared mass di�erences, we do not know the absolute ordering of

the three masses: it is possible to have m3 > m2 > m1 (normal hierarchy) or

m3 > m1 > m2 (inverted hierarchy). Customarily, �m2
12 and �m2

13 are also called

(�m2)sol and (�m2)atm, respectively, since they are usually measured with "solar"

and "atmospheric" neutrinos. The situation is illustrated in Figure 2.3.

The mass splittings also determine the L/E ratio at which the oscillation

probability is maximised. In the assumption of two-neutrino oscillation, the

oscillation frequency in Equation 2.8 becomes:

�m2L

4E
= 1.267

3
L

km

4 A
�m2

eV2

B A
GeV
E

B

, (2.13)

which gives for ◊12, ◊13, and ◊23 a maximum oscillation probability at ¥ 104 km/GeV,

¥ 102 km/GeV, and ¥ 102 km/GeV, respectively. The ◊12, ◊13, and ◊23 mixing angles

are also known as the solar, reactor, and atmospheric mixing angles, since they

maximise the oscillation probability at the typical L/E ratios for solar, reactor, and

atmospheric neutrinos. In the parametrisation of the UPMNS matrix of Equation 2.11,

the product of the matrices can then be written as:

UPMNS = Uatm · Ureactor · Usol. (2.14)
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KM3NeT 2.0: Letter of Intent for ARCA and ORCA

(Δm2)sol

(Δm2)sol

(Δm2)atm

(Δm2)atm

νe

νµ

ντ

(m1)
2

(m2)
2

(m3)
2

(m1)
2

(m2)
2

(m3)
2

normal hierarchy inverted hierarchy

Figure 45: Scheme of the two distinct neutrino mass hierarchies. The color code indicates the fraction of
each flavour (e, µ, �) present in each of the mass eigenstates (�1, �2, �3). From [87].

oscillations driven by �m2
31 and �m2

32. Such a measurement however requires an extreme accuracy both in
the energy resolution and in the absolute energy scale calibration.

Another appealing strategy consists in probing the impact of matter effects in both the �µ survival
probability and in the rate of �µ � �e appearance at the atmospheric mass scale. As will be detailed in
the next subsection, this option requires long oscillation baselines and matter effects that essentially affect
the �e-component of the propagation eigenstates, making it possible to determine whether the �1 and
�2 states are lighter or heavier than �3. The �e appearance channel is the main focus of current (such
as NOvA [99] and T2K [100]) and next-generation (such as CHIPS [101], LBNE [102], LBNO [103] or
more recently DUNE [104]) accelerator neutrino experiments. In atmospheric experiments, such as ICAL at
INO [105], HyperKamiokande [106], PINGU [107] and ORCA, both channels are important due to the much
longer baselines providing stronger matter effects. This strategy has been extensively discussed both for
magnetized detectors [108–120] and for water-Cherenkov detectors [114,121–127], including more recently
the specific case of the Mton-scale underice/sea detectors PINGU and ORCA [128–139].

In the 3� framework, the �µ � �e and �µ � �µ transition probabilities in vacuum can be approximated
by the following formulae:

P3�(�µ � �e) � sin2 �23 sin2 2�13 sin2
�
�m2

31 L

4E�

�
(9)

P3�(�µ � �µ) � 1� 4 cos2 �13 sin2 �23 (1� cos2 �13 sin2 �23) sin
2

�
�m2

31 L

4E�

�
(10)

where E� is the neutrino energy and L stands for the oscillation baseline. These relations establish the
direct link between the transition probabilities and the value of �13; they also show that the transitions in
vacuum are actually insensitive to the sign of �m2

31.
This sign can however be revealed once matter effects come into play along the neutrino propagation

path [140,141]. Contrarily to the other flavours, the �e component can indeed undergo charged-current (CC)
elastic scattering interactions with the electrons in matter and consequently acquire an effective potential
A = ±

�
2GFNe , where Ne is the electron number density of the medium, GF is the Fermi constant and

the +(�) sign is for �e (�e). In the case of neutrinos propagating in a medium with constant density, the
transition probabilities now read (adapted from [142]):

Pm
3�(�µ � �e) � sin2 �23 sin

2 2�m13 sin
2

�
�mm2L

4E�

�
(11)

27th January 2016 Page 48 of 116

Figure 2.3: Diagram of the normal and inverted hierarchies. The colours correspond to
the fraction of each distinct flavour contained in the mass eigenstate. From [7].

2.3 Experimental Evidence of Neutrino Oscilla-
tion

After the first direct detection of electron (anti)neutrinos by Cowan and Reines

at the Savannah nuclear reactor [3], e�orts were made in order to observe the

other two neutrino flavours. In 1962, Lederman and others [8] first saw evidence of

muon neutrinos interacting in the target and producing muons, while the DONUT

collaboration finally observed the ‹· in 2001 [9].

The number of light neutrino species (meaning m‹ < mZ/2) weakly interacting

was also determined by precision measurements of the Z boson width at LEP

and SLD [10] as:

N‹ = �inv
�l

A
�l

�‹

B

SM
= 2.984 ± 0.008, (2.15)

where �l is the leptonic decay width and �inv is the invisible decay width, assumed

to be caused by Z æ ‹‹̄ decays. The lepton universality requires each neutrino
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flavour to contribute equally. This measurement does not forbid the existence of

heavy (m‹ > mZ/2) or sterile (not weakly-interacting) neutrinos.

However, the number of neutrino interactions observed by several experiments

was in disagreement with the one predicted by the theory of three massless neutrinos.

In particular, two types of anomalies were identified, one involving the detection

of solar neutrinos and one involving the neutrinos produced by cosmic rays in

the atmosphere.

Solar neutrino anomaly The experiment by Ray Davis and others at Homestake

was the first to directly detect the neutrinos produced in the sun [11] by the 7Be

and 8B decays (Figure 2.4).

February 2, 2008 1:28 Proceedings Trim Size: 9in x 6in lectures

17

Figure 2. The predicted solar neutrino energy spectrum. The figure shows the energy
spectrum of solar neutrinos predicted by the most recent version of the standard solar
model. For continuum sources, the neutrino fluxes are given in number of neutrinos
cm�2s�1 MeV�1 at the Earth’s surface. For line sources, the units are number of
neutrinos cm�2s�1. Total theoretical uncertainties are shown for each source. From
http://www.sns.ias.edu/�jnb/.

aged to detect neutrinos from the Sun, via elastic neutrino–electron scatter-
ing: ⌫e + e� � ⌫e + e�. The Cherenkov light emitted by the recoil electron
is observed and used to reconstruct the electron energy and direction, which
is correlated to the incoming neutrino energy and direction. The GALLEX
(Italy) and SAGE (USSR/Russia) experiments (start date 1991/1990) were,
similar to Homesake, also radiochemical experiments, and detected neutri-
nos via inverse nuclear � decay of gallium: ⌫e+71Ga� e�+71Ge. As in the
Homestake experiment, chemical techniques were used to isolate and count
the number of radioactive 71Ge atoms produced by the neutrino reaction.

The three di�erent types of experiments provided complementary infor-
mation. The water Cherenkov experiment was capable of detecting neutri-
nos in real time, and determine their energy. They were also the first to

Figure 2.4: The solar neutrino energy spectrum predicted by the solar standard model.
From [12].

Even if successfully detected, the solar neutrino interactions were less than

expected and this deficit was later confirmed by several other experiments, including

the Kamioka Observatory in Japan [13], the SAGE experiment in Russia [14], and

the GALLEX experiment in Italy [15]. The SNO (Sudbury Neutrino Observatory)

experiment finally proved in 2001 that the cause of the deficit was the oscillation of
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the solar neutrinos into a di�erent flavour eigenstate [16], by measuring both the

solar ‹e flux and the total solar neutrino flux, as shown in Figure 2.5.
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Figure 5: SNO’s CC, NC and ES measurements from the D2O phase. The x- and y-axes are the inferred fluxes of electron

neutrinos and muon plus tau neutrinos. Since the NC and ES measurements are sensitive to both �e and �µ/�� , the ES and

NC bands have definite slopes. The CC measurement is sensitive to �e only, so has an infinite slope. The widths of the bands

represent the uncertainties of the measurements. The intersection of the three bands gives the best estimate of �µ� and �e.

The dashed ellipses around the best fit point give the 68%, 95%, and 99% confidence level contours for �µ� and �e. The flux

of neutrinos predicted by the SSM is indicated by �SSM.

5.3. SNO’s night-day flux asymmetry measurement in D2O

In addition to measuring the time integrated fluxes, the di�erence between the solar neutrino fluxes at night and

day has also been studied [12]. If the mixing of solar neutrino flavours is due to interactions with matter (the MSW

e�ect) [13, 14], then ⌫e might regenerate while passing through the Earth at night time. For more details on the

MSW e�ect, see Boris Kayser’s lectures in these proceedings [8]. The probability to regenerate depends on the

neutrino mixing parameters, �m2
12 (=m2

1 � m2
2, the di�erence of the squared neutrino masses) and �12 (the solar

neutrino mixing angle), the path length of the neutrinos through the Earth, and the local electron density that the

neutrinos encounter. SNO has determined the night-day asymmetry A = 2(�night � �day)/(�night + �day) for the

flux of ⌫e under two di�erent assumptions. The first assumption is that ANC may be non-zero (possible if there is

matter enhanced mixing with sterile neutrinos). The asymmetry of the NC rate was allowed to float in a fit to the

data that simultaneously determined the asymmetries of the CC and NC rates. The result of the fit was

ACC = Ae = (14.0 ± 6.3+1.5
�1.4)%, ANC = (�20.4 ± 16.9+2.4

�2.5)%. (6)

The second assumption is that there is no mixing with sterile neutrinos. When ANC is fixed at zero, SNO measures

Ae = (7.0 ± 4.9+1.3
�1.2)%, ANC = 0. (7)

Both of these results are consistent with no night-day asymmetry.

SLAC Summer Institute on Particle Physics (SSI04), Aug. 2-13, 2004

7WET001

Figure 2.5: SNO measurement of the neutral-current („NC), charged-current („CC), and
elastic scattering („ES) fluxes. The CC measurement is sensitive to the ‹e flavour only,
while the NC and ES fluxes depend both on ‹e and ‹µ/‹· interactions. The neutrino flux
predicted by the SSM (Standard Solar Model) is given by „SSM.

The propagation of neutrinos in the matter is characterised by the Mikheyev-

Smirnov-Wolfenstein (MSW) e�ect [17]: in presence of a high density of electrons,

electron neutrinos experience a charged current coherent forward scattering. This

cause the electron neutrinos to have a di�erent e�ective mass when they propagate

in a high-density medium, modifying the oscillation pattern.

The MSW e�ect is particularly important to explain the solar neutrino flux

(Figure 2.4). Assuming a very high electron density in the sun core and an

exponentially decreasing abundance (which are both good approximations in the

standard solar model), the probability to observe an electron neutrino when it

reaches the Earth is Pee ¥ sin2 ◊ for neutrinos above 2 MeV (where the matter

e�ect dominates) [6].

Atmospheric neutrino anomaly Cosmic muons decaying in the atmosphere

produce a broad flux of muon (anti)neutrinos. The first underground water
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Cherenkov detectors, the IMB experiment and the Kamioka observatory, observed a

discrepancy in the double ratio of muon to electron neutrinos, measured to expected.

The evidence that this discrepancy was caused by the disappearance of atmospheric

neutrinos was provided by the Super-Kamiokande experiment in 1998 [18].

Figure 2.6 shows the zenith angle distributions of events detected by the Super-

Kamiokande experiment: the data points are in disagreement with the no-oscillation

model and they can be interpreted as ‹µ ¡ ‹· oscillation.

In honour of these discoveries, the Nobel Prize in Physics 2015 was awarded to

Takaaki Kajita (Super-Kamiokande) and Arthur B. McDonald (SNO).
14. Neutrino masses, mixing, and oscillations 71
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Figure 14.11: The zenith angle distributions for fully contained 1-ring e-like
and µ-like events with visible energy < 1.33 GeV (sub-GeV) and > 1.33 GeV
(multi-GeV). For multi-GeV µ-like events, a combined distribution with partially
contained (PC) events is shown. The dotted histograms show the non-oscillated
Monte Carlo events, and the solid histograms show the best-fit expectations for
⌫µ � ⌫� oscillations. (This figure is provided by the Super-Kamiokande Collab.)

alone. By selecting events with high L/E resolution, evidence for the dip in the L/E
distribution was observed at the right place expected from the interpretation of the
Super-Kamiokande’s data in terms of ⌫µ � ⌫� oscillations [18], see Fig. 14.12. This
dip cannot be explained by alternative hypotheses of neutrino decay and neutrino
decoherence, and they are excluded at more than 3� in comparison with the neutrino
oscillation interpretation. For ⌫� appearance, see Section 14.11.4.

The muon neutrino disappearance discovered by Super-Kamiokande has been confirmed
by atmospheric neutrino experiments, MACRO [248] and Soudan 2 [249], long baseline
accelerator experiments, K2K [19], MINOS [20,21], T2K [22,23], and NO⌫A [41],
and neutrino telescope experiments, ANTARES [253] and IceCube-DeepCore [255].
Fig. 14.13 shows 90% CL allowed regions in the sin22�23 - �m2

32(31) plane, for the

case of normal mass ordering, reported by the T2K [43], NO⌫A [60], MINOS [289],
Super-Kamiokande [288], and IceCube-DeepCore [254] experiments. All these regions
are derived from three-neutrino oscillation analyses.

June 5, 2018 19:50

Figure 2.6: Zenith angle distributions of µ-like and e-like events in the sub-GeV and
multi-GeV data sets, as collected by the Super-Kamiokande experiment. The dashed blue
line corresponds to the no-oscillation model. The red solid line represent the best fit to
‹µ ¡ ‹· oscillation (from [19]).

The KamLAND experiment finally spectacularly proved the oscillation pattern

and the MSW model by measuring the reactor electron antineutrinos survival

probability as a function of L/E, shown in Figure 2.7.

Less than 20 years after the definitive confirmation of neutrino oscillations, the

mixing angles and the mass splittings are all known with a relative uncertainty

smaller than 5%. The least-known parameter in the PMNS matrix is the ”CP phase,
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(Li) and original neutrino energies (E). The points are the survival
probability for the KamLAND data. The 3-� line and 1� C.L. region
are calculated using the unbinned maximum-likelihood fit to the
KamLAND data. The 2-� line is calculated from the two-flavor
unbinned maximum-likelihood KamLAND analysis. The 1� C.L.
band for the 2-� case is not shown but is similar in magnitude to the
no-oscillation case shown at P = 1.0.

VII. CONCLUSION

An updated KamLAND reactor ⌫e data set was presented.
The data set benefits from increased exposure and an im-
proved background environment due to a radiopurity upgrade
of the LS. The analysis slightly hints at a nonzero �13 with the
available oscillation data. In a two-flavor analysis (�13 = 0)
of the solar and KamLAND data, the best-fit values for the os-
cillation parameters are tan2 �12 = 0.444+0.036

�0.030 and �m2
21 =

7.50+0.19
�0.20 � 10�5 eV2. In the three-flavor analysis, floating

the value of �13 without any constraints from the other oscil-
lation experiments gives the solar + KamLAND best-fit values
tan2 �12 = 0.452+0.035

�0.033, �m2
21 = 7.50+0.19

�0.20�10�5 eV2, and
sin2 �13 = 0.020+0.016

�0.016. The limits on �m2
21 are the same for

the two- and three-flavor analyses. All three oscillation pa-
rameters derived from the KamLAND-only antineutrino data
are in good agreement with those from the solar-only neu-
trino data and reveal no inconsistency with CPT invariance,
which was assumed for the joint fits. The upper limit we ob-
tain on sin2 �13 is compatible with other recent work combin-
ing CHOOZ, atmospheric, and accelerator experiments. More
definitive information on the value of �13 should come from
upcoming accelerator and reactor experiments.
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APPENDIX A

The best-fit values for the different data combinations and
analysis approaches are summarized in Table III.

APPENDIX B

We consider the unbinned maximum-likelihood method
presented in Sec. V to be the optimal approach to analyz-
ing the KamLAND data because it takes full advantage of all

Figure 2.7: Ratio of the observed ‹̄e spectrum to the expectation for no-oscillation
versus L0/E for the KamLAND data. L0 = 180 km is the flux-weighted average reactor
baseline (from [20]).

which, if di�erent from 0¶ (or from 180¶), would imply CP-violation in the leptonic

sector. This parameter can be measured only with appearance experiments, where

it is possible to verify if P (‹– æ ‹—) ”= P (‹̄– æ ‹̄—). Recent results from the T2K

and NOVA experiments give a best fit of ”CP /¶ = 215+40
≠28 (”CP /¶ = 284+27

≠29) at 1‡ in

the normal hierarchy (inverted hierarchy) model [21]. A definitive measurement of

the CP-violating phase would have far-reaching consequences in particle physics

and cosmology, since it could explain the matter-antimatter asymmetry [22].

A precise estimation of the MSW e�ect is particularly important for a correct

measurement of the CP violation. Since the matter contains electrons and not

positrons, the electron neutrinos will experience a MSW e�ect opposite to the one

experienced by antineutrinos. This di�erence will, in turn, modify the appearance

probabilities, leading to P (‹e æ ‹µ) ”= P (‹̄e æ ‹̄µ). This e�ect must the be

disentangled from the CP-violating e�ect caused by the complex phases in the

PMNS matrix.

The MSW e�ect is also dependent on the sign of the mass splitting �m31, which

o�ers a way to resolve the hierarchy problem [23]. In this document, however, we will
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focus on short-baseline neutrino experiments, where the MSW e�ect is negligible.

2.4 Massive neutrinos in the Standard Model

The observation of neutrino oscillations poses a challenge for the SM since it requires

a mechanism able to give mass to the neutrinos. In the standard formulation of

the SM, quarks and leptons can be represented by a four-component Dirac spinor

field ÂD. This field can be decomposed into left-handed and right-handed two-

component spinors with the chirality operators ‰R = (1+“5)ÂD and ‰L = (1≠“5)ÂD,

respectively. The mass term for these spinors can be generated through the Higgs

mechanism, which introduces a Dirac mass term in the Lagrangian:

≠ LD = mDÂ̄DÂD = mD(‹̄L‹R + ‹̄R‹L). (2.16)

This term breaks chirality symmetry, making helicity non-Lorentz-invariant, and

can be applied also to neutrinos in an extension to the Standard Model. In this

case, the neutrino would be a four-component massive Dirac spinor, just as any

other fermion, with two components non-interacting. However, the current upper

limit on the sum of the neutrino masses is q
m‹ < 0.12 eV using cosmological

constraints [24] and q
m‹ < 2 eV from —-decay experiments [25]. The KATRIN

experiment will directly measure the neutrino mass through a precise reconstruction

of the tritium —-decay spectrum, with an expected sensitivity of 0.2 eV [26]. These

results require a Yukawa coupling six orders of magnitude smaller than the electron

one, which is not considered natural.

Most importantly, right-handed (left-handed) neutrinos (antineutrinos) have

never been observed. Their existence would be theoretically motivated since quarks

and leptons have right-handed components and they could explain the small neutrino

masses, as described in Section 2.4.1. Right-handed neutrinos would interact only

gravitationally and, for this reason, they are usually called sterile neutrinos. Even

if not weakly-interacting, the eventual sterile neutrino(s) would still mix with

the active flavours, a�ecting the measured oscillation patterns and providing an

experimental detection signature.



2. Neutrino physics 14

Another model for the neutrino masses would be the introduction of a Majorana

mass term in the Lagrangian:

≠ LM = 1
2mM(‹̄LC‹̄T

L + ‹LC‹T
L ) = 1

2mM(‹̄M‹M), (2.17)

where the factor 1
2 accounts for double-counting due to the hermitian conjugate being

identical, ‹M © ‹L + ‹c
R is the Majorana spinor, and C is the charge-conjugation

operator. Here, the charge-conjugation operator must leave the field unchanged

and the particle must then be neutral.

The only fermion that satisfies this requirement is the neutrino. If the neutrino

is a Majorana particle, it will be its own antiparticle: in a CC interaction, the

left-handed and right-handed components would produce a negative-charged and

a positive-charged lepton, respectively.

An experimental evidence of the Majorana nature of the neutrinos would be

the observation of the neutrinoless double — decay (0‹——), where a ‹e is emitted

and absorbed in the nucleus, producing two electrons and two protons in the final

state. Figure 2.8 shows the Feynman diagram for a 0‹—— interaction.

d

d

e�

e�

u

u

d

d
u

u

d

d
u

u

W�

⌫M

W�

n

p

n
p

Figure 2.8: Feynman diagram for a neutrinoless double beta decay interaction, emitting
two electron in the final state and no neutrinos.
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This process would also violate the lepton number with �L = 2. In this case,

the PMNS matrix in Equation 2.11 acquires two extra Majorana phases in the form:

UM
P MNS = UP MNS

S

WU
ei– 0 0
0 ei— 0
0 0 1

T

XV . (2.18)

Several experiments are actively looking or planning to look for 0‹—— decays,

using 130Te (CUORE [27], SNO+ [28]), 136Xe (KamLAND-Zen [29], EXO [30],

NEXT [31]), or 76Ge (GERDA [32]). The KamLAND-Zen collaboration measured

the lower limit for 0‹—— decay half-life at T 1
2

> 1.07 ◊ 1026 years, which corresponds

to an e�ective Majorana mass of 61-165 meV [29].

2.4.1 The seesaw mechanism

A process which could explain the small masses of the neutrinos, compared to

the other fermions, is the so-called seesaw mechanism, which here we describe

using the approach in [33]. The most general Lagrangian with right-handed

neutrinos can be written as:

≠2Lmass = LD
L + LD

R + LM
L + LM

R + h.c. (2.19)

= mD‹̄R‹L + mD‹̄C
L ‹C

R + mL‹̄C
L ‹L + mR‹̄C

R ‹R. (2.20)

This term can be expressed as a matrix equation

≠ 2Lmass =
Ë
‹̄C

L ‹̄R

È C
mL mD

mD mR

D C
‹L

‹C
R

D

, (2.21)

where mD is the Dirac mass term and mL (mR) is the Majorana mass term for

the left-handed (right-handed) component.

Since the SM forbids the left-handed Majorana term (it is not gauge invariant),

it is possible to set mL = 0. For large values of mR, the eigenvalues of the

mass matrix are:

m1 = m2
D

mR
(2.22)

m2 = mR

A

1 + m2
D

m2
R

B

¥ mR. (2.23)
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With a value of mR at the GUT scale (around 1016 GeV), this would naturally

give a small value for the neutrino masses.

2.5 Neutrino interaction modes

The interaction between the neutrino and the nucleon can have di�erent forms

and a good understanding of their phenomenology is of fundamental importance

for the success of any neutrino experiment. Figure 2.9 shows the neutrino cross-

section for charged-current interactions divided into three main interaction modes:

quasi-elastic (QE), resonant (RES), and deep inelastic scattering (DIS), which

we briefly characterise below.
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FIG. 9 Total neutrino and antineutrino per nucleon CC cross sections (for an isoscalar target) divided by neutrino energy and
plotted as a function of energy. Data are the same as in Figures 28, 11, and 12 with the inclusion of additional lower energy
CC inclusive data from � (Baker et al., 1982), � (Baranov et al., 1979), � (Ciampolillo et al., 1979), and � (Nakajima et al.,
2011). Also shown are the various contributing processes that will be investigated in the remaining sections of this review.
These contributions include quasi-elastic scattering (dashed), resonance production (dot-dash), and deep inelastic scattering
(dotted). Example predictions for each are provided by the NUANCE generator (Casper, 2002). Note that the quasi-elastic
scattering data and predictions have been averaged over neutron and proton targets and hence have been divided by a factor
of two for the purposes of this plot.

Figure 2.9: Total neutrino per nucleon charged-current cross sections (for an isoscalar
target) divided by neutrino energy and plotted as a function of energy (from [34]).

Quasi-elastic interaction. In a charged-current quasi-elastic (CCQE) interaction,

the neutrino exchange a W boson with a single nucleon, which is knocked

out and leaves a hole in the nucleus. Hence its name 1p-1h (one particle,

one hole). In this case, the incident neutrino does not have enough energy

to break up or excite the nucleus. This is the dominant interaction in the

sub-GeV energy range. Figure 2.10 shows the Feynman diagram for a CCQE

neutrino-nucleus interaction.
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The simulation used in this thesis employs the GENIE neutrino generator,

set up with the Llewellyn-Smith parametrisation for the CCQE interactions

[35] and the Relativistic Fermi Gas model for the nucleus [36]. In this

model, the interaction is calculated with the impulse approximation (IA) [37]:

the neutrino interacts with only one nucleon, which can have short-range

correlations with other nucleons (bound but independent).

However, hadrons exiting the nucleus can re-interact and change identity or

eject other hadrons (Final State Interactions, FSI), so it is possible to have

a CCQE interaction with no protons or with a pion in the final state. It is

also possible to have multinucleon excitations, mainly through the so-called

meson exchange current (MEC) [38]. This interaction is responsible for np-nh

events, where more than one nucleon is emitted.

The neutral-current equivalent of a CCQE interaction is the neutral-current

elastic scattering (NCE), which typically ejects a nucleon.

At low exchanged momentum Q2 the neutrino can also scatter elastically with

the entire nucleus (coherent elastic neutrino-nucleus) scattering, CE‹NS), as

recently detected by the COHERENT collaboration [39]. In this case, the

nucleus remains in its initial state and its small recoil represents the only

observable.

Figure 2.10: Feynman diagram of a charged-current quasi-elastic neutrino-nucleon
interaction.
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Resonant and coherent interactions. In a resonant interaction, the neutrino

has enough energy to excite the nucleon to form a resonance, which rapidly

decays to a nucleon and one or more mesons while still in the nucleus, as in:

‹l + p æ �++ æ l≠ + fi+ + p (2.24)

‹l + n æ �+ æ l≠ + fi+ + n. (2.25)

This interaction is allowed both by charged current and neutral current

exchange.

The GENIE setup used here employs the Rein-Sehgal model [40] for the reso-

nance production and the Bodek-Ritchie RFG model [38] for the interaction

of the nucleon within the nucleus. Also in this case, the FSI can cause the

absorption of the pion in the nucleus or exchange the charge of the pion.

At low exchanged momentum Q2, pions can be produced also in coherent

neutrino-nucleus processes, where the nucleus is left unchanged and a pion is

emitted, as shown in the Feynman diagram of Figure 2.11b.

(a) Charged-current resonant interaction. (b) Charged-current coherent interaction.

Figure 2.11: Feynman diagrams of two neutrino interactions which can produce pions
in the final state, charged-current resonant (left) and charged-current coherent (right).

Deep inelastic scattering. In this case, the neutrino has enough energy to

interact with the single nucleon components, the quarks, and to break up the

nucleus. The result of this interaction often consists of several mesons in the

final state. This is the dominant interaction mode for high-energy neutrinos

(> 5 GeV). It is simulated by our setup of GENIE using the Bodek-Yang

model [41].
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Figure 2.12 shows the Feynman diagram for this kind of interaction.

Figure 2.12: Feynman diagram of a charged-current deep inelastic scattering neutrino-
nucleon interaction.

This rich scenario makes the correct reconstruction of neutrino interactions very

challenging for any experiment. Usually, oscillations experiments like MiniBooNE

(see Section 3.2) look for CCQE interactions, whose signature in the detector is

easier to identify, but which also require a precise assessment of the final-state

interactions. The simulation of the nuclear behaviour after the neutrino interaction

is very challenging and requires careful validation against hadronic observables,

such as the number of reconstructed hadron tracks and the spectra of hadrons [42].

2.6 Future research e�orts

Several experiments have shown compelling evidence for neutrino oscillations, which

in turn require non-null neutrino masses. At the moment, massive neutrinos

represent the only portal into BSM physics and, for this reason, neutrino physics is

one of the most active sectors in particle physics. In the last decade, the parameters

of the PMNS mixing matrix of neutrino flavours (see Equation 2.11) have been

constrained to a precision smaller than 5%, but some neutrino properties still need

to be measured. In particular, the CP-violating phase, the neutrino mass hierarchy,

and the Majorana or Dirac nature of the neutrino are all research topics actively

investigated both by present and future experiments.
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The following chapters will focus on the search for a low-energy excess of electron

neutrinos, which could be a hint of neutrino oscillation into a sterile state.
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The LSND experiment observed an excess of ‹̄e in a primarily ‹̄µ beam in 2001.

The MiniBooNE experiment, built to confirm or rule out the anomaly, observed a

significant excess of ‹e-like (‹̄e-like) events in a primarily ‹µ (‹̄µ) beam. Several other

neutrino experiments have shown results not fully compatible with the three-flavour

scenario and they will be briefly described. A summary of the global picture of

the short-baseline anomalies will also be provided.

3.1 The LSND experiment

The Liquid Scintillator Neutrino Detector (LSND) was an experiment at the Los

Alamos National Laboratory which aimed to detect ‹̄e interactions in a mainly ‹̄µ

beam. The neutrino beam was produced by firing an 800 MeV proton beam into

a target, producing charged pions, which were stopped in a beam dump. The fi≠

21
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part was electromagnetically captured by the nucleus, while the fi+ component

initiated the decay chain:

fi+ æµ+‹µ (3.1)

�

µ+ æ e+‹̄µ‹e. (3.2)

Kinematically, it is possible to distinguish between the neutrino beam produced

by decays at rest (DAR) of pions and muons, and the neutrino beam produced by

decays in flight (DIF) of pions and muons. In LSND, this was achieved by looking

at events with energies above (below) 60 MeV to select the DIF (DAR) beam, since

the maximum energy for a ‹̄µ produced by a stopping muon is 52.8 MeV (mµ/2) .

The detector was filled with 167 t of mineral oil (CH2) and doped with 0.031 g/l

of organic scintillation material (butyl-PBD).

Figure 3.1: A schematic of the LSND experiment and its detection technique: the
inverse —-decay of the neutrinos in the detector produce Cherenkov and scintillation light,
in delayed coincidence with the light emitted by the neutron capture.

The ‹̄e interactions were detected via an inverse —-decay process and tagged with

a delayed coincidence between the positron and the subsequent neutron capture, in
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a fashion similar to the Cowan and Reines experiment. A schematic of the LSND

experiment and its detection technique is shown in Figure 3.1.

LSND found an excess of ‹̄e interactions in the DAR ‹̄µ beam with a significance

of 3.8‡, which could be explained as ‹̄µ oscillating into ‹̄e (Figure 3.2a). Given

the L/E ¥ 0.75 m/MeV of the experiment, the mass splitting term obtained with

LSND data is �m2
LSND ¥ 1 eV2. This value is one order of magnitude larger than

the mass splitting terms obtained with any other reactor, accelerator, atmospheric,

or solar experiment [43]. An excess of ‹e was found also in the DIF ‹µ beam,

compatible with the ‹̄µ æ ‹̄e oscillation result [44]. The comparison between the

region allowed by LSND and the region allowed by other neutrino experiments in

the (�m2, tan2 ◊) parameter space is shown in Figure 3.7.
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the distance travelled by the neutrino in meters and E� is the neutrino energy in MeV. The data

agree well with the expectation from neutrino background and neutrino oscillations at low �m2.

62

(a) L/E‹ distribution for the ‹̄e events in
the LSND experiment.
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MeV. The fit includes primary ⌫̄µ � ⌫̄e oscillations and secondary ⌫µ � ⌫e oscillations, as well
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experiment at Fermilab, the NOMAD experiment at CERN, and the KARMEN experiment at

ISIS.
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(b) Allowed and excluded regions in the
(sin2 2◊, �m2) parameter space.

Figure 3.2: The excess of electron antineutrinos observed by the LSND experiment (left)
can be interpreted with the presence of a fourth neutrino state. The mixing angles and
mass splittings allowed by the LSND data are shown on the right at 90% C.L (blue) and
99% C.L. (yellow), together with the 90% C.L. exclusion limits from other experiments
(solid red lines). From [43].

Figure 3.2b shows the regions in the (sin2 2◊, �m2) parameter space allowed

by the LSND data at 90% CL and 99% CL. The KARMEN experiment at the

Rutherford Appleton Laboratory employed a setup similar to LSND in order to
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explore the same region, but it found no significant excess and ruled out a large

subset of the LSND parameter space [45].

3.2 The MiniBooNE experiment

The MiniBooNE experiment was designed to definitely test the LSND result. It

consists of a spherical detector filled with mineral oil and located 541 meters

downstream of the Booster Neutrino Beam (BNB) production target at Fermilab.

This beam can run both in neutrino mode, producing a mainly ‹µ beam, and

in antineutrino mode, producing a mainly ‹̄µ beam. The BNB neutrino flux is

described in detail by the MiniBooNE collaboration in [46] and will be summarised

in Section 4.3. The beam energy is one order of magnitude larger than LSND (8

GeV vs. 800 MeV), but the two experiments have a comparable L/E‹ ratio.

The detector is equipped with 1280 8-inch photomultiplier tubes (PMTs) and

employs a separated outer veto region with an extra 240 PMTs for cosmic-ray

rejection. Particles interacting in the mineral oil produce Cherenkov light, if above

production threshold. The particle identification is based on the di�erent light

patterns that each particle produces in the detector: in particular, high-penetrating,

heavy particles such as muons will produce sharp rings of Cherenkov light, while

lighter particles like electrons and photons will produce fuzzier rings. A neutral

pion will instead produce two fuzzy rings partially overlapping when it decays to

two photons (fi0 æ ““). This technique introduces an irreducible ambiguity in

the final-state particles, since it is not possible to distinguish a single photon from

an electron. Figure 3.3 shows three MiniBooNE event displays with a muon, an

electron (or photon), and a fi0 æ ““ decay in the final state.

Energy calibration at MiniBooNE was performed with in situ measurements.

Cosmic muons, detected with an external hodoscope and stopping in the mineral

oil, produce the typical Michel electron spectrum peaked at mµ/2 = 52.8 MeV. The

invariant mass of fi0 decays can also be reconstructed to measure the energy

response around 135 MeV.
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Figure 3.3: Schematics and event display for three topologies in the MiniBooNE detector.

The oscillation analysis of the MiniBooNE experiment looked for ‹e charged-

current quasi-elastic (CCQE) interactions, where the ‹e exchanges a charged W

boson with a neutron in the nucleus, producing an outgoing electron and a proton.

This is the dominant interaction type in the sub-GeV region, as shown in Figure 2.9.

However, as outlined in Section 2.5, FSI can alter the particles produced in

the interaction and then detected by the apparatus. In particular, CC1fi events

with pion absorption represent a source of uncertainty for a CCQE analysis, since

they share the same particles in the final state.

For this reason, in MiniBooNE, the selected events are called CCQE-like, since

this definition relies only on the particles in the final state [47].

The energy of the CCQE-like interaction EQE
‹ is determined by the electron

scattering angle ◊ and energy Ee, assuming the nucleon at rest, as:

EQE
‹ =

2mnEe + m2
p ≠ m2

n ≠ m2
e

2(mn ≠ Ee + cos ◊
Ò

E2
e ≠ m2

e)
, (3.3)

where mn, mp, and me are the mass of the neutron, the proton, and the electron,

respectively. In reality, the nucleon will have a Fermi momentum, which will smear

out the energy measured with Equation 3.3. In this case, the estimation of the
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neutrino energy will depend on the particular model of Fermi motion employed in

the simulation, introducing a systematic uncertainty in the measurement.

The presence of events with pion absorption or where the pion escapes the

detector introduces as well a distortion in the energy distribution, since the

approximation of a 2-body interaction of Equation 3.3 is no longer valid.
3

TABLE I: The expected (unconstrained) number of events for
the 200 < EQE

� < 1250 MeV neutrino energy range from all
of the backgrounds in the �e and �̄e appearance analysis before
using the constraint from the CC �µ events. Also shown are
the constrained background, as well as the expected number of
events corresponding to the LSND best fit oscillation probabil-
ity of 0.26%, assuming oscillations at large �m2. The table
shows the diagonal-element systematic plus statistical uncer-
tainties, which become substantially reduced in the oscillation
fits when correlations between energy bins and between the
electron and muon neutrino events are included. The antineu-
trino numbers are from a previous analysis [3].

Process Neutrino Mode Antineutrino Mode
�µ & �̄µ CCQE 73.7 ± 19.3 12.9 ± 4.3

NC �0 501.5 ± 65.4 112.3 ± 11.5
NC � � N� 172.5 ± 24.1 34.7 ± 5.4

External Events 75.2 ± 10.9 15.3 ± 2.8
Other �µ & �̄µ 89.6 ± 22.9 22.3 ± 3.5

�e & �̄e from µ± Decay 425.3 ± 100.2 91.4 ± 27.6
�e & �̄e from K± Decay 192.2 ± 41.9 51.2 ± 11.0
�e & �̄e from K0

L Decay 54.5 ± 20.5 51.4 ± 18.0
Other �e & �̄e 6.0 ± 3.2 6.7 ± 6.0

Unconstrained Bkgd. 1590.6 ± 176.9 398.2 ± 49.7
Constrained Bkgd. 1577.8 ± 85.2 398.7 ± 28.6

Total Data 1959 478
Excess 381.2 ± 85.2 79.3 ± 28.6

0.26% (LSND) �µ � �e 463.1 100.0

ties from nuclear e�ects, and uncertainties in detector
modeling and reconstruction. A covariance matrix in
bins of EQE

� is constructed by considering the variation
from each source of systematic uncertainty on the ⌫e and
⌫̄e CCQE signal and background, and the ⌫µ and ⌫̄µ

CCQE prediction as a function of EQE
� . This matrix in-

cludes correlations between any of the ⌫e and ⌫̄e CCQE
signal and background and ⌫µ and ⌫̄µ CCQE samples,
and is used in the �2 calculation of the oscillation fits.

Table I also shows the expected number of events cor-
responding to the LSND best fit oscillation probability
of 0.26%, assuming oscillations at large �m2. LSND
and MiniBooNE have the same average value of L/E,
but MiniBooNE has a larger range of L/E. Therefore,
the appearance probabilities for LSND and MiniBooNE
should not be exactly the same at lower L/E values.

Fig. 1 shows the EQE
� distribution for ⌫e CCQE

data and background in neutrino mode for the total
12.84 � 1020 POT data. Each bin of reconstructed EQE

�

corresponds to a distribution of “true” generated neu-
trino energies, which can overlap adjacent bins. In neu-
trino mode, a total of 1959 data events pass the ⌫e

CCQE event selection requirements with 200 < EQE
� <

1250 MeV, compared to a background expectation of
1577.8 ± 39.7(stat.) ± 75.4(syst.) events. The excess is
then 381.2 ± 85.2 events or a 4.5� e�ect. Note that the
162.0 event excess in the first 6.46 � 1020 POT data is
approximately 1� lower than the average excess, while
the 219.2 event excess in the second 6.38 � 1020 POT
data is approximately 1� higher than the average ex-
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FIG. 1: The MiniBooNE neutrino mode EQE
� distributions,

corresponding to the total 12.84 � 1020 POT data, for �e

CCQE data (points with statistical errors) and background
(histogram with systematic errors). The dashed curve shows
the best fit to the neutrino-mode data assuming two-neutrino
oscillations. The last bin is for the energy interval from 1500-
3000 MeV.

cess. Fig. 2 shows the excess events in neutrino mode
from the first 6.46 � 1020 POT data and the second
6.38 � 1020 POT data (top plot). Combining the Mini-
BooNE neutrino and antineutrino data, there are a to-
tal of 2437 events in the 200 < EQE

� < 1250 MeV en-
ergy region, compared to a background expectation of
1976.5±44.5(stat.)±88.5(syst.) events. This corresponds
to a total ⌫e plus ⌫̄e CCQE excess of 460.5 ± 99.0 events
with respect to expectation or a 4.7� excess. Fig. 2
(bottom plot) shows the total event excesses as a func-
tion of EQE

� in both neutrino mode and antineutrino
mode. The dashed curves show the two-neutrino oscilla-
tion predictions at the best-fit point (�m2 = 0.041 eV2,
sin2 2� = 0.92), as well as at a point within 1� of the
best-fit point (�m2 = 0.4 eV2, sin2 2� = 0.01).

A two-neutrino model is assumed for the MiniBooNE
oscillation fits in order to compare with the LSND data.
However, the appearance neutrino experiments appear
to be incompatible with the disappearance neutrino ex-
periments in a 3+1 model [10, 12], and other models
[15–19] may provide better fits to the data. The oscil-
lation parameters are extracted from a combined fit of
the observed EQE

� event distributions for muonlike and
electronlike events using the full covariance matrix de-
scribed previously in the full energy range 200 < EQE

� <
3000 MeV. The fit assumes the same oscillation proba-
bility for both the right-sign ⌫e and wrong-sign ⌫̄e, and
no ⌫µ, ⌫̄µ, ⌫e, or ⌫̄e disappearance. Using a likelihood-
ratio technique [3], the confidence level values for the
fitting statistic, ��2 = �2(point) � �2(best), as a func-
tion of oscillation parameters, �m2 and sin2 2�, is de-
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ity of 6 � 10�7 relative to the best oscillation fit and a
�2/ndf = 47.1/17.3 with a probability of 0.02%.

Fig. 5 compares the L/EQE
� distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown in
the figure, there is agreement among all three data sets.
Assuming two-neutrino oscillations, the curves show fits
to the MiniBooNE data described above. Fitting both
MiniBooNE and LSND data, by adding LSND L/E data
as additional terms, the best fit occurs at (�m2, sin2 2�)
= (0.041 eV2, 0.96) with a �2/ndf = 22.4/22.4, corre-
sponding to a probability of 42.5%. The MiniBooNE
excess of events in both oscillation probability and L/E
spectrum is, therefore, consistent with the LSND excess
of events. The significance of the combined LSND (3.8�)
[1] and MiniBooNE (4.7�) excesses is 6.0�, which is ob-
tained by adding the significances in quadrature, as the
two experiments have completely di�erent neutrino ener-
gies, neutrino fluxes, reconstructions, backgrounds, and
systematic uncertainties.

In summary, the MiniBooNE experiment observes a

FIG. 5: A comparison between the L/EQE
� distributions for

the MiniBooNE data excesses in neutrino mode (12.84� 1020

POT) and antineutrino mode (11.27�1020 POT) to the L/E
distribution from LSND [1]. The error bars show statistical
uncertainties only. The curves show fits to the MiniBooNE
data, assuming two-neutrino oscillations, while the shaded
area is the MiniBooNE 1� allowed band. The best-fit curve
uses the reconstructed neutrino energy, EQE

� , for the Mini-
BooNE data. The dashed curve shows the example 1� fit
point.

total ⌫e CCQE event excess in both neutrino and an-
tineutrino running modes of 460.5 ± 99.0 events (4.7�)
in the energy range 200 < EQE

� < 1250 MeV. The Mini-
BooNE allowed region from a two-neutrino oscillation fit
to the data, shown in Fig. 4, is consistent with the al-
lowed region reported by the LSND experiment [1]. On
the other hand, a two-neutrino oscillation interpretation
of the data would require at least four neutrino types
and indicate physics beyond the three neutrino paradigm.
The significance of the combined LSND and MiniBooNE
excesses is 6.0�. All of the major backgrounds are con-
strained by in situ event measurements, so nonoscilla-
tion explanations would need to invoke new anomalous
background processes. Although the data are fit with a
two-neutrino oscillation model, other models may provide
better fits to the data. The MiniBooNE event excess will
be further studied by the Fermilab short-baseline neu-
trino (SBN) program [39].

We acknowledge the support of Fermilab, the Depart-
ment of Energy, and the National Science Foundation,
and we acknowledge Los Alamos National Laboratory for
LDRD funding.

(b) Appearance probability.

Figure 3.4: The MiniBooNE neutrino mode corresponding to the total 12.84 ◊ 1020

POT data, for ‹e CCQE data (points with statistical errors) and background (histogram
with systematic errors). The dashed line represent the two-neutrino model best fit (left).
The appearance probability as a function of the L/E ratio is in agreement with LSND
data (right). Adapted from [48].

The most recent result by the MiniBooNE collaboration [48] shows a 4.7‡ excess

in the combined ‹e and ‹̄e analysis, for 12.84 ◊ 1020 (11.27 ◊ 1020) POT collected in

neutrino (antineutrino) mode. The observed excess of data events is 460.5±99.0. The

energy spectrum of the ‹CCQE
E selected events in neutrino mode is shown in Figure

3.4a. The analysis followed a blind approach, where the data sub-sample containing

the signal events, defined requiring a single isolated electron in the detector, was

not opened until the analysis tools and the simulation were well understood.

The ‹e oscillation was measured with a combined fit of the ‹e and ‹µ selected

events. This approach, which will be employed also by the MicroBooNE experiment,

allows to measure more precisely the neutrino flux: in this way, the ‹e candidates

from ‹µ oscillation cannot be interpreted as an underestimation of the total neutrino

flux, since this would show up as a disagreement in the number of ‹µ events as well.
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A measurement of the ‹µ component of the flux allows also to partially constrain

the number of intrinsic ‹e since around half of them are produced in the decay:

fi+ æµ+‹µ (3.4)

�

µ+ æ e+‹̄µ‹e. (3.5)

The excess of data events is in the sub-GeV energy region and is consistent

in energy and magnitude with the LSND result. The two excess combined give a

significance of 6.0‡. Figure 3.4b shows the agreement of the appearance probability

as a function of the L/E‹ distribution for LSND and MiniBooNE.

MiniBooNE backgrounds

The background events of the MiniBooNE experiment can be divided into four

main categories:

Intrinsic ‹e. The ‹e component of the beam, coming from µ±, K±, and K0, is the

irreducible background of the experiment, since it can’t be distinguished from

‹µ oscillating into ‹e. This component of the flux is partially constrained by

measuring the ‹µ interactions.

Misidentified fi0. The background from misidentified fi0 events represents the

largest component. These events are particularly challenging to reconstruct

since very forward-boosted photons will appear in the detector as a single

fuzzy ring. The MiniBooNE collaboration has constrained this contribution

by reconstructing the invariant fi0 mass of the event and obtaining a sample

with a purity > 90% of NC fi0 events. The total uncertainty on the NC

background is 7% [49].

Misidentified � æ N“. A neutral current resonant interaction can produce a �

resonance, which has a rare electromagnetic decay channel � æ N“, where

N = n, p. This channel is also constrained by the NC fi0
in situ measurement,

times the small branching ratio (0.56 ± 0.04)%. The uncertainty on this

component is 12%.
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Dirt. The dirt background, meaning neutrino interactions happening outside the

detector but where at least one particle in the final states interacts inside, is

also constrained with an in situ measurement, where events reconstructed

close to the detector boundaries and pointing inwards are selected.

Both the fi0 and the � æ N“ backgrounds come from the inability of a

Cherenkov detector to distinguish between photons and electrons, which is instead

one of the most powerful capabilities of a LArTPC, as it will be described in detail

in Section 4.4. MiniBooNE is also not able to distinguish between negative and

positive charged particles, making it impossible to distinguish between neutrino

and antineutrino events.

Non-beam backgrounds (such as cosmic rays) are removed by requiring light

in the detector in time with the BNB spill of 1.6 µs and no activity in the outer

veto volume, achieving a 99.99% rejection e�ciency. In order to reject the beam-

related background events, the MiniBooNE collaboration employed an electron-muon

likelihood cut, an electron-pion likelihood cut, and a cut on the invariant m““ mass.

The average selection e�ciency for ‹CCQE
e events is ≥ 20% [48].

Possible interpretations of the LSND and MiniBooNE re-
sults

A proposed solution to the LSND anomaly is to have one sterile additional neutrino

state, which would mix with the standard three neutrinos, in a (3+1) scenario.

The PMNS matrix, in this case, will have an extra dimension (4 ◊ 4) and the

sterile mass neutrino eigenstate will be written as:

|‹sÍ =
3+1ÿ

–

Ui,– |‹–Í . (3.6)

A diagram of the mass hierarchy in this scenario is available in Figure 3.5.

As shown in Figure 3.4b, the LSND excess seems to be in agreement with the

results of the MiniBooNE experiment, both in neutrino and antineutrino mode.

The MiniBooNE collaboration was able to constrain all the simulated experimental

backgrounds with in situ measurements. The excess must then come from an
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suggest that four neutrino mixing schemes are either very poor or at best
mediocre fits to all neutrino data.

The reason for this can be qualitatively understood in the following
way. There are two general neutrino mass-patterns capable of describing
one large and two small mass-squared di�erences. These are referred to as
the “2+2” and “3+1” scheme, and are depicted in Fig. 15.

(Δm2)sol (Δm2)sol

(Δm2)atm

(Δm2)atm

(Δm2)LSND

(Δm2)LSND

νe

νµ

ντ

νs

2+2 3+1

Figure 15. Two possible mass-patterns potentially capable of addressing all neutrino
data, including those from LSND. The one on the left (right) is characteristic of a “2+2”
(“3+1”) mass-scheme.

The 2+2 schemes are disfavored for the following reason. Short baseline
neutrino data constrain |Uµ1|, |Uµ2|, |Ue3|, |Ue4| to be small.u If all of these
are set to zero, atmospheric oscillations are driven by |⌫µ� � cos �|⌫� � +
sin �|⌫s� mixing, where ⌫s is a sterile neutrino and � is a mixing angle
that characterizes the sterile component of the atmospheric neutrino “pair”
of the muon-type neutrino. By unitarity, solar oscillations are driven by
|⌫e� � � sin �|⌫� � + cos �|⌫s� mixing.

Both solar and atmospheric data constrain �. Atmospheric neutrino
data are sensitive to a sterile component via Earth matter e�ects, and due

uHere, |�m2
12| � �m2

sol, |�m2
34| � �m2

atm.

Figure 3.5: Neutrino mass normal hierarchy in the scenario of 3+1 neutrinos (from [6]).

unexpected background source or from BSM interactions, such as the existence of

one or more sterile neutrinos. Figure 3.6 shows the MiniBooNE allowed regions

in neutrino and antineutrino mode for the two-neutrino oscillation model. The

best-fit point, however, is disfavoured by the OPERA ‹e appearance analysis

at 90% C.L. [50].

3.3 Oscillations anomalies: the global picture

The global fit of neutrino oscillations experiments in the 2-neutrino approximation

(so using Equations 2.8 and 2.9) is shown in Figure 3.7. Atmospheric, solar,

and reactor experiments roughly overlap in three regions in the (tan2 ◊, �m2)

space, giving three mixing angles and two mass splittings values, as expected

in a 3-flavour scenario.

However, LSND and MiniBooNE results do not agree with the allowed regions

since their mass splitting term, at the same L/E, is much larger (�m2 ¥ 1 eV2).

Moreover, they are not the only two experiments to have observed anomalies in the

neutrino sector. Several other experiments obtained results not completely in agree-

ment with the theoretical expectations. In particular, it is possible to identify two

categories of anomalies, classified according to the experimental technique employed:
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FIG. 4: MiniBooNE allowed regions for a combined neutrino
mode (12.84 � 1020 POT) and antineutrino mode (11.27 �
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MeV within a two-neutrino oscillation model. The shaded
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regions. The black point shows the MiniBooNE best fit point.
Also shown are 90% C.L. limits from the KARMEN [37] and
OPERA [38] experiments.

ity of 6 � 10�7 relative to the best oscillation fit and a
�2/ndf = 47.1/17.3 with a probability of 0.02%.

Fig. 5 compares the L/EQE
� distributions for the Mini-

BooNE data excesses in neutrino mode and antineutrino
mode to the L/E distribution from LSND [1]. The er-
ror bars show statistical uncertainties only. As shown in
the figure, there is agreement among all three data sets.
Assuming two-neutrino oscillations, the curves show fits
to the MiniBooNE data described above. Fitting both
MiniBooNE and LSND data, by adding LSND L/E data
as additional terms, the best fit occurs at (�m2, sin2 2�)
= (0.041 eV2, 0.96) with a �2/ndf = 22.4/22.4, corre-
sponding to a probability of 42.5%. The MiniBooNE
excess of events in both oscillation probability and L/E
spectrum is, therefore, consistent with the LSND excess
of events. The significance of the combined LSND (3.8�)
[1] and MiniBooNE (4.7�) excesses is 6.0�, which is ob-
tained by adding the significances in quadrature, as the
two experiments have completely di�erent neutrino ener-
gies, neutrino fluxes, reconstructions, backgrounds, and
systematic uncertainties.

In summary, the MiniBooNE experiment observes a

FIG. 5: A comparison between the L/EQE
� distributions for

the MiniBooNE data excesses in neutrino mode (12.84� 1020

POT) and antineutrino mode (11.27�1020 POT) to the L/E
distribution from LSND [1]. The error bars show statistical
uncertainties only. The curves show fits to the MiniBooNE
data, assuming two-neutrino oscillations, while the shaded
area is the MiniBooNE 1� allowed band. The best-fit curve
uses the reconstructed neutrino energy, EQE

� , for the Mini-
BooNE data. The dashed curve shows the example 1� fit
point.

total ⌫e CCQE event excess in both neutrino and an-
tineutrino running modes of 460.5 ± 99.0 events (4.7�)
in the energy range 200 < EQE

� < 1250 MeV. The Mini-
BooNE allowed region from a two-neutrino oscillation fit
to the data, shown in Fig. 4, is consistent with the al-
lowed region reported by the LSND experiment [1]. On
the other hand, a two-neutrino oscillation interpretation
of the data would require at least four neutrino types
and indicate physics beyond the three neutrino paradigm.
The significance of the combined LSND and MiniBooNE
excesses is 6.0�. All of the major backgrounds are con-
strained by in situ event measurements, so nonoscilla-
tion explanations would need to invoke new anomalous
background processes. Although the data are fit with a
two-neutrino oscillation model, other models may provide
better fits to the data. The MiniBooNE event excess will
be further studied by the Fermilab short-baseline neu-
trino (SBN) program [39].

We acknowledge the support of Fermilab, the Depart-
ment of Energy, and the National Science Foundation,
and we acknowledge Los Alamos National Laboratory for
LDRD funding.

Figure 3.6: MiniBooNE allowed regions for the combined neutrino mode and antineutrino
for events with 200 < EQE

‹ < 3000 MeV within a two-neutrino oscillation model. The
black point at (sin2 2◊, �m2) = (0.96, 0.041 eV2) represents the best fit [48].

inverse beta decay from solar neutrinos of gallium into germanium (radiochemical

experiments) and inverse beta decay from reactor neutrinos (reactor experiments).

3.3.1 Radiochemical experiments

The GALLEX experiment at Gran Sasso and the SAGE experiment at Baksan

employed a detection technique similar to the one of Ray Davis experiment at

Homestake. In this case, solar neutrino interactions were detected through inverse

— decay of 71Ga atoms into 71Ge (instead of 37Cl into 37Ar at Homestake):

‹e +71 Ga æ e≠ +71 Ge. (3.7)
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Figure 3.7: The squared-mass splittings and mixing angles favoured (solid regions)
or excluded (open regions) by existing neutrino oscillation measurements. Results are
categorised by channels: ‹e disappearance (solid lines), ‹µ ¡ ‹· (dotted lines), ‹e ¡ ‹·

(dashed lines), and ‹e ¡ ‹µ (dashed-dotted lines). The normal mass ordering is assumed
where relevant. Taken from [19]. Does not include MiniBooNE latest result [48].
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The energy threshold for this reaction is 233 keV, which allows to observe the

neutrino interactions produced in the solar pp chain reaction (see Figure 2.4). Both

experiments employed intense radioactive sources for calibration. GALLEX used a
51Cr source, while SAGE used 51Cr and 37Ar. These two sources decay via electron

capture, emitting an electron neutrino:

A
ZX + e≠ æA

Z≠1 Y + ‹e. (3.8)

The two experiments observed a deficit of ‹e interactions in all the three cases,

which favours with 2.7‡ significance the hypothesis of short-baseline neutrino

oscillation [51].I. Oscillation anomalies: �e disappearance 10

�e disappearance: the gallium anomaly

• The 71Ga � 71Ge neutrino capture cross-section, relevant
for the GALLEX and SAGE solar neutrino experiments, was
calibrated with intense 51Cr and 37Ar neutrino sources;

• these measurements show a significant deficit with respect
to the predicted values:

GALLEX:

����
���

R1(Cr) = 0.94 ± 0.11 [18]

R2(Cr) = 0.80 ± 0.10 [18]

SAGE:

����
���

R3(Cr) = 0.93 ± 0.12 [19]

R4(Ar) = 0.77 ± 0.08 [20]

�����������
����������

=� 0.84 ± 0.05

• such 3� deficit can be interpreted in terms of � oscillations;

• once again, data suggests �m2 � 1 eV2.
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(a) Observed / predicted ratio of ‹e inter-
actions.
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• The 71Ga � 71Ge neutrino capture cross-section, relevant
for the GALLEX and SAGE solar neutrino experiments, was
calibrated with intense 51Cr and 37Ar neutrino sources;

• these measurements show a significant deficit with respect
to the predicted values:

GALLEX:
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• such 3� deficit can be interpreted in terms of � oscillations;

• once again, data suggests �m2 � 1 eV2.
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(b) Allowed parameter space for sterile
neutrino oscillation.

Figure 3.8: The SAGE and GALLEX experiments observed a deficit of electron neutrino
interactions using radioactive isotopes, which could be explained by introducing oscillations
into a sterile neutrino state.

Figure 3.8 shows the deficit for the four calibration runs (two with 51Cr for

GALLEX, one with 51Cr and one with 37Ar for SAGE) and the allowed parameter

space in the case of sterile neutrino oscillations in the (3+1) model.

Curiously, during the second data-taking run of SAGE, 2 tons of gallium were

stolen from the detector (3.6% of the total mass) [52].
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3.3.2 Reactor experiments

Several reactor neutrino experiments have measured a deficit of events in the

antineutrino spectra. This anomaly first appeared in 2011, when an improved

calculation of the reactor antineutrino spectra was made available [53]. Historical

data from several reactor experiments, which before the recalculation were in

agreement with the theoretical predictions, all showed a ≥ 6% deficit in the

spectra, as shown in Figure 3.9.
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➟ oscillations of νe̅ into sterile neutrinos νs̅?

Figure 3.9: Fraction between observed and predicted ‹̄e flux at several reactor neutrino
experiments. Several models for sterile neutrino oscillation for di�erent mass splitting
terms and mixing angles are also shown.

This anomaly was first confirmed by a blind analysis of the Daya Bay collabora-

tion [54] and then observed also by the RENO and Double Chooz detectors. More

recently, these three experiments have also observed an excess of events (bump)

around 5 MeV. In order to clarify the nature of the flux deficit, the Daya Bay

experiment was able to correlate the antineutrino flux with the fuel composition

in the reactor. The fuel evolves with time: the main fissile component, 235U, gets

smaller, while the 239Pu increases. The model used to predict the inverse beta-decay

yield is 3.1‡ in disagreement with data [55]. If the deficit is caused by sterile

neutrinos, then it should not depend on the fissile material and the sterile neutrino
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hypothesis cannot be used to explain the fuel evolution model discrepancy. A

combined analysis of Daya Bay and NEOS data hints to excess production of 235U

as an explanation for the 5 MeV bump [56].

two Daya Bay (four Ling Ao) cores. As ADs receive fluxes
from multiple cores with differing fuel compositions,
variations in the effective fission fractions at an AD are
smaller than variations in the fission fractions within a
single core. The relationships between F 239 and the
effective fission fractions of the other fissioning isotopes
for the same data set are shown in the bottom panel in
Fig. 1. The average effective fission fractions F̄ i for i ¼
ð235; 238; 239; 241Þ for the combined EH1 and EH2 ADs
were (0.571, 0.076, 0.299, 0.054).
Uncertainties in the input reactor data will result in

systematic uncertainties in the measured IBD yields and
in the reported F 239 values. The thermal power of each
reactor was determined through heat-balance calculations of
the reactor coolingwater to a precisionof 0.5%, uncorrelated
among cores [2]. Dominant uncertainties in this calculation
arise from limitations in the accuracy of water flow rate
measurements. Since these measurement techniques are
independent of the core composition, this uncertainty
was treated for a single core as fully correlated at all fission
fraction values. Fission fraction uncertainties of δfi=fi ¼
5% were determined by comparing measurements of iso-
topic content in spent nuclear fuel to values obtained by the
APOLLO2 reactor modeling code [2,22]. As these compar-
isons do not suggest systematic biases in the reported fission
fractions for specific burnup ranges, fission fraction uncer-
tainties were treated as fully correlated for all F 239.
The fuel evolution analysis is particularly sensitive

to detection systematics not fully correlated in time. The

stability of the ADs’ performance in time has been well
demonstrated [20,23]. Variations in the detector live time
due to periodic calibrations, maintenance, or data quality
were corrected for in the analysis with a negligible impact
on systematic uncertainties. Percent-level yearly time
variation in light collection in the ADs has been corrected
for in Daya Bay’s energy calibration. Residual time
variations in reconstructed energies of the order of 0.2%
had a negligible impact on the observed rate and spectrum
variations described below. Time-independent uncertainties
in the IBD detection efficiency were also included in the
analysis; AD-uncorrelated and AD-correlated efficiency
uncertainties are 0.13% and 1.9%, respectively [20].
To examine changes in the observed IBD yield and

spectrum with reactor fuel evolution, effective fission frac-
tions F 239were used to groupweekly IBD data sets into eight
bins of differing fuel composition, resulting in similar
statistics in each bin. For the F 239bins utilized in this analysis,
the effective fission fractions (F 235, F 238, F 239, F 241) vary
within envelopes of width (0.119, 0.001, 0.092, 0.025), as
illustrated in Fig. 1. Each bin’s IBD yield per fission, σf in
cm2=fission, was then calculated based on that bin’s IBD
detection rate [2]. Measured IBD yields [24], presented in
Fig. 2, show a clear downward trend with increasing F 239.
The data were then fit with a linear function describing

the IBD yield as a function of F 239, in terms of the average
239Pu fission fraction F̄ 239 given above:

σfðF 239Þ ¼ σ̄f þ
dσf
dF 239

ðF 239− F̄ 239Þ: ð4Þ

The fit parameters are the total F 239-averaged IBD yield σ̄f
and the change in yield per unit 239Pu fission fraction

FIG. 1. Top: Weekly effective 239Pu fission fractions F 239

[defined in Eq. (3)] for the EH1 and EH2 ADs based on input
reactor data. Bottom: Effective fission fractions for the primary
fission isotopes versus F 239. Each data point represents an
average over periods of similar F 239 from the top panel.

FIG. 2. IBD yield per fission, σf , versus effective 239Pu (lower
axis) or 235U (upper axis) fission fraction. Yield measurements
(black) are pictured with bars representing statistical errors, which
lead the uncertainty in the measured evolution, dσf=dF 239.
Constant yield (green line) and variable yield (red line) best fits
described in the text are also pictured, as well as predicted yields
from the Huber-Mueller model (blue line), scaled to account for the
difference in total yield σ̄f between the data and prediction.

PRL 118, 251801 (2017) P HY S I CA L R EV I EW LE T T ER S week ending
23 JUNE 2017

251801-4

Figure 3.10: Inverse —-decay yield per fission, ‡f , versus e�ective 239Pu (lower axis) or
235U (upper axis) fission fraction. From [55].

A new generation of reactor neutrino experiments should definitely solve the

reactor anomaly. In particular, experiments like PROSPECT [57], SoLid [58], and

STEREO [59] are placed very close to small fission coresmade almost entirely of
235U and they are sensitive to eventual short-baseline sterile neutrino oscillations.

3.4 Constraints on the (3+1) model

In the presence of a sterile neutrino, its mixing with the active flavours would a�ect

the ‹e appearance, the ‹e disappearance, and the ‹µ disappearance probabilities.

However, the combined analysis of MINOS, Daya Bay, and Bugey-3 ‹µ disappearance

data [60] also excludes the best-fit point. A recent result from IceCube [61] further

restricts the available parameter space, leaving little room for the (3 + 1) hypothesis.

The tension emerges both by comparing appearance and disappearance experiment

(Figure 3.11a) and by comparing ‹e data (‹e æ ‹e, ‹e æ ‹µ) and ‹µ data (‹µ æ ‹µ)

(Figure 3.11b). A global analysis [62] excludes the (3 + 1) model at 4.7‡ level.
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FIG. 7. Appearance versus disappearance data in the plane spanned by the e�ective mixing angle
sin2 2�µe � 4|Ue4Uµ4|2 and the mass squared di�erence �m2

41. The blue curves show limits from
the disappearance data sets using free reactor fluxes (solid) or fixed reactor fluxes (dashed), while
the shaded contours are based on the appearance data sets using LSND DaR+DiF (red) and LSND
DaR (pink hatched). All contours are at 99.73% CL for 2 dof.

two additional free parameters.
We would now like to quantify the tension between di�erent subsets of the global data

that is evident from fig. 5. We first note that combining all data sets we find a goodness-of-fit
for the global best fit point around 65%, see table VI. This good p-value does not reflect the
tension we found because many data points entering the global fit have only little sensitivity
to sterile neutrino oscillations, thus diluting the power of a goodness-of-fit test based on
�2/dof.

A more reliable method for quantifying the compatibility of di�erent data sets is the
parameter goodness-of-fit (PG) test [92], which measures the penalty in �2 that one has to
pay for combining data sets, see appendix A for a brief review of this test. If the global
neutrino oscillation data were consistent when interpreted in the framework of a 3 + 1
model, any slicing into two statistically independent data sets A and B should result in an
acceptable p-value from the PG test. To illustrate an inconsistency in the data, it is however
su�cient to demonstrate that at least one way of dividing it leads to a poor value. Here,
we choose to split the data into disappearance data encompassing the oscillation channels
(–)

� e �
(–)

� e and
(–)

� µ �
(–)

� µ, and appearance data covering the
(–)

� µ �
(–)

� e channel. Note that
it is important to chose data sets independent of their “result”. For instance, dividing data
into “evidence” and “no-evidence” samples would bias the PG test.

The tension between appearance and disappearance data is shown graphically in fig. 7.
The figure illustrates the lack of overlap between the parameter region favoured by ap-
pearance data (driven by LSND and MiniBooNE) and the strong exclusion limits from
disappearance data. The tension persists independently of whether reactor fluxes are fixed
or kept free, and whether the LSND DaR or DaR+DiF samples are used. The corresponding
results from the PG test are shown in the last two columns of table VI. To evaluate the

(a) Comparison between regions allowed by
appearance results (filled red region) and
regions excluded by disappearance results
(solid blue line).
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FIG. 5. Constraints on the 3 + 1 scenario from ⌫µ/⌫̄µ disappearance. We show the allowed
parameter regions, projected onto the plane spanned by the mixing matrix element |Uµ4|2 and
the mass squared di�erence �m2

41. Note that the exclusion limit from NO⌫A is still too weak
to appear in the plot. It is, however, included in the curve labelled “combined”, which includes
all data listed in table IV. The curve labelled DC+SK+IC combines all our atmospheric neutrino
data; for this bound we have fixed the parameters �12, �13, �14 but minimize with respect to all other
mixing parameters, including complex phases. For comparison, we also show the parameter region
favoured by ⌫e disappearance and ⌫µ � ⌫e appearance data (using LSND DaR+DiF), projected
onto the |Uµ4|2–�m2

41 plane; we show the allowed regions for the analyses with fixed and free
reactor neutrino fluxes.

therein. Our results are shown in fig. 5 as a function of the mixing matrix element |Uµ4|2
and the mass squared di�erence �m2

41. The plot reveals strong limits of order |Uµ4|2 � 10�2

across a wide range of �m2
41 values from � 2 � 10�1 eV2 to � 10 eV2. MINOS/MINOS+

gives an important contribution in most of the parameter space. The strong constraint from
atmospheric neutrino data at �m2

41 � 1 eV2 is dominated by IceCube. At large masses,
MiniBooNE and to some extent CDHS are competitive with the MINOS/MINOS+ bound.
Comparing to the parameter region preferred by appearance and �e/�̄e disappearance data
(which includes the oscillation anomalies), we see dramatic tension. Given the constraints
on Ue4 from reactor experiments, the values of sin2 2�µe � 4|Ue4|2|Uµ4|2 required by LSND
and MiniBooNE can only be reached if |Uµ4| is large. This, however, is clearly disfavoured
by multiple �µ/�̄µ disappearance null results. This is the origin of the severe tension in the
global fit we are going to report below. As we are going to discuss, this tension has become

very robust and does not rely on any single
(–)

� µ disappearance data set.

(b) Comparison between regions allowed
by ‹e data (‹e æ ‹e and ‹e æ ‹µ, filled
red region) and regions excluded by ‹µ

disappearance data (solid lines).

Figure 3.11: There is a severe tension between appearance and disappearance results
within the (3 + 1) model. The free (fixed) fluxes lines of the plots on the left refer to the
constraining (or not) of the reactor fluxes in the fits. Adapted from [62].

Other explanations have then been proposed for the excess: 3+N sterile neutrinos

with N > 1 [63], CPT violation [64], and resonant neutrino oscillations [65] among

the others. The explanation of the excess with the presence of a new particle decaying

or scattering in the detector is severely constrained by kinematic arguments [66].

In summary, after the definitive confirmation of neutrino oscillations, achieved

by employing di�erent detection techniques, a series of new experiments collected

data not fully compatible with a three-flavour scenario. In particular, a combined

analysis of the LSND and MiniBooNE data gives a 6.0‡ significance for an excess

of electron-like events. This result is however in tension with other experiments

if interpreted as the oscillation into a sterile neutrino state.

Other experiments have also performed measurements not fully in agreement

with the theoretical expectations, using both reactor antineutrinos and neutrinos

from radioactive isotopes, but a coherent explanation for these anomalies still

has to be provided.
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This chapter presents an overview of the MicroBooNE experiment, with a focus

on the Liquid Argon Time Projection Chamber technology. A description of the

MicroBooNE detector is essential in order to understand the analysis described

in the following chapters. The selection e�ciency of low-energy electron neutrino

events and the rejection of background events can directly depend on the detector

properties. The analysis is also a�ected by systematic uncertainties in the detector

simulation, which will be partially addressed here. A brief description of the

36
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MicroBooNE neutrino beam will also be provided.

4.1 Motivation

The MicroBooNE (Micro Booster Neutrino Experiment) experiment is an 89 t

active volume Liquid Argon Time Projection Chamber (LArTPC) located at the

Fermi National Accelerator Laboratory (FNAL) in Batavia, IL and on-axis with

the Booster Neutrino Beam (BNB). The experiment was designed to study short-

baseline neutrino oscillations and neutrino-argon cross section. It is the largest

neutrino LArTPC detector currently active in the world. This technology o�ers

very high spatial resolution and calorimetric capabilities, which allow for detailed

tracking, vertexing, and particle identification.

4.1.1 Physics goals

As described in Section 3.2, MiniBooNE, being a Cherenkov detector, is not able to

distinguish between single photons and electrons in the final state. As such, it is not

possible to determine the nature of the excess of low-energy events. If the excess

is caused by photons, one explanation could be provided by an underestimation

of one of the background components. An electron nature of the excess, instead,

could be a strong hint for BSM physics.

Addressing the MiniBooNE anomaly

The MicroBooNE experiment was designed to definitely clarify the MiniBooNE

anomaly since the LArTPC technology allows for powerful electron/photon sep-

aration. One way to achieve this goal is to measure the spatial gap between the

neutrino interaction vertex and the start of the electromagnetic shower. An electron

will start producing a ionising trail immediately, whereas a photon will usually

leave a visible gap, due to the radiation length in liquid argon X0 = 14 cm. A

second way to distinguish between electrons and photons is to measure the energy

loss per distance travelled (dE/dx) of the electromagnetic shower produced in the

liquid argon. For electrons above 100 MeV, the theoretical expectation of the most
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probable dE/dx is around 2 MeV/cm, while the photon will have a most probable

value approximately twice as large, due to the pair-production process “ æ e+e≠

[67]. In order to clarify MiniBooNE result, MicroBooNE is then performing two

parallel analyses, one assuming that the excess is caused by photon production in

the electromagnetic � æ N“ decay and one assuming that the excess is caused by

electron interactions. In this way, we will be able to definitely identify the nature

of the excess and check if it is caused by electron neutrino interactions or by an

underestimation of one of the backgrounds. The calorimetric and spatial-resolution

capabilities will allow having a sensitivity to the excess similar to MiniBooNE,

while having an active detector mass five times smaller. The search for electron-like

low-energy interactions will be described in detail in the following chapters.

Cross-section measurements

MicroBooNE will also provide precise neutrino-nucleon cross-section measurements.

The neutrino interactions in the energy range of the BNB span from quasi-elastic to

deep inelastic scattering, making it possible to explore several nuclear e�ects and

complex topologies. In particular, it is possible to measure the pion production in

neutral current (NC) and charged current (CC) interactions. MicroBooNE should

be able to solve the tension between the large NC fi0 component reported by

MiniBooNE [68] and the small CC fi+ component reported by SciBooNE [69] and

K2K [70]. A precise measurement of the photon production will also help to constrain

the � æ N“ background, important for the MiniBooNE low-energy excess analysis.

The measurement of neutrino cross sections in liquid argon is also of fundamental

importance for the design of the largest next-generation neutrino experiment, DUNE

(Deep Underground Neutrino Experiment). Its current proposed design includes a 40-

kton LArTPC as far detector, two orders of magnitude larger than MicroBooNE [71].

Supernova and exotic searches

The MicroBooNE detector is located just below the surface level and is constantly

bombarded by cosmic rays, which interact in the liquid argon leaving ionisation

trails. This background, together with the small active volume of the detector
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(compared with large-scale water Cherenkov experiments) can limit the capabilities

of certain physics analyses, such as proton decay searches. However, MicroBooNE

can study the interaction of charged kaons in the liquid argon, which can represent

a background to future proton decay searches in DUNE. The existence of proton

decay is predicted by several Grand Unification Theories (GUTs) and a lower proton

lifetime of 5.9 ◊ 1033 years was set by the Super-Kamiokande experiment looking at

the p æ ‹K+ channel [72]. The kaon decay chain K æ fi æ µ æ e represents also

an important benchmark for the reconstruction capabilities of the LArTPC.

The MicroBooNE detector is suited to detect neutrinos produced by a supernova

(SN) in the Milky Way or in its immediate surroundings, which would result

in around 30 CC ‹e interactions with electron energy above 10 MeV. However,

being constantly hit by cosmic rays, the detector cannot directly trigger on SN

neutrinos and it relies on the SuperNova Early Warning System (SNEWS) [73]

to record an eventual SN event.

4.1.2 Research and development goals

MicroBooNE is currently the largest active neutrino LArTPC in the world, which

makes it the first experiment to precisely assess the automated neutrino reconstruc-

tion capabilities of this technology. The detection of neutrinos by a large-scale

LArTPC was pioneered by the ICARUS collaboration, which designed and assembled

the ICARUS T600 detector [74]. The detector consists of two LArTPC modules with

a total active mass of 476 t, around five times larger than MicroBooNE. However, it

was employed as a long-baseline neutrino detector on the CNGS (CERN Neutrinos

to Gran Sasso) beam and it detected only four ‹e interactions [75], compared with

the several hundred expected at MicroBooNE. It was recently refurbished and

moved to Fermilab to be placed on the BNB, as a part of the future Short Baseline

Neutrino (SBN) program. On a smaller scale, the ArgoNeuT experiment operated

a 0.25 t TPC on the NuMI neutrino beam at Fermilab [76] and measured for the

first time the neutrino cross section on argon atoms.
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The ambitious physics program of the DUNE experiment, whose ultimate goal

is to verify the presence of CP violation in the leptonic sector, requires a very good

understanding of the technology: in particular, the e�ect of high electric field on

long distances, of the ions recombination in the LAr, and of the ions absorption

by the impurities must be precisely quantified. MicroBooNE was also the first

large-scale LArTPC to have part of the electronics chain operating directly in

the liquid argon (cold electronics), allowing for higher signal-to-noise ratio. An

overview of the MicroBooNE detector will be provided in Section 4.4. A small-scale

prototype of the DUNE detector, ProtoDUNE, was recently built and commissioned

at CERN, with an active mass of 450 t. The ProtoDUNE detector, however, runs

on a test-beam line and will not detect neutrino interactions.

4.2 The LArTPC detection technology

The concept of a Liquid Argon Time Projection Chamber was first laid out by

Willis and Radeka in 1974 [77] and then adapted by Rubbia in 1977 as a detector

for neutrino interactions [78].

Generally speaking, a Time Projection Chamber is a volume with a constant

electric field applied between two of its sides, the anode (the positive plane) and the

cathode (the negative plane). It is possible to fill the volume with a non-conductive

material such as inert gases or liquids.

A charged particle traversing the medium inside the TPC will ionise the material:

a trail of ionisation electrons will be produced in correspondence with the path

of the charged particle. The constant electric field will transport the electrons

towards the anode with a constant drift velocity, preserving their topological and

calorimetric information and appearing as a projection of the particle trajectory on

the anode plane. The distance between the anode and the interaction point will

be given by the time the ionisation electron takes to reach the anode. Figure 4.1

shows the operating principle of a TPC in the case of the MicroBooNE detector.

As the name says, a LArTPC is a TPC filled with liquid argon. This material

provides several advantages, which made this technology particularly suitable for
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Figure 2. Operational principle of the MicroBooNE LArTPC.

The anode plane is arranged parallel to the cathode plane, and in MicroBooNE, parallel
to the beam direction. There are three planes comprised of sense wires with a characteristic
pitch, held at a predetermined bias voltage, that continuously sense the signals induced by
the ionization electrons drifting towards them [16]. The electrostatic potentials of the
sequence of anode planes allow ionization electrons to pass undisturbed by the first two
planes before ultimately ending their trajectory on a wire in the last plane. The drifting
ionization thus induces signals on the first planes (referred to as induction planes) and
directly contributes to the signals in the final plane (referred to as the collection plane).
Figure 2 depicts the arrangement of the MicroBooNE LArTPC and its operational principle.

The charged particle trajectory is reconstructed using the known positions of the anode
plane wires and the recorded drift time of the ionization. The drift time is the difference
between the arrival times of ionization signals on the wires and the time the interaction
took place in the detector (t0) which is provided by an accelerator clock synchronized to
the beam (BNB or NuMI) or from a trigger provided by the light collection system. The
characteristics of the waveforms observed by each wire provide a measure of the energy
deposition of the traversing particles near that wire, and, when taken as a whole for each
contained particle’s trajectory, allow for determination of momentum and particle identity.

The scintillation photons are detected by a light collection system that is immersed in

– 5 –

Figure 4.1: Diagram of the operating principle of the MicroBooNE LArTPC, showing
the waveforms produced by the ionisation trails in the collection plane (red) and in one
induction plane (blue).

neutrino detection. Among the main ones we can enumerate (1) its substantial

density (1.4 g/cm3 at 87.3 K), which allows to have a detectable amount of neutrino

interactions, (2) its high stability, being a noble gas, and (3) its natural abundance

(1% of the atmosphere), which makes the LArTPC technology highly scalable

and a�ordable.

However, the relatively slow drift velocity of the electrons in the liquid argon

causes the typical read-out of a large-scale LArTPC to be in the order of the

milliseconds (which corresponds to the time a ionisation electron takes to travel

from the cathode to the anode), making this technology sub-optimal for high-

rate experiments.

Another fundamental property of the argon, which makes it particularly suitable

for high-energy physics experiments, is that it produces scintillation light when

excited, being at the same time transparent to the wavelength of this scintillation

light, described below. In this way, a detector on surface such as MicroBooNE

can collect the light (in our case with photomultipliers placed inside the LAr) and
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trigger the TPC readout in coincidence with the neutrino beam, suppressing the

background caused by cosmic rays outside the beam time window.

A LArTPC can achieve a very high spatial resolution, similar to the one of the

bubble chambers, allowing at the same time for the digitisation of the signal. For

this reason, it has often been called a fully electronic bubble chamber [79].

Light production

The scintillation light is produced when an atom of argon in the ground state shares

an electron with one argon of atom in an excited state, forming an Ar2 excimer.

When the excimer decays and a 128 nm photon is emitted, the two argon atoms are

both left in the ground state. This small wavelength is typically di�cult to detect

with standard photomultipliers. In the MicroBooNE experiment, the PMT plates

are coated with tetraphenyl butadiene (TPB), which acts as wavelength shifter.

The time distribution of the scintillation light emission has two characteristics

components at 6 ns and 1.5 µs.

The liquid argon has also a high light yield, comparable to the one of scintillating

crystals, with 4 ◊ 104 “/MeV. The amount of light, however, can be quenched by

the presence of nitrogen impurities in the argon, which, in the case of MicroBooNE,

are kept below the 2 ppm level.

Ionisation electrons

The work function for ionising an argon atom is Wion = 23.6 eV, which means

that a charged particle in the MeV range will leave a ionisation trail of tens of

thousands of electrons. Under an electric field, these free electrons will travel

towards the anode with a constant drift velocity, but during their path they

can undergo several attenuation processes, which decrease the actual number of

electrons reaching the wire plane.

In particular, the electrons can recombine with ionised Ar+ atoms: this recom-

bination e�ect is usually the main contributor to the signal attenuation. This e�ect

depends on the dE/dx of the particle, on the electric field in the liquid argon, and

on the angle of the ionisation particle with respect to the electric field. The ICARUS
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experiment measured the dependence of the recombination as a function of the

dE/dx and the applied electric field [80], as shown in Figure 4.2. The ArgoNeuT

experiment found the recombination e�ect in a LArTPC to be well described both

by the Birks’ model [81] and by a modified version of the Box model [82].

plots) are shown in Fig. 3, where we also add for
comparison the R3t value for minimum ionizing
particles. According to the original papers, we

assume an error of 70:02 fC for all the electron
data from Ref. [1], and a common systematic error
of 7% for data in Ref. [2]. Data set features are
summarized in Table 1.

At the field of interest for ICARUS ð0:5 kV=cmÞ
the recombination values are:

RS ¼ 0:58; RA ¼ 0:64; R3t ¼ 0:70

RT600 ¼ 0:71: ð7Þ

In principle, one expects a difference in the
recombination factor between m.i.p. tracks and
electron full energy deposition. While it is true that
0.36 and 0:94 MeV electrons are minimum ioniz-
ing particles at the beginning of their paths, their
stopping power increases as soon as they slow
down. Even simply dividing the total energy by the
CSDA range [22], one obtains an average stopping
power of 2:4 MeV=ðg=cm2) for the 364 keV
electrons, vs. 1:5 MeV=ðg=cm2) for a minimum
ionizing muon. The non-linearity of electron
recombination with respect to dE=dxmay enhance
this difference. A quantitative analysis will be
carried out in the following.

ARTICLE IN PRESS

Fig. 1. Recombination factors measured with the 3 ton
ICARUS prototype as a function of the theoretical particle
stopping power, for different electric field values.
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(a) Recombination factor as a function of
the particle dE/dx.

plots) are shown in Fig. 3, where we also add for
comparison the R3t value for minimum ionizing
particles. According to the original papers, we

assume an error of 70:02 fC for all the electron
data from Ref. [1], and a common systematic error
of 7% for data in Ref. [2]. Data set features are
summarized in Table 1.

At the field of interest for ICARUS ð0:5 kV=cmÞ
the recombination values are:

RS ¼ 0:58; RA ¼ 0:64; R3t ¼ 0:70

RT600 ¼ 0:71: ð7Þ

In principle, one expects a difference in the
recombination factor between m.i.p. tracks and
electron full energy deposition. While it is true that
0.36 and 0:94 MeV electrons are minimum ioniz-
ing particles at the beginning of their paths, their
stopping power increases as soon as they slow
down. Even simply dividing the total energy by the
CSDA range [22], one obtains an average stopping
power of 2:4 MeV=ðg=cm2) for the 364 keV
electrons, vs. 1:5 MeV=ðg=cm2) for a minimum
ionizing muon. The non-linearity of electron
recombination with respect to dE=dxmay enhance
this difference. A quantitative analysis will be
carried out in the following.
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T600 and 3 ton detectors at 500 V=cm as a function of the
theoretical particle stopping power. The errors on T600 data
include a 5% systematics from the transparency correction.

Fig. 3. Recombination factors as a function of the electric field,
for 364 keV electrons [1], 976 KeV electrons [2], and minimum
ionizing particles (ICARUS, this work). Errors on the Scalettar
et al. data are smaller than the symbol size.
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(b) Recombination factor as a function of
the electric field in the detector.

Figure 4.2: The ICARUS collaboration measured the recombination factor R, defined
as the ratio between the measured and the theoretical stopping power, as a function of
the dE/dx (left) and of the electric field (right). From [80].

The transport of the electrons in the LArTPC is a�ected by di�usion, caused

by their thermal velocity, which spreads out the ionisation electrons while they

travel towards the anode. It is a three-dimensional e�ect, usually separated into

its longitudinal and transverse components.

LArTPCs placed on surface, such as MicroBooNE, are also constantly hit by an

intense flux of cosmic rays, which will produce several ionisation trails. These trails

produce ionisation electrons and positive Ar+, with the ions slowly moving towards

the cathode until they will recombine with a free electron. The build-up of Ar+

ions leads to a distortion of the electric field within the detector, defined as space-

charge e�ect (SCE). The SCE causes a displacement in the reconstructed position

of ionisation electrons, as well as variations in the amount of charge quenching

experienced by ionisation throughout the volume of the TPC. In MicroBooNE,

the electric field distortion can be as high as 15% and was measured using a
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sample of cosmic rays triggered by a small cosmic-ray counter (briefly described

in Section 4.4.5) [83]. The spatial distortions at the top and the bottom of the

LArTPC are shown in Figure 4.3.
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Figure 9: Predicted/measured SCE distortions as a function of the drift coordinate at
both the top and bottom of the TPC, comparing data to MC. The magenta
dashed line represents the o�sets expected if there were no SCE in the detector.

15

Figure 4.3: Predicted (�yMC) and measured (�yData) space-charge distortions as a
function of the drift coordinate at both the top and bottom of the TPC. The discrepancy
between data and Monte Carlo is caused by the absence of the liquid argon flow in the
simulation. Error bars are statistical only. From [83].

The presence of impurities in the liquid argon, such as oxygen, nitrogen, and

water can also attenuate the signal, absorbing the ionisation electrons during their

path in the liquid argon. The amount of drifting electrons decline as a function

of the distance from the wire plane, since the electrons need to travel a longer

path. The attenuation is well modelled by an inverse exponential function and the

decay time constant is called electron lifetime. MicroBooNE purification system,

described in Section 4.4, achieved an O2 contamination smaller than 100 ppt and

an electron lifetime larger than 18 ms [84]. In MicroBooNE, the electron lifetime

was estimated by measuring the ratio between the charge at the anode and the

charge at the cathode with crossing cosmic muons, through the relation:

QA

QC
= exp(≠tdrift/·), (4.1)
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where tdrift is the drift time (2.3 ms) and · is the electron lifetime. Figure 4.4 shows

the variation of the QA/QC ratio over time in the MicroBooNE LArTPC.

Figure 18: Variation in QA/QC as a function of time after space charge corrections and including
both statistical and systematic uncertainties. The uncertainties are dominated by systematics,
and are expected to be largely correlated among all the points. The vertical cyan bands show
missing data as explained in Section 3.

from 0.88±0.04 to 1.01±0.05. Following Eq. 1 and using the full drift time for our TPC (2.2 ms to
drift from cathode to anode), the lowest QA/QC charge ratio (0.88±0.04) observed during stable
purity period results in an electron drift-lifetime of 18.0 ms. This coresponds to a charge loss of
12% crossing the entire TPC at our nominal electric field of 0.273 kV/cm and an O2 equivalent
contamination of 17 ppt. The low purity regions also show relatively high QA/QC ratios, ranging
from 0.72±0.03 to 0.87±0.04. The lowest QA/QC ratio (0.72±0.03) over the entire data period
analyzed corresponds to 6.8 ms which corresponds to a charge loss of 28%, over the full drift, at
our nominal field and an O2 equivalent contamination of 44 ppt.

10 Future plans

There are other e�ects in the detector that might impact the extracted dQ/dx which are not
currently accounted for. One comes from the induced charge on a given wire from electrons
drifting to nearby wires. Here, the electrons drifting to wires near the target wire also induce
charge on the target wire. However this is expected to be a small e�ect for the collection plane
which is what is used in the analysis. Also, the 2 µs electronics shaping time is expected to further
reduce this e�ect. Another e�ect that is currently not considered for this analysis is the variation
in the gain and shaping time of the electronics and how it a�ects the charge collection. Although
a 2 µs shaping time is used in processing the signal at MicroBooNE, the actual shaping time of
the electronics varies by about 2.5% across the detector. We plan to incorporate these in a future
iteration of the analysis.

Another concern is that the space charge, recombination and di�usion corrections and related
uncertainties are extracted from models implemented in simulation. In the case of recombination
and di�usion, the e�ect is expected to be small as demonstrated in Sections 8.2 and 8.3, respec-
tively. In the case of space charge, as discussed in Section 6.1.1, the e�ects modeled in simulation
correspond to the central Y /Z region of the TPC where the e�ects are expected to be maximal.
Hence one can consider the modeled e�ects as the worst case scenario. MicroBooNE is anticipat-
ing results on space charge, recombination and di�usion measurements using TPC information in
the near future and we plan to incorporate them in a future iteration of this analysis. Further-
more, a complete calibration of the space charge e�ect throughout the entire active TPC volume
by utilizing a recently installed larger cosmic ray tagger system and/or a UV laser calibration
system [8, 22] is planned for the future.
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Figure 4.4: Variation of the QA/QC charge ratio between February and April 2016 in
the MicroBooNE LArTPC. From [84].

4.3 The neutrino beams at Fermilab

The use of an artificial neutrino source presents two main advantages: (1) the

neutrino energy spectrum and its flavour components can be precisely characterised

and tuned for the specific physics goals, and (2) the position of the detector can

be optimised to observe the oscillation peak (or dip). The design of a neutrino

beam generally follows the same pattern: it starts with a proton beam, which hits

a target and produces hadrons. These hadrons are focused by a magnetic horn into

an empty pipe, where they decay, producing the neutrinos. The neutrino beam

then travels through the ground and hits one or more neutrino detectors.

At Fermilab, there are two neutrino beams currently active: the Booster Neutrino

Beam (BNB) and the Neutrinos from the Main Injector (NuMI) beam, with di�erent

energy, flavour composition, and direction. MicroBooNE is placed on-axis with

the BNB and 470 m far from the target. While it is also able to detect o�-axis

neutrinos from the NuMI beam, the analysis presented in this document will focus

on the neutrinos coming from the BNB.
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The accelerator chain starts with a source of hydrogen gas, which is ionised and

accelerated by an empty cavity with -35 kV voltage. This H≠ stream is focused

by two solenoids and transformed into a pulsed beam 100 µs long at 15 Hz. The

Radio Frequency Quadrupole (RFQ) then accelerates the beam to an energy of

750 keV. The H≠ beam is then fed to the Linear Accelerator (LINAC), where two

series of RF cavities bring it from 750 keV to 400 MeV. The negative hydrogen

ions are stripped of their electrons by a carbon foil and the proton beam is finally

injected into the Booster synchrotron. Here, after several thousand laps, the proton

beam reaches their maximum kinetic energy in the Booster of 8 GeV.

The 8 GeV proton batch is 1.6 µs long and divided into 84 bunches 2 ns wide.

From the Booster, the proton batch can be extracted to the Booster Neutrino target

or be injected into the Main Injector, where it is accelerated up to 120 GeV.

4.3.1 The Booster Neutrino Beam

The BNB is the main neutrino beam for the MiniBooNE and MicroBooNE experi-

ments and it will be used also for the future Short Baseline Neutrino program [85].

It was designed mainly for the MiniBooNE experiment and, in order to suppress

the background coming from resonant and DIS interactions (as described in Section

2.5), its neutrino flux is peaked below 1 GeV.

The BNB target is made of a beryllium disk 0.51 cm in radius and 71.1 cm long,

which corresponds to 1.7 interaction lengths. This material minimises the radiative

losses due to its relatively low density. The number of protons hitting the target

(protons-on-target, POT) is measured by two toroids placed upstream the target

within a 2% uncertainty. Each BNB bunch usually delivers 4 ◊ 1012 POT.

The hadrons produced in the p-Be interactions are then focused by the electro-

magnetic horn. The horn is a pulsed toroidal electromagnet with a peak current of

170 kA and a magnetic field at the centre of 1.5 T. It focuses the secondary hadrons

along the horn axis: depending on the direction of the current, the positive (negative)

charged particles are focused (deflected), producing a neutrino (antineutrino) beam.
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FIG. 4: The MiniBooNE pulsed horn system. The outer conductor (gray) is transparent to show the

inner conductor components running along the center (dark green and blue). The target assembly

is inserted into the inner conductor from the left side. In neutrino-focusing mode, the (positive)

current flows from left-to-right along the inner conductor, returning along the outer conductor.

The plumbing associated with the water cooling system is also shown.
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FIG. 5: Measurements of the azimuthal magnetic field within the horn. The points show the

measured magnetic field, while the line shows the expected 1/R dependence. The black lines

indicate the minimum and maximum radii of the inner conductor.
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Figure 4.5: Schematic of the Booster Neutrino Beam chain in neutrino mode, showing,
from left to right, the focusing horn, the decay pipe, the absorber, and the dirt. Dimensions
are not to scale.

The hadrons with the right charge, mainly kaons and pions, travel through

the decay pipe filled with air and are then stopped by a concrete absorber. The

neutrinos produced in the decays travel through the ground and hit the detector,

which in the case of MicroBooNE is placed 470 m far from the target. Figure 4.5

shows a schematic of the Booster Neutrino Beam stages in the neutrino mode.

The muon neutrinos come from the decay of the pions (and in turns of the

muons) and the decay of the kaons. Muons and kaons are also responsible for

the electron neutrino contamination in the beam. Figure 4.6 shows the flavour

composition of the BNB flux in neutrino mode at the MicroBooNE location.

The pulsed structure of the neutrino beam is of fundamental importance for

on-surface experiments like MiniBooNE and MicroBooNE. In order to suppress non-

beam related backgrounds (such as cosmic rays), the detector is triggered only in

coincidence with the beam-gate window. In this way, MiniBooNE achieved a cosmic-

ray background rejection of 99.987% [86]. For a LArTPC such as MicroBooNE, the

cosmic-ray rejection is more challenging, since the data acquisition window must be

at least as long as the drift time window (so in the order of the milliseconds). The

techniques employed to reject cosmic rays will be described in Section 6.2.

4.3.2 Neutrino flux simulation

The MiniBooNE collaboration developed a detailed simulation of the BNB flux,

described in [46].
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Figure 1: The absolute neutrino flux prediction through the MicroBooNE detector as
calculated by the beam simulation. Shown is the flux for �µ, �̄µ, �e, and �̄e averaged through
the TPC volume with dimensions 2.56m�2.33m�10.37m.
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Figure 2: The �µ (left) and �e (right) neutrino flux just upstream of the MicroBooNE
detector. Shown is the comparison of flux constrained by global fit to K+ production data
(old) to the one that additionally includes SciBooNE data [6] (new).

2 Neutrino Flux Calculation

Figure 1 shows the predicted neutrino flux averaged through the MicroBooNE detector TPC
volume. This is the absolute flux as generated by the simulation. No scaling factors are
needed or applied.

Figure 2 shows the e�ect on the neutrino flux when SciBooNE data [5] is included in the
global fit of K+ production data [6]. Note that the flux shown in the figure was calculated
upstream of MicroBooNE detector, and not averaged through TPC volume as in Figure 1.

2

Figure 4.6: BNB absolute flux prediction in neutrino mode at the MicroBooNE location,
break down by neutrino flavour.

Here, we will enumerate the main stages of the simulation, in order to clarify

the flux systematic uncertainties assessment in Section 7:

Beamline geometry. The geometry of the beamline components is simulated in

detail, including the beam horn, the target, and the decay pipe.

Proton generation. The number of protons delivered by the beam must be

precisely estimated, accounting also for beam optics e�ects.

Interactions of protons with the target. This is the step with the largest un-

certainty. The MiniBooNE collaboration estimated the fi+ and fi≠ production

using the data from the HARP experiment [87], while the K+ component was

constrained using the result of the SciBooNE experiment [88].

Propagation in the material. The interaction of the particles in the material is

simulated with the GEANT toolkit [89].

Particles decay into neutrinos. The branching ratios and the kinematic prop-

erties of the particles which produce the neutrino beam must be assessed with

precision.
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Table 4.1 shows the uncertainties on the various components of the BNB flux

for the MicroBooNE experiment. These uncertainties will be reflected in the flux

systematic uncertainties of the analysis described in Section 7.

Table 4.1: Systematic uncertainties on the BNB flux calculation. The other category
includes uncertainties in pion and nucleon cross-sections on beryllium and aluminium,
as well as the horn current calibration uncertainty, and uncertainty in the horn current
distribution.

Systematic uncertainty ‹µ/% ‹̄µ/% ‹e/% ‹̄e/%
Proton delivery 2.0 2.0 2.0 2.0
fi+ 11.7 1.0 10.7 0.03
fi≠ 0.0 11.6 0.0 3.0
K+ 0.2 0.1 2.0 0.1
K≠ 0.0 0.4 0.0 3.0
K0

L 0.0 0.3 2.3 21.4
Other 3.9 6.6 3.2 5.3
Total 12.5 13.5 11.7 22.6 %

4.4 The MicroBooNE detector

The MicroBooNE detector consists of a rectangular LArTPC with dimensions of

256 cm (width) ◊ 233 cm (height) ◊ 1037 cm (length) placed in a cylindrical

cryostat. It sits on-axis with the BNB, 470 m far from the neutrino beam target.

The mass of liquid argon in the active volume, defined as the portion of the argon

encompassed by the TPC, is 89 t.

Figure 4.7 shows a 3D rendering of the cryostat containing the TPC. The main

components of the detector (the TPC, the light collection system, the cryogenics,

the cosmic-ray tagger, and the electronics and readout) are described in detail

in [90] and will be summarised below.

4.4.1 The Time Projection Chamber

The TPC consists of a cathode, an anode, and a field cage. The cathode, made of a

plane of 9 stainless steel sheets 2.3 mm thick, operates at a voltage of -70 kV.
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Figure 4.7: 3D rendering of the MicroBooNE cryostat, showing the TPC wire cage and
the feedthroughs, which take the signals from the wires and the PMTs (not shown) to the
DAQ. In this rendering, the cathode is on the right and the wire planes on the anode side
are not shown.

The field cage, made of 64 stainless steel tubes, creates a uniform electric field

of 273 V/cm, stepping down from the -70 kV at the cathode to almost 0 V at the

anode, using a resistor chain made of eight 10 M� resistors.

The anode consists of three wire readout planes separated by 3 mm: the drifting

electrons induce a bipolar signal in the first two planes (U, V) at ±60¶ inclination,

hence their name induction planes, and are then collected by the last plane (Y) at

0¶, called collection plane, where they produce a unipolar signal. The induction

planes are made by 2400 wires, while the collection plane consists of 3456 vertical

wires. The wires are separated by a pitch of 3 mm.

The wire planes are held at di�erent voltages (U plane at -110 V, V plane at 0 V,

and Y plane at 230 V), in order to minimise the amount of charge collected

by the induction planes.

The charge deposited in the TPC generates a signal used to create three distinct

two-dimensional views (in terms of wire and time) of the event, which can be
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combined to reconstruct a three-dimensional image of the interaction. Figure

4.8 shows a diagram of the MicroBooNE TPC, with the coordinate system used

in the experiment.

quenching. It is important for large-scale detectors to obtain a low impurity concentration in order

to obtain a relatively uniform position-dependent response in the detector, and allow for energy

deposited close to the cathode-plane to still be visible.

4.2 The MicroBooNE Time Projection Chamber

MicroBooNE’s TPC is a parallelepiped with dimensions of 10.36 m in the beam-direction, 2.32

m in the vertical direction, and 2.56 m in the horizontal drift direction with a coordinate system

defined as shown in figure 4.1.

Figure 4.1: Cartoon drawing of MicroBooNE’s TPC. The parallelepiped is placed with its longest
side in the beam direction. The anode-plane on which wires where signals are formed is on the
right-hand side, as seen from the beam. The cathode, where the drift HV is applied, is on the left.

The TPC has three main components: a cathode-plane, field cage, and anode plane. These are

responsible for maintaining a uniform electric field in the detector volume allowing ionization elec-

trons to drift towards the sense-wires. The cathode-plane consist of a sheet of stainless steel which

is kept at an electric potential of -70 kV. The field cage is made up by 64 stainless steel tubes

placed between the anode and cathode planes across which a resistor chain is installed in order to

produce a uniform electric field. The field has a strength of 273 V/cm across the drift direction.

The anode plane houses the sense-wires, arranged in three planes, separated by 3 millimeters and

oriented at 60 � with respect to each other. Wires on the three different planes are kept at a fixed

electric potential in order to shape the electric field in a way that maximizes signal transparency.

35

Figure 4.8: Drawing of the MicroBooNE TPC showing the coordinate system and the
size of each side. The anode and the cathode are respectively on the right and the left, as
seen from the beam.

MicroBooNE started acquiring neutrino data in October 2015. Figure 4.9 shows

the event display of a ‹µ CCfi0 candidate in the collection plane. The excellent

granularity of the detector allows appreciating the electromagnetic showers coming

from a fi0 æ ““ decay and also the small ”-rays produced by the cosmic muons. It

is also possible to appreciate the challenge of the pattern recognition, with di�erent

topologies and overlapping ionisation trails given by the presence of cosmic rays.

4.4.2 The Light Collection system

The MicroBooNE light collection system consists of 32 photomultipliers (PMTs)

operating in the liquid argon and placed behind the anode plane, which is 86%

transparent to the light. The liquid argon scintillation light has a typical spectrum

peaked at 128 nm, which must be shifted to a higher wavelength region, where

the PMTs have higher e�ciency. MicroBooNE employs tetraphenyl-butadiene

(TPB), which absorbs in the UV and emits at 425 ± 20 nm. The e�ciency for

transmission through PMT borosilicate glass must also be taken into account
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Figure 4.9: Event display of a ‹µ CCfi0 candidate in the collection plane. The colour
scale corresponds to the amount of charged deposited on the wires.

(around 90%). Figure 4.10 summarises the light emission and absorption in the

MicroBooNE light collection system.

Figure 28. Scintillation light emission spectrum (red) and TPB re-emission spectrum (green), in
arbitary units. Superimposed are relevant efficiencies (plotted in % on the y axis): Dark green
line – absorption of VUV light by TPB; Black line – transmission of borosilicate glass; Blue line –
efficiency of a R5912-02mod cryogenic PMT [54].

Because scintillation photons have a wavelength of 128 nm, they are are very difficult
to detect using conventional photodetectors. Figure 28 summarizes the challenges involved
in detection of the 128 nm scintillation light. In order to detect the scintillation light (red
distribution shown in figure 28), the VUV photons must be shifted into the visible region.
MicroBooNE employs tetraphenyl-butadiene (TPB). This organic fluor absorbs in the UV
(green line) and emits in the visible with a peak at 425±20 nm (green hatched region), the
peak wavelength having a slight dependence on the micro-environment of the fluors. This is
a favorable wavelength for detection by the PMTs employed by MicroBooNE. The efficiency
for transmission through borosilicate PMT glass (black) and the quantum efficiency of the
cryogenic tubes used in MicroBooNE (blue) are overlaid on the TPB spectrum.

5.2 The Primary Light Collection System

Each of the 32 optical units of the primary light collection system consist of a cryogenic
Hamamatsu 5912-02MOD PMT seated behind an acrylic plate coated with a TPB-rich
layer and surrounded by a mu-metal shield. Figure 29 shows a diagram of one unit (left)
and a photograph of the installed units (right). Past experiments have directly coated
PMTs with wavelength shifter [5]. However, the MicroBooNE design separates the PMT
from the wavelength-shifting plate for simplicity of quality control and installation. This
proved important, as R&D indicated that TPB is particularly vulnerable to environmental
degradation (see section 5.2.3). In this section, a description is provided for each component
of the optical unit, as well as for the overall assembly.

– 39 –

Figure 4.10: Scintillation light emission spectrum (red) and TPB re-emission spectrum
(green), with the quantum e�ciency of the PMTs employed in MicroBooNE (blue). PMT
borosilicate glass transmittance is represented by the solid black line. From [67].

4.4.3 Cryogenics and purification

The liquid argon needs to be kept at a constant temperature and pressure, since

they strongly correlate with the drift velocity and, in turn, with the reconstruction
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of the x coordinate.

The temperature is monitored by 12 Resistive Thermal Devices (RTDs) placed

in various location of the cryostat, which is covered with insulating foam to prevent

large temperature variations.

The purification of the liquid argon is performed by a system of two condensers,

two pumps, and two filters. The gaseous argon that leaves the detector enters a

condenser kept at boiling temperature by liquid nitrogen coils (77 K) and it is

then pumped into the filters which mainly remove water and O2 molecules. The

performances of the purification system can be quantified by measuring the electron

lifetime ratio, as shown in Figure 4.4.

4.4.4 Electronics and readout

MicroBooNE readout electronics can be divided into two main parts: one responsible

for the digitisation and recording of the TPC wire signals and one responsible for

the digitisation and recording of the PMT signals.

TPC readout and electronics The TPC electronics system can be classified

into cold electronics, placed inside the cryostat in the liquid argon and responsible

for pre-amplification and shaping, and warm electronics, placed outside the cryostat

and responsible for digitisation and compression of the signals.

The pre-amplification and shaping of the signals happen in the ASIC CMOS

chips on cold motherboards placed near the wires, in order to obtain the lowest

possible noise. In particular, the wire noise is reduced by a factor of 2 when going

from room temperature to liquid argon boiling temperature [91].

The signals are carried through warm wires to the Analog-to-Digital Converters

(ADCs) boards and digitised by a 16 MHz clock. The waveforms are then processed

in Front-End Modules (FEMs) and down-sampled to 2 MHz. The output consists

of time-ordered waveforms of 9600 time-ticks, for a total of 4.8 ms.
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PMTs readout and electronics The signals coming from the 32 PMTs are

mainly used in MicroBooNE for the software trigger, as described in Section 4.4.6,

and to store information on the light emitted by the liquid argon scintillation.

Signals from the PMTs are first split by a dedicated circuit in a high-gain

(≥ 20 ADC/PE) and a low-gain (≥ 2 ADC/PE) channel which carry 18% and

1.8% of the total signal amplitude, respectively.

Then, they are amplified and shaped with a 60 ns rise time and finally digitised

at 64 MHz (15.625 ns time-tick). The waveforms are stored over a window of 1500

time-ticks (23.4 µs), starting 4 µs before the beam gate, which is 1.6 µs (10 µs) long

for the BNB (NuMI beam). Digitised waveforms outside this window are stored

only if above 130 ADC counts (around 6.5 PE) and for a duration of 40 time-ticks

(0.6 µs), in order to reduce the data stream. A dead-time of 45 samples (0.7 µs)

follows each recorded out-of-beam-gate digitised waveform.

4.4.5 The MuCS and the Cosmic-Ray Tagger

Being located almost on surface, the MicroBooNE detector is constantly subject

to a constant ≥ 5.5 kHz cosmic-ray rate [92], which corresponds to around 13

cosmic rays for a drift-time window of 2.3 ms.

In order to study the challenges of cosmic-ray reconstruction, the MicroBooNE

detector was also equipped with a small external muon counter stack (MuCS),

installed at the start of operations in 2015.

This sub-detector was used to measure for the first time the cosmic-ray recon-

struction e�ciency in a LArTPC. This measurement is described in detail in the

publication reported in Appendix A, whose corresponding author is the author of this

thesis. Triggering on the signal coming from this small muon counter stack allowed

to measure the fraction of cosmic-ray tracks e�ectively reconstructed in the LArTPC.

The measured e�ciency is 97.1%, in agreement with the Monte Carlo simulation.

This study was also used to demonstrate the tagging capabilities of a larger

Cosmic-Ray Tagger (CRT), which surrounds the cryostat on four sides and represents

the first cosmic-ray tagging system integrated with a LArTPC [93]. Figure 4.11
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shows a simulation of the cosmic rays which hit the LArTPC and are tagged

by the MuCS and the CRT.

(a) Cosmic rays hitting the MuCS. Red
lines correspond to cosmic rays hitting the
MuCS but missing the LArTPC.

(b) Cosmic rays hitting at least of the one
of the CRT panels and the LArTPC.

Figure 4.11: 3D drawing of simulated cosmic rays (brown lines) hitting the LArTPC
and tagged by the MuCS (left) and the CRT (right).

This sub-system was installed at Fermilab in 2017 and was not present when

the data used in this thesis was acquired.

The CRT panels are made of plastic scintillation modules, which provide time

and position information for charged particles crossing the panels and hitting the

TPC. Cosmic-ray rejection in the LArTPC can be improved both by spatially

tagging crossing cosmic rays and by vetoing events with a signal in the CRT

during the beam-gate window.

4.4.6 Trigger system

MicroBooNE employs di�erent triggers in order to minimise the amount of stored

data, while keeping a very high neutrino e�ciency.

A hardware trigger is fired for each beam spill in the Booster and in the NuMI

neutrino beams. When received, a 23.4 µs window is opened in the PMT readout and

a 4.8 ms window is opened in the TPC readout. These two triggers (one for the BNB

and one for NuMI) have the highest priority, and in case the two beam-gate windows

overlap, the precedence is given to the BNB. The beam trigger e�ciency is 99.8%.
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Each event in MicroBooNE requires around 30 MB of storage which, for a 5 Hz

beam-trigger rate, would correspond to 13 TB/day. However, most beam spills do

not produce an e�ective neutrino interaction in the detector. In order to minimise

the number of events containing only cosmic rays, thus reducing the amount of

data stored, the beam trigger is required to be in coincidence with a PMT trigger,

implemented at software level. In this way, it is possible to achieve a higher level of

sophistication and makes the Monte Carlo simulation of the trigger easier.

Figure A.3: Software trigger passing rate for BNB (blue) and NuMI (red) applied on a time window
set to match the beam-spill width of the two beams. The passing rate was measured in off-beam
mode (cosmics dominate the triggering rate even with a software-trigger applied).

The final software-trigger configuration for the BNB is set to a threshold of S>J�s = 130 (6.5

PE) with KmHiBTHB+Biv 1.
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Figure 4.12: Software trigger e�ciency as a function of the PE threshold, both for BNB
(blue) and NuMI (red) beam-gate windows.

The software trigger requires 6.5 e�ective PE (photoelectrons) in the light

collection system during the beam gate window, rejecting around 97% of the beam

spills. Figure 4.12 shows the software trigger e�ciency as a function of the PE

threshold, both for BNB and NuMI beam-gate windows. The NuMI beam trigger

has a higher e�ciency compared with the BNB beam trigger because the neutrinos

are on average more energetic.

Cosmic rays can still produce background events if they cross the TPC during

the beam gate window, and produce enough scintillation light. In order to precisely

assess this background, a trigger, called EXT, is fired at a 0.1 Hz rate orthogonally
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to the beam-gate windows, requiring 6.5 PE in a 1.6 µs time window (same

as the BNB beam trigger). Events selected by this beam-o� trigger will then

contain only cosmic rays.

Figure 4.13 shows the time-distribution of optical flashes recorded from events

triggered during the BNB beam-gate window. An optical flash is a group of light

pulses recorded by the PMTs within a 100 ns time di�erence. The excess of events

corresponds to the 1.6 µs beam spill width.

MicroBooNE Preliminary

Figure 4.13: Distribution of optical flash times with respect to the trigger time for
BNB triggered events, shown as a ratio to the expected cosmic rate from beam-o� data,
collected with the EXT trigger.

The DAQ (data acquisition) system takes as input the triggered TPC and PMT

readouts and translates the raw data format into ROOT files, one for each trigger.

As of January 2019, MicroBooNE has collected 1.2 ◊ 1021 POT in BNB neutrino

mode, which roughly corresponds to the amount of POT collected by MiniBooNE

(which collected also 1.1 ◊ 1021 POT in antineutrino mode and 1.9 ◊ 1020 POT

in beam dump mode). This document will focus on 4.34 ◊ 1019 POT collected

with the BNB trigger between February 23 and May 22, 2016, which corresponds

to MicroBooNE open data sample.
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In this section we will describe the process which transforms the raw digitised

waveforms collected by the DAQ into high-level objects used for physics analysis.

5.1 Signal processing

5.1.1 Noise removal

The ionisation electrons moving towards the anode induce a bipolar signal on the

induction planes and produce a unipolar signal on the collection plane, as described

in Section 4.4.1. These signals need to be extracted and processed after the noise

sources, described below, have been removed or mitigated.

The ASIC chips placed in the liquid argon produce an inherent irreducible

noise, caused by thermal fluctuations and charge trapping and de-trapping in

the input transistor [94].
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The MicroBooNE readout electronics is also a�ected by excess from three main

sources, whose identification and mitigation is thoroughly described in [94]. Here

we provide a brief overview for informative reasons.

Low-voltage regulators noise. The ASIC chips are fed by low-voltage regulators

which introduce a noise across all channels at around 30 kHz in the frequency

spectrum. This component represents the most significant excess noise source.

To mitigate it, a correction waveform is constructed on a per sample basis

and subtracted from each channel.

HV power supply noise. This noise is induced by the cathode high-voltage power

supply around 36 kHz and 108 kHz. An o�ine filter directly removes this

harmonic noise in the frequency domain.

900 kHz burst noise. The source of this noise is still unknown. It is position-

dependent and has a burst nature. The main hypothesis points towards the

PMT high-voltage supply. This noise is attenuated by the anti-alias filter and

at the moment is not actively mitigated.

The entire noise-reduction filtering chain allows to increase the peak signal-to-noise

ratio by a factor of 2 in the collection plane (from 19.5 to 37.9) and by a factor

of 3 in the induction planes (from 6.6 to 22.3 in the U induction plane and from

5.7 to 16.2 in the V induction plane). As an example, Figure 5.1 shows an event

display of the V induction plane before and after the noise removal: a clear neutrino

interaction emerges with the improvement in the signal-to-noise ratio.

5.1.2 Signal deconvolution

After the noise-filtering stage, a first reconstruction step searches for regions-of-

interest (ROI) in the wire signals. Thus, the signal deconvolution step aims to

disentangle the detector electronic response from the original profile of the charge
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MicroBooNE
(a)

(b)

MicroBooNE

MicroBooNE

Figure 14. 2-D event display of the V plane from run 3493 event 41075 showing the raw signal (a) before
and (b) after o�ine noise filtering. A clean event signature is recovered once all the identified noise sources
are subtracted.

– 24 –

Figure 5.1: Data event display of the V induction plane showing the raw signal before (a)
and after (b) o�ine noise filtering. The horizontal axis corresponds to the wire coordinate
and the vertical axis correspond to the drift time. The colour scale represents the ADC
counts from the baseline in arbitrary units. From [94].
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collected or induced on the wires. This process is usually performed with a Fourier

transform of the measured signal, which yields:

S(Ê) = M(Ê)
R(Ê) , (5.1)

where S(Ê) is the original signal, M(Ê) is the measured signal, and R(Ê) is the

response function, all in the frequency domain. However, the response function

typically decreases at high frequencies, leading to increased noise in this region

of the frequency domain. This issue is solved by applying a filter function F (Ê),

whose details are thoroughly described in [95].

5.1.3 Hit reconstruction

The final stage of the signal processing tries to perform one or more Gaussian fits to

the deconvolved signals. Each Gaussian fit corresponds to a reconstructed hit. The

time of the reconstructed hit is the mean of the Gaussian and its RMS corresponds

to the Gaussian width. The integral of the fitted function gives the charge associated

to the hit. Figure 5.2 shows a data event display of the collection plane, with two

peaks in the ROI, produced by the ionisation trails of two cosmic rays. These

reconstructed hits are finally passed to the pattern recognition framework, which

aims to reconstruct 2D and 3D clusters.

5.2 The Pandora multi-algorithm pattern recog-
nition

The results shown in this thesis were produced using the Pandora Software De-

velopment Kit for pattern recognition. This general-purpose framework was

specifically developed to identify energy deposits in high-granularity detectors,

such as LArTPCs [96].

Several algorithms are applied in sequence to the input information (in our case

the reconstructed hits), which gradually build up a complete picture of the event.

As a first step, input hits are separated into three di�erent lists, one for each plane.

Then, for each list, an algorithm groups together continuous and unambiguous lines
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Figure 5.2: Data event display with the waveform collected in a wire of the collection
plane. The white box corresponds to the waveform in the bottom part. The units of the
x-axis are in 500 ns time-ticks.

of hits. These two-dimensional clusters are then examined by a series of topological

algorithms. Given the presence of unresponsive wires in the MicroBooNE detector,

a continuous ionisation trail can be reconstructed as two or more separate clusters.

The topological algorithms try to stitch di�erent clusters together, if e.g. they point

towards the same direction or if they are in close proximity.

Once the topological algorithms deem the clustering in each plane as complete,

the 3D reconstruction algorithms take as input the clusters from the three planes

and aim to reconstruct the three-dimensional objects, which in Pandora are called

PFParticles (Particle Flow Particles). Subsequently, a Support Vector Machine

trained on Monte Carlo uses the topological and geometrical properties of the object
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Track (!-), primary daughter of "!

Track (p), primary daughter of "!

x, drift position

w, wire position

Parent "! 
interaction vertex

Track (#+), primary daughter of "!
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Fig. 8: The hierarchy of particles reconstructed for a simulated CC �µ event in MicroBooNE with a muon,
proton and charged pion in the visible final state. Each reconstructed visible particle is shown in a separate
colour. The neutrino particle has a reconstructed interaction vertex and three track-like primary daughter parti-
cles. The charged-pion decays into a µ+, which rapidly decays into a e+ and is reconstructed as a shower-like
secondary daughter particle. The proton scatters off a nucleus, resulting in a track-like secondary daughter par-
ticle. Pandora identifies each particle as track-like or shower-like and the explicit particle types were identified
using information from the simulation.

– The IsolatedClusterMopUp algorithm dissolves any remaining unassociated 2D clusters and looks to add
their hits to nearby shower-like particles.

4.2.4 Particle hierarchy reconstruction

The final step in the PandoraNu reconstruction is to organise the reconstructed particles into a hierarchy. The
procedure used is:

– A neutrino particle is created and the 3D neutrino interaction vertex is added to this particle.
– The 3D hits associated with the reconstructed particles are considered and any particles deemed to be

associated to the interaction vertex are added as primary daughters of the neutrino particle.
– Algorithm tools look to add subsequent daughter particles to the existing primary daughters of the neutrino,

for example a decay electron may be added as a daughter of a primary muon particle.
– If the primary daughter particle with the largest number of hits is flagged as track-like or shower-like, the

reconstructed neutrino will be labelled as a �µ or a �e respectively.
– 3D vertex positions are calculated for each of the particles in the neutrino hierarchy. The vertex positions

are the points of closest approach to their parent particles, or to the neutrino interaction vertex.

Each slice results in a single reconstructed neutrino particle, with a hierarchy of reconstructed daughter
particles. The particles reconstructed for a typical simulated CC �µ event in MicroBooNE are illustrated in
Figure 8.

5 Performance metrics

There are many ways in which to define and interpret performance metrics for pattern recognition, and each
must be fully qualified. The performance metrics presented in this paper are based on the sharing of hits be-

Figure 5.3: Pandora pattern recognition output of a simulated CC ‹µ event with a
muon (red), a proton (blue) and a charged pion (pink) in the final state. Each particle
is reconstructed as a separate cluster and the positron coming from the fi+ æ µ+ æ e+

decay chain is classified as a daughter of the pion. From [97].

to classify it as track or as a shower. An important feature of the Pandora pattern

recognition is its ability to create a hierarchy of reconstructed PFParticles. As

an example, the reconstructed shower corresponding to a Michel electron will be

considered as the daughter of the reconstructed track corresponding to the stopping

muon. This capability is particularly important for the reconstruction of complex

neutrino interactions, as illustrated in Figure 5.3.

Pandora can also run in two modes: one optimised for the reconstruction of

cosmic rays and delta rays, the cosmic mode, and one optimised for the reconstruction

of neutrino interactions, the neutrino mode. These two modes are used sequentially

in our analysis in order to suppress the cosmogenic background, as described

in Section 6.2.3.
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6.5.3 NuMI beam event studies . . . . . . . . . . . . . . . . . 131

One of the main physics goals of the MicroBooNE experiment is to search for

and clarify the low-energy excess of electron-like events observed by the MiniBooNE

experiment [48].

However, the MiniBooNE experiment employs a Cherenkov detector, which does

not have the ability to distinguish between single electrons and single photons in

the final state. This technology limitation makes it very challenging to identify

a physics model that could definitely explain the excess.

The MicroBooNE detector, being a LArTPC, provides detailed calorimetry,

which makes it possible to measure the dE/dx of ionisation tracks and electro-

magnetic showers [67], and excellent granularity, which allows to measure the gap

between the neutrino interaction vertex and the start of the electromagnetic shower.

These two methods provide powerful electron/photon separation.

In this chapter we will describe a fully-automated electron neutrino selection

using the Pandora multi-algorithm pattern recognition. This is the first fully-

automated electron neutrino search in a LArTPC. The selection will be validated

with two orthogonal side-bands, one enriched with neutral-current interactions

(both ‹µ and ‹e) and one enriched with charged-current ‹µ interactions. It will

also be applied to an independent sample of neutrino events acquired with the

NuMI beam. The systematic uncertainties will evaluated in Chapter 7 and the

current sensitivity to the MiniBooNE low-energy excess in the electron hypothesis

will be estimated in Chapter 8.

6.1 Signal definition

The MiniBooNE experiment showed an excess of CCQE-like events in the 200-

475 MeV neutrino energy range [48], therefore this analysis will focus on a similar

topology.

Our selection aims to have a sample with one electron, no other leptons or

photons, at least one proton, and no other charged hadrons or mesons in the final
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state. All particles in the final state are required to be above detection thresholds,

evaluated in Section 6.2.7. These events are called ‹e CC0fi-Np (where N > 0) [47].

In MicroBooNE, a ‹e CC0fi-Np interaction corresponds to an electromagnetic

shower, produced by the electron, and one or more ionisation tracks, produced

by the protons.

The channel closest to the CCQE-like events selected by MiniBooNE is CC0fi

(so including events with 0 protons), since the Cherenkov threshold for protons in

mineral oil is 350 MeV (kinetic energy) [98]. However, the choice of the CC0fi-Np

channel presents several advantages, described below.

Easier pattern recognition. The presence of a proton in the final state makes

vertexing and pattern recognition easier, since there will be typically a kink

between the ionisation track and the electromagnetic shower.

Improved energy resolution. As shown in Section 6.3, the length of the ioni-

sation tracks can be used to estimate the energy deposited by the protons.

This method provides a higher energy resolution than the one obtained by

collecting the deposited charge.

Improved background rejection. Requiring an ionisation track allows to reject

NCfi0 and CCfi0 interactions with no protons in the final state and where one

of the fi0 æ ““ is not reconstructed or escapes the detector. These events

represent a large background of our analysis. Also, the presence of the proton

allows to reject events with a photon converting far from the interaction

vertex, as it makes possible to measure the gap between the shower and the

interaction vertex.

As an example, Figure 6.1 shows a simulated ‹e CC0fi-Np event display on

the collection plane with an electron and two protons in the final state, with

the corresponding reconstructed shower and reconstructed tracks. In this case,

the pattern recognition is able to correctly identify the electromagnetic shower

and both proton tracks.
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Figure 6.1: Monte Carlo ‹e CC0fi-Np event display of the collection plane with an
electron and two protons in the final state. The reconstructed shower-like object is
represented by the green cone. The reconstructed track-like objects are represented by
the red lines. The ionisation trails without an associated reconstructed track are cosmic
rays correctly tagged by the cosmic-removal algorithms, described in Section 6.2.3. The
colour scale is proportional to the amount of charge collected by the wires. The vertical
gaps are caused by the presence of unresponsive wires in the detector, which are turned
o� in the simulation.

6.2 Analysis Methodology

The goal of the event selection is to obtain a sample enriched with ‹e CC0fi-Np

interactions. The results of the event selection are described in detail in Section

6.2.8. In order to increase the purity, two parallel background rejection strategies

have been developed: one with rectangular cuts on kinematic and calorimetric

variables, described in Section 6.4.1, and one with Boosted Decision Trees, described

in Section 6.4.2. The measurement of the systematic uncertainties a�ecting the

variables used in the background rejection is described in Chapter 7. The full
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covariance matrix has then be used to measure the sensitivity to the MiniBooNE

low-energy excess signal in the electron hypothesis, in Chapter 8.

6.2.1 Data and Monte Carlo samples

In this document, we will analyse a sub-sample of the data collected by the detector

between February 23 and May 22, 2016. This sub-sample corresponds to an exposure

of the MicroBooNE detector of 4.34 ◊ 1019 POT. This represents MicroBooNE

unblinded sample for reconstruction, event selection development, and performance

measurement. The sample is statistically too small to be sensitive to a MiniBooNE-

like low-energy excess signal.

The data used for this analysis correspond to two separate samples: the data

beam-on, obtained with the BNB beam trigger, and the data beam-o�, obtained

with the EXT trigger. These two triggers criteria were described in Section 4.4.6.

In order to increase the simulated statistics of our ‹e CC0fi-Np events, three

di�erent Monte Carlo samples were produced:

‹e CC0fi-Np + cosmic sample. Each event has a simulated ‹e interaction in

the MicroBooNE cryostat and simulated cosmic rays hitting the detector in

the same readout window. The interaction is defined as ‹e CC0fi-Np if it has

one electron, at least one proton, no photons, and no mesons (pions, kaons)

above detection threshold. The start and end points of the protons and the

start point of the electron are required to be contained within the fiducial

volume, as defined in Section 6.2.6. This sample will be used to assess the

reconstruction e�ciencies of the analysis.

BNB + cosmic sample. Each event has a simulated neutrino interaction inside

the MicroBooNE cryostat, where the neutrino flavours are weighted according

to the BNB neutrino flux composition (see Section 4.3), and simulated cosmic

rays hitting the detector in the same readout window. This sample will be

used to understand backgrounds coming from other neutrino interactions.
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Dirt sample. Each event has a simulated neutrino interaction outside the Mi-

croBooNE cryostat, where the neutrino flavours are weighted according to

the BNB neutrino flux composition, and simulated cosmic rays hitting the

detector in the same readout window. This sample will be used to understand

background events coming from interactions outside the fiducial volume.

Neutrino events have been generated using the GENIE Neutrino Monte Carlo

generator version 2.8.6 [99] and cosmic rays have been generated using the CORSIKA

Monte Carlo generator version 7.4003 [100]. Simulated secondary particle propa-

gation employs GEANT version 4.9.6 [89], and detector response simulation and

reconstruction is performed with the LArSoft framework version 6.26.01.10 [101].

6.2.2 Overview of the analysis

The reconstruction and selection chain to identify ‹e CC0fi-Np electron neutrino

candidate events for this analysis is divided into several stages, illustrated in

Figure 6.2 and described below.

Figure 6.2: Schematics of the ‹e CC0fi-Np event selection stages, from the cosmic-ray
removal to the rejection of the neutrino and cosmogenic backgrounds.

Cosmic-ray removal. In order to suppress the cosmogenic background, the first

step is to run the Pandora algorithms optimised to reconstruct and remove

cosmic rays [97]. After this step, hits associated with objects deemed as cosmic-

induced by several tagging algorithms, external to Pandora and described

in Section 6.2.3, are removed from the event. The remaining hit collection

provides the input to the Pandora neutrino reconstruction path, which outputs

a list of candidate neutrinos.
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Optical selection. A minimum amount of photoelectrons in the optical detection

system is required to be coincident with the BNB beam window and at least

one of the neutrino candidates provided by the Pandora framework must be

compatible with the flash observed in the optical detection system. These

requirements are described in detail in Section 6.2.4.

Electron neutrino topological pre-selection. One of the neutrino candidates

must be compatible with the topology of a ‹e CC0fi-Np interaction. Rather

than accepting strictly N tracks and one shower, at least one track and at

least one shower or at least two showers sharing a common vertex are accepted,

due to the presence of split showers and split tracks. Multiple showers without

reconstructed tracks are accepted due to a current track/shower identification

ine�ciency, addressed in Section 6.2.7.

CC ‹µ neutrino candidates removal. Events tagged as CC ‹µ neutrino candi-

dates are rejected by an independent CC ‹µ selection module, described in

[102].

Calorimetric variables reconstruction. The energy of the electron showers is

measured with a calorimetric procedure, converting the collected charge into

deposited energy, while the energy deposited by the proton tracks is calculated

from the length of the reconstructed track. The dE/dx of the ionisation

tracks and electromagnetic showers is also measured for particle identification

purposes and are detailed in Section 6.3.

Background rejection. The ‹e CC0fi-Np events can be further isolated by apply-

ing a suite of cuts on kinematic, geometric, and calorimetric variables. The

electromagnetic showers initiated by an electron in the final state are isolated

with a cut on the dE/dx value and the proton tracks are selected with a cut

on the ‰2 score of their dE/dx vs. residual range profile. An alternative

background-rejection strategy has also been developed using Boosted Decision

Trees. These are described in Sections 6.4.1 and 6.4.2.
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6.2.3 Cosmic-ray rejection

The hits in the TPC, reconstructed with the procedure described in Chapter 5,

are passed to the Pandora framework for pattern recognition.

In order to reject the cosmogenic background, Pandora is first run in cosmic

mode over all the reconstructed hits. This reconstruction is track-oriented, and the

delta rays are reconstructed as showers and considered as daughters of the closest

cosmic muon. The starting point of the reconstructed tracks in this mode is assumed

to be the highest y coordinate [97]. These reconstructed high-level objects are fed

to a series of cosmic-ray tagging algorithms, which are briefly described below.

Geometry and timing algorithm. This algorithm checks if the reconstructed

hits have a time compatible with the drift-time window. If a track or a shower

has more than four hits outside the allowed drift-time window, then they are

tagged as cosmic rays. Then, the algorithm loops over all the reconstructed

objects and tag them if they have a trajectory that enters and exits the TPC

borders, within a fiducial volume. The fiducial volume has been chosen by

taking into account the magnitude of the space charge e�ect (Section 4.2).

Flash-matching algorithm. This algorithm takes into account the information

provided by the optical system to reject cosmic rays interacting during the

readout window. The algorithm first requires the presence of a reconstructed

flash during the beam-spill window of 1.6 µs. Then, for each reconstructed

particle a flash hypothesis is built, meaning that we create a distribution of

the light collected by each PMT compatible with the charge distribution of

the reconstructed particle. The reconstructed particle is tagged as a cosmic

ray if its hypothetical flash satisfies two requirements:

1. at least one PMT sees an amount of PE 3‡ larger than the amount of

PE in the flash hypothesis in the same PMT.

2. the z coordinate of the flash hypothesis is not compatible with the z

coordinate of the flash observed.
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More details can be found in Section 6.2.4.

Anode-Cathode Piercing Tracks algorithm. The coordinate along the drift

direction (which in MicroBooNE is the x coordinate) can be reconstructed in

a LArTPC only by knowing also the time t when the particle interacted in

the detector. The x coordinate is then given by:

x = vdriftt, (6.1)

where vdrift is the drift velocity. In the case of a neutrino interaction, the time

t correspond to the beam trigger (plus a definite interval), while for a cosmic

ray cannot be known without an external cosmic-ray tagger. However, for the

subset of cosmic rays piercing the cathode (or the anode) we will have:

tS(E) ≠ tF ≥ tC(A), (6.2)

where tS (tE) is the time of the track start point (end point), tF is the time

of the flash corresponding to the track, and tC (tA) is the time corresponding

to the position of the cathode (anode). Thus, for each track we loop over all

reconstructed flash and we consider the track of cosmic origin if there is a

flash which satisfies condition 6.2.

Stopping-muon algorithms. Cosmic muons which enter the TPC and stop in

the liquid argon are caused by muons which decayed to a Michel electron

while in the TPC. They can be reconstructed as a track (the cosmic muon)

and a shower (the Michel electron). Figure 6.3 shows a data event display of

the collection plane with a stopping muon.

This topology is similar to the one of an electron neutrino interaction. For this

reason, stopping muons represent an important background for our analysis.

They are tagged in two ways:

• a series of pattern recognition and calorimetric algorithms try to identify

the correct direction of the cosmic muon track (by measuring its energy

loss profile) and to verify the presence of a kink in the trajectory, caused

by the presence of the Michel electron.
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Figure 6.3: Event display of the collection plane with a muon stopping and decaying,
producing a Michel electron. Being low-energetic, it resembles a ionisation track and not
an electromagnetic shower.

• the multiple Coulomb scattering (MCS) angle of a stopping muon will

increase as its momentum decrease, while for through-going muons it

is essentially constant [103]. By fitting the track profile with the MCS

hypothesis in both direction (up-going and down-going), it is possible to

verify if the cosmic muon is stopping in the detector.

The hits associated with the tagged reconstructed objects (and to their daughters)

are removed from the collection of reconstructed hits. The remaining hits are then

fed to the Pandora neutrino mode reconstruction path, which provides one or more

neutrino interaction candidates per event.

6.2.4 Optical selection

The optical selection serves two purposes: (1) it ensures that the optical flash which

triggered the detector readout is compatible with the neutrino candidates from the

Pandora neutrino mode, and (2) it provides a way to discriminate between multiple

Pandora neutrino candidate objects (most of which are of cosmic origin and failed

the cosmic-removal steps) by selecting the one most compatible with the flash in

the optical detection system in time with the beam-gate window.

The optical selection algorithm consists of three major stages:
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1. cuts applied to optical properties of the reconstructed flash object (number of

photoelectrons and TPC charge/PMT photoelectrons ratio);

2. cuts on the compatibility of the reconstructed flash with the Pandora neutrino

candidate (position of the flash compared with the position of the centre of

the collected charge);

3. the Pandora neutrino candidate which is most compatible with the flash is

selected using a likelihood method.

The e�ects of the optical selection have been studied in detail using the ‹e CC0fi-

Np + cosmic Monte Carlo sample, the signal, and the data beam-o� sample,

the cosmic background.

We first require a reconstructed flash in the optical system within the beam

spill window of 1.6 µs. This requirement selects the 99.6% of the signal events

(‹e CC0fi-Np) and 18.5% of the cosmic background events (data beam-o�). The

reconstructed flash must also have at least 50 PE recorded by the optical system.

This is a very conservative requirement and keeps 99.95% of the signal and 95.2%

of the cosmic background (Figure 6.4).

Figure 6.4: Reconstructed PE distribution for signal (left) and cosmic background
(right) events.
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These two cuts ensure that the event has a properly reconstructed flash. A

flash object has a time and a PE count for each of the 32 PMTs. From this

information, two coordinates z ± ‡z and y ± ‡y are calculated, where the positive

z axis corresponds to the beam direction and y coordinate corresponds to the

detector height. These two values can be compared with the centre of the deposited

charge of the reconstructed neutrino candidate in the TPC. This comparison has

the implicit assumption that the light will be emitted in the same relative fraction

as the charge deposited by the particles in the final state. This is not completely

correct since the amount of scintillation light produced per deposited energy unit

depends on the particle. Nevertheless, the coarse resolution given by the PMT

grid allows to use this approximation.

A cut of 105 cm is placed on the di�erence between the reconstructed flash

position and the centre of the deposited charge on the z axis. This cut keeps at least

one neutrino candidate in 98.1% of the signal events, and it removes all candidates

in 20% of the background events (Figure 6.5). Similar cuts are placed taking into

account the width of the flash and its position on the y axis.

Figure 6.5: Distribution of the distance between the reconstructed flash position and
the centre of the deposited charge on the z axis for signal (left) and cosmic background
(right). The within 5 cm and further than 5 cm categories refers to the distance between
the reconstructed neutrino vertex and the true neutrino vertex.

The last rectangular cut exploits the fact that several neutrino candidates
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reconstructed by Pandora originate from remnants of cosmic activity which were

not tagged by the cosmic-removal algorithms, since they will look like small isolated

showers or tracks. Those neutrino candidates often consist in a small amount of

fragmented charge, incompatible with the brightness of the flash. Placing a very

conservative cut at 3.0 on the ratio between the charge in the collection plane

associated to the neutrino candidate and the number of PEs reduces the signal

events with a properly reconstructed flash by 1.7%, while removing all candidates

in 15.4% of the background events (Figure 6.6).

Figure 6.6: Distribution of the ratio between the charge in the collection plane associated
to the neutrino candidate (in ADC counts) and the number of PEs collected by the PMTs.
The within 5 cm and further than 5 cm categories refers to the distance between the
reconstructed neutrino vertex and the true neutrino vertex.

After these rectangular cuts it is still possible to have more than one reconstructed

neutrino candidate in the event. A more sophisticated flash-matching procedure

allows to choose the one that best matches the collected light:

1. for every neutrino candidate, a spatial distribution of deposited charge is

measured;

2. the spatial distribution of the deposited charge is translated into an estima-

tion of the emitted scintillation light. These scintillation photons are then

propagated towards the PMTs to construct a flash hypothesis using only TPC

information;
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3. the flash-matching algorithm compares the reconstructed flash object as seen

by the PMTs with the hypothetical flash for every reconstructed neutrino

candidate and picks the best-matching candidate. This selection is achieved

through a binned likelihood of the PMT spectrum.

An example of this procedure for a Monte Carlo generated ‹e event with 4

neutrino candidates is given in Figure 6.7.

Figure 6.7: An example of flash-matching. The event has 4 neutrino candidates and
we make a flash hypothesis for each one, shown in red, purple, green, and brown. The
observed flash corresponds to the filled blue area. A minimum binned likelihood is
calculated, varying the x position of the interaction. The match score is the inverse of the
likelihood. The candidate with the highest match score is chosen as neutrino interaction
candidate (the green one in this case).

6.2.5 Topological pre-selection

A perfect reconstruction of a ‹e CC0fi-Np event in a LArTPC will produce as many

reconstructed tracks as the number of protons above the detection threshold in the

final state and a single reconstructed shower (the electron), sharing a common vertex.

However, mis-reconstruction and mis-classification issues can significantly lower the

selection e�ciency. The current status of the event reconstruction, which depends

on the properties of the event (e.g. the number of hits [97]), a�ects the e�ciency

of selecting these events. For example, the presence of dead or unresponsive wires

can a�ect the reconstruction by causing the splitting of an ionisation track or an
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Figure 6.8: Schematic of the fiducial volume used in this analysis. The solid line
corresponds to the TPC borders and the dashed red line corresponds to the fiducial
volume borders.

electromagnetic shower into two distinct reconstructed objects. Also, the selection

currently implemented relies on the classification of the reconstructed objects

as track-like or shower-like, a separation that contains an inherent ine�ciency,

especially when the number of reconstructed hits is low.

In order to maximise our e�ciency we currently require (1) at least one track

and at least one shower sharing a common vertex, or (2) at least two showers sharing

a common vertex, to account for proton mis-classification as a shower-like object.

This is because it is much more common to have protons classified as showers than

electrons classified as tracks. For these cases we measure the ‰2 score of the dE/dx

vs. residual range profile of the reconstructed objects in the proton hypothesis, as

described in Section 6.3.7. The object with the lowest proton ‰2 score is classified

as a track, while the other ones remain classified as showers.

6.2.6 Minimum reconstruction quality requirements

A minimal set of cuts is applied to the selected events, in order to ensure that they

are well reconstructed. First, to avoid border e�ects, the reconstructed neutrino

vertex, the start point of the reconstructed showers and the start and end points of

the reconstructed tracks are required to lie within a fiducial volume. Our fiducial

volume cut is 10 cm from each side on the x axis, 15 cm from each side on the y

axis, and 10 cm (40 cm) from the upstream (downstream) side on the z axis (Figure

6.8). The fiducial volume corresponds to 76.4% of the total TPC volume.

Since electromagnetic showers develop mainly in the forward direction with

respect to the beam, the asymmetric cut on the z axis (which corresponds to the
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(a) Electron e�ciency.
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(b) Proton e�ciency.

Figure 6.9: ‹e CC0fi-Np selection e�ciency on single particles as a function of the true
electron (left) and proton (right) kinetic energy. The dashed lines correspond to the
threshold applied at truth level.

beam direction) helps to reject non-fully contained events which begin too close to

the downstream end of the TPC. We also require, for each event, (1) at least 5 hits

in the three planes associated to shower-like objects, (2) at least 5 hits in the three

planes associated to track-like objects, and (3) at least one hit in every plane.

6.2.7 Selection e�ciency and purity

The selection e�ciency of our algorithm is obtained by calculating the fraction of

events selected in the ‹e CC0fi-Np + cosmic Monte Carlo sample, where the true

neutrino vertex, the start and end points of the protons, and the start point of

the electron are fully contained in the fiducial volume.

In order to understand what energy thresholds are appropriate for reconstruction

in the TPC, dedicated studies have been performed on proton tracks and electron

showers, using the ‹e CC0fi-Np + cosmic Monte Carlo sample, shown in Figure

6.9. We have found that we have no e�ciency for reconstructing and classifying

protons with a kinetic energy below 40 MeV and electrons, photons, and charged

pions with a kinetic energy below 30 MeV following these optical, topological, and

minimum quality pre-selections. Therefore, these energy thresholds are applied to

the simulations to allow a fair comparison with the reconstructed particles.
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Figure 6.10: Simulated ‹e CC0fi-Np true neutrino energy spectrum in the 0-3 GeV
range. Each true proton (true electron) in the final state is required to have a kinetic
energy larger than 40 MeV (30 MeV).

Our overall ‹e CC0fi-Np selection e�ciency ‘ is defined as:

‘ = N. of selected ‹e CC0fi-Np events
N. of generated ‹e CC0fi-Np events , (6.3)

where each selected event must pass the optical selection, satisfy the topology

and minimum quality requirements, and not being vetoed by the independent

CC ‹µ selection module.

The true neutrino energy spectrum of the simulated ‹e CC0fi-Np events in

the [0, 3] GeV range is shown in Figure 6.10.

Figure 6.11 shows the e�ciency as a function of the true neutrino energy. The

systematic uncertainties related to the cross-section and the neutrino beam flux,

described in Chapter 7, are also included. The inner error bars represent the Monte

Carlo statistical uncertainty, while the outer error bars are obtained summing

in quadrature the statistical and the systematic uncertainties. The statistical

uncertainty ”‘ corresponds to the binomial error, since the application of a selection

can be considered a binomial process [104]:

”‘ = 1
N

Ò
k(1 ≠ k/N), (6.4)
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Figure 6.11: ‹e CC0fi-Np selection e�ciency as a function of the true ‹e energy. Each
true proton (true electron) in the final state is required to have a kinetic energy larger than
40 MeV (30 MeV). The inner error bars represent the Monte Carlo statistical uncertainty,
while the outer error bars are obtained summing in quadrature the statistical and the
systematic uncertainties.

where k is the number of selected events and N is the total number of events.

As expected, the e�ciency increases with the neutrino energy, since high-energy

neutrino interactions correspond in general to a larger number of hits in the

TPC and the Pandora framework reconstruction performances increase with the

number of reconstructed hits [97].

Ine�ciencies breakdown

Our current selection algorithm can fail for several reasons: in particular, we could

have problems in the classification, such as an electron classified as a track-like

object, or particles not reconstructed at all. We identified eight main causes for

our selection ine�ciency, whose contributions have been estimated with the same

simulated sample described in Section 6.2.7. The di�erent contributions can be
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visualised in Figure 6.12 and are described below.

Quality cuts (8.5%). The selected neutrino candidate does not satisfy our mini-

mum quality requirements, such as the number of shower hits and the number

of track hits (Section 6.2.6).

CC ‹µ selected (4.3%). The event is tagged as a CC ‹µ candidate by an inde-

pendent selection module, described in [102].

Not contained (10.1%). One of the reconstructed tracks or the starting point

of one of the reconstructed showers is not contained in the fiducial volume.

As expected, this fraction increases with the neutrino energy.

Cosmic selected (7.9%). The selected neutrino candidate has one or more re-

constructed objects of cosmic origin.

1 shower (3.5%). The selected neutrino candidate has only one associated recon-

structed shower and no track objects.

No showers (13.7%). The selected neutrino candidate has only reconstructed

track(s) associated. This is the largest contribution to the ine�ciency,

especially at low energies, since low-energy electrons are very challenging

to reconstruct and classify as showers.

No flash (5.7%). The flash collected by the optical system does not satisfy our

requirements, such as the minimum number of PE, location of the flash and

flash hypothesis (Section 6.2.4).

No data products (0.7%). The Pandora pattern recognition did not identify

any neutrino candidate.

Figure 6.12 shows a stacked histogram of the true neutrino energy for the

‹e CC0fi-Np generated events, divided into the categories described above. The

events without a reconstructed shower are the dominant ine�ciency at low energy.

Low-energy showers correspond in general to a smaller number of reconstructed
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Figure 6.12: Stacked histogram of generated events as a function of the true neutrino
energy, categorised into correctly identified signal events in grey (passed) and di�erent
reconstruction or identification failure modes in colour.

hits, which makes the pattern recognition more challenging [97]. The fraction of

events where at least one reconstructed object is not contained in the detector

(not contained in the legend) increases with the energy. This is expected, since

the probability to have large electromagnetic showers split in two or more object

increases, and these objects can have a vertex reconstructed outside the fiducial

volume. The passed category (filled grey histogram) corresponds to the e�ciency

plot shown in Figure 6.11.

For more detailed information, the selection outcomes as a function of the

lepton true angular variables ◊ and „ are shown in Figure 6.13. The e�ciency

is mostly constant as a function of the azimuthal angle „, while the fraction of

events without reconstructed showers increases as a function of the ◊ angle. This

is because backwards-going electrons are more di�cult to reconstruct, since they

often have lower energy, and the pattern recognition tends to group the electron

hits together with the forward-going proton track.
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(a) ◊ e�ciency.
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(b) „ e�ciency.

Figure 6.13: Stacked histogram of generated events as a function of the electron ◊ (left)
and „ (right) angles, categorised into correctly identified signal events (passed) in grey
and di�erent reconstruction or identification failure modes in colour.

6.2.8 Selection performances in BNB events

The previous selection e�ciency results were performed on a dedicated ‹e CC0fi-Np

+ cosmic sample. We now look at the selection performances when analysing events

coming from the complete set of the events acquired by MicroBooNE from the

Booster Neutrino Beam, including all flavours of neutrinos with di�erent fraction

(see Figure 4.6). In the BNB+cosmic sample every event will have at least one

neutrino interacting in the cryostat volume and triggering the detector, plus all

the cosmic rays hitting the detector in the same readout window. In the data,

however, this is not always true, since the detector can be triggered also by a

cosmic ray producing a flash in the optical system during the beam window, without

necessarily having a neutrino interaction. In order to estimate this background

component, defined as in-time cosmic rays, we have used the data sample collected

with the data EXT trigger. The background caused by the neutrino interactions

happening outside the cryostat has been evaluated using the dirt sample. We divide

the selected events (signal and background) into 8 categories:

Signal

Beam intrinsic ‹e CC0fi-Np: charged-current ‹e neutrino interaction, at

least one proton (N > 1), one electron, and no other visible particles above
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detection threshold. This category represents the signal of our analysis.

Backgrounds

Beam intrinsic ‹e CC: charged-current ‹e neutrino interaction that is not

‹e CC0fi-Np or where the electron or protons were below the detection

threshold defined above.

Beam intrinsic ‹µ: charged-current ‹µ neutrino interaction.

Beam intrinsic NC: neutral current neutrino interaction (both ‹µ and ‹e).

Outside fiducial volume: neutrino interaction which occurs outside the

fiducial volume, but with one or more final-state particles inside in the fiducial

volume.

Cosmic contaminated: neutrino interaction candidate with at least a cos-

mogenic track or shower, attached to a correctly reconstructed neutrino

candidate.

Cosmic: cosmic ray interaction happening in the same readout window is

mistakenly chosen instead of the neutrino interaction in the event.

Data beam-o� : event with no neutrino interaction, but where a cosmic-ray

interaction in time-coincidence with the beam-gate window triggered the event,

and activity was selected as a neutrino candidate.

Table 6.1 shows a summary of the selection algorithm results, with the cor-

responding number of events for each category.

At this point, all selected events have a neutrino interaction candidate with one

or more tracks and one or more showers associated with the interaction vertex. Since

we use two di�erent methods to measure the energy of the tracks and the energy

of the showers (see Section 6.3), it is necessary to verify the agreement between

the shower multiplicity and track multiplicity distributions in data and Monte
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Table 6.1: Summary of the selection results, showing the contribution of each event
category, for a MicroBooNE exposure of 4.34 ◊ 1019 POT. E�ciency uncertainties are
statistical only. For the Cosmic contaminated category the number of generated events
correspond to the number of neutrino interactions inside the cryostat. For the Cosmic

category, it corresponds to the total number of simulated neutrino interactions, both
inside and outside the cryostat.

Category Generated Selected E�ciency [%]
‹e CC0fi-Np (signal) 33.8 15.4 45.5 ± 0.5
‹e CC 39.5 15.4 39.0 ± 0.5
Beam intrinsic ‹µ 10905.9 488.9 4.5 ± 0.2
Beam intrinsic NC 3532.8 329.5 9.3 ± 0.2
Outside fid. vol. 36634.6 79.0 0.2 ± 0.1
Data o�-beam 123070.2 1593.4 1.3 ± 0.1
Cosmic contaminated 14706.4 376.1 2.5 ± 0.1
Cosmic 51356.1 489.4 0.8 ± 0.1
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(b) Shower multiplicity.

Figure 6.14: Distributions of the track and shower multiplicities in data and Monte
Carlo simulation.

Carlo. Figure 6.14 shows that the two distributions agree within the systematic

uncertainties, whose evaluation is described in Chapter 7.

The agreement between data and simulation is also verified in the angular

distributions of the reconstructed showers objects, shown in Figure 6.15. As expected,

the neutrino distributions are mostly constant as a function of the azimuthal angle

„ and peaked at low inclination angle ◊ values, since the interactions are mostly

forward going. The inclination angle ◊ distribution agrees within the uncertainties
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both for shape and normalisation. The azimuthal angle „ distribution shows a

slight disagreement around „ = 0¶ and „ = ±180¶. This is caused by an imprecise

signal simulation that predominantly a�ects tracks moving exactly towards or away

from the anode [105]. This e�ect is taken into account in the Dynamic Induced

Charge detector systematic sample (Section 7).

Figure 6.16 shows the angular distributions classified according to the primary

particle that generated the shower (in the case of a Michel electron the shower

is placed in the muon category). Each entry in the histogram corresponds to a

reconstructed shower, so it is possible to have more than one entry per event. As

expected, the ◊ distribution is peaked at low angles, since neutrino interactions

are mostly forward going. The „ distribution is mainly flat for neutrino-induced

particles (electrons, photons) and with two peaks at ±90¶ for mostly-vertical cosmic-

induced particles (mainly muons). In this case, the data points correspond to the

bin-by-bin statistical subtraction of the beam-on and beam-o� entries.
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(b) Azimuth angle „.

Figure 6.15: Distributions of the inclination angle ◊ and the azimuthal angle „ of
the reconstructed showers in the selected events for each event category. The black
points represent the data with statistical uncertainties. The coloured stacked histograms
represent the simulated events, with the hatched histogram corresponding to the data
beam-o� sample. The shaded area represents the systematic uncertainty. The bottom part
of the plot shows the ratio between the data beam-on events and the stacked histograms.

A small fraction of the data events was also visually inspected: Figure 6.17 shows

three event displays of data events compatible with a ‹e CC0fi-Np interaction.
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Figure 6.16: Distributions of the inclination angle ◊ and the azimuthal angle „ of the
reconstructed showers, classified according to the primary particle that generated them.
The black points represent the statistically subtraction of the data beam-o� events from
the data beam-on events. The coloured stacked histograms represent the simulated events.
The shaded area represents the systematic uncertainty. The bottom part of the plot shows
the ratio between the statistical subtraction and the stacked histograms.

6.3 Calorimetry

6.3.1 Scope of the energy reconstruction

In this analysis we restrict ourselves to the measurement of the deposited energy

in the TPC of the visible particles in the final state of the ‹e CC0fi-Np neutrino

interaction. We will not attempt to reconstruct the interacting neutrino energy.

Our signal has in its final state, by definition, one electron and at least one proton,

with no other visible particles. The energy of the showers, expected to be from an

electron, is measured by converting the reconstructed charge of all the shower-like

objects into deposited energy, as described in Section 6.3.2. The energy of the

tracks, expected to be from protons instead, can be measured by converting the

track length of the reconstructed tracks into deposited energy, using the tabulated

stopping power of protons in the liquid argon, with the procedure described in

Section 6.3.3. Thus, object classification issues, such as proton classified as showers

or electrons classified as tracks, can have a direct e�ect on the energy reconstruction.
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(a) Event 1515, Subrun 30, Run 5328 (b) Event 31, Subrun 0, Run 5513

(c) Event 3710, Subrun 74, Run 5906

Figure 6.17: Event displays of the collection plane of three ‹e-like data events selected
by our algorithm. The gaps are caused by the presence of dead or unresponsive wires. The
red lines correspond to reconstructed track-like objects and the green cones correspond to
reconstructed shower-like objects.

The total reconstructed energy corresponds to the sum of the reconstructed

energies, corrected by the calibration factors calculated below, and is referred to

as Ecorr. This quantity is then compared with the total kinetic energy of the

particles above detection thresholds and corrected by a calibration factor to obtain

an estimate of the deposited energy Edeposited (Section 6.3.4).
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6.3.2 Electron energy reconstruction and calibration

The reconstructed energy Ee
reco of a shower-like object is measured by converting

the charge of the associated hits into deposited energy in the TPC. It is calculated

by multiplying the reconstructed charge (e≠
reco) from hits associated with the

reconstructed shower by the calibration factor [106]:

Ee
reco(MeV)

e≠
reco

= 1.01 e≠

e≠
reco

◊ 23.6 eV
e≠ ◊ 10≠6 MeV

eV ◊ 1
R

= 3.85 ◊ 10≠5, (6.5)

where:

• the correction factor 1.01 e≠

e≠
reco

is obtained measuring the true number of

collected electrons e≠ on the wires using a sample of stopping muons, fitting

the dE/dx vs. residual range to values for argon as tabulated by the PDG

[19];

• 23.6 eV
e≠ is the work function for ionising an argon atom [107];

• R = 0.62 is the recombination factor obtained with the Modified Box Model

[108] at MicroBooNE electric field of 270 V/cm assuming an energy loss per

length dE/dx = 2.3 MeV/cm.

The reconstructed energy is obtained by summing the energy of each hit on the

collection plane from reconstructed and electron showers with their starting point

contained in the fiducial volume. Figure 6.19 shows the calibration slope necessary

to convert the electron reconstructed energy Ee
reco into true electron deposited energy

Ee. The true energy spectrum has been divided into 10 bins of equal size in the

30-2030 MeV range. Since the reconstructed energy distributions in each true energy

bin are asymmetric, the data points are obtained fitting the distributions with a

GaussExp function [109], in order to estimate the most probable value (MPV). The

GaussExp function consists of an exponential tail stitched to a Gaussian core and

it is often used to measure lossy processes such as the energy reconstructed in a

calorimeter. The coordinate on the Ee axis is given by the mean of the true energy

distribution for each bin. The vertical error bars correspond to the full width at
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half maximum (FWHM) of the fitted function. The true energy distribution and

the reconstruction energy distribution for every bin are shown in Figure 6.18.
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Figure 6.18: Reconstructed (blue) and true (black) energy distribution for 10 intervals
of equal size in the 30-2030 MeV energy range. The reconstructed energy distribution
have been fitted with a GaussExp function (red line).

The linear fit of the most probable value points, shown in Figure 6.19 gives:

Ee
reco = 0.77 Ee ≠ 34.7 MeV. (6.6)
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The energy of the shower, corrected by the calibration factor is then defined as:

Ee
corr = (Ee

reco + 34.7 MeV)/0.77. (6.7)
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Figure 6.19: Bi-dimensional histogram of reconstructed electron energy Ee
reco vs. true

electron deposited energy Ee . The reconstructed electron energy is measured summing
the energy of each hit associated to reconstructed showers produced by the simulated
electron. The black points correspond to the most probable value of the Ee

reco distribution
for each Ee bin, calculated with a GaussExp fit, as illustrated in Figure 6.18. The red
line represents a linear fit of the black points.

It is also possible to measure the energy resolution in the simulation by calculating

the normalised di�erence Efrac between the corrected reconstructed energy Ee
corr

and the true electron energy Ee:

Efrac = Ee
corr ≠ Ee

Ee
. (6.8)

Figure 6.20 shows the Efrac distribution for 10 intervals of equal size between 30

and 2030 MeV and the GaussExp fit for each distribution.

The fractional energy resolution can then be defined as the ratio between the

standard deviation of the Gaussian core ‡ of the GaussExp function and the

true electron energy Ee. Figure 6.21 shows the fractional energy resolution as a
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Figure 6.20: Normalised energy di�erence Efrac for 10 intervals of equal size in the
30-2030 MeV energy range. The normalised energy di�erence distributions (blue) have
been fitted with a GaussExp function (red line).

function of the true electron energy. The points can be fitted with the classic

calorimeter resolution formula [110]:

‡

E
= aÔ

E
ü b

E
ü c, (6.9)

where:

• a = 2.30% is the stochastic term, which is caused by the intrinsic fluctuations

of the development of the electromagnetic shower;

• b = 7.53% is the noise term, which comes from the electronics noise of the

readout chain and represents the dominant contribution;

• c = 1.21% is the constant term, which is caused by detector non-uniformities

(e.g. the presence of unresponsive wires).
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Figure 6.21: Fractional energy resolution for 10 intervals of equal size in the 30-2030
MeV energy range. The points, extracted from simulated events, have been fitted the
classic calorimeter energy resolution equation 6.9 (red line).

Another e�ect which contributes to the broadening of the energy resolution in

MicroBooNE is caused by wrong or sub-optimal clustering: if the pattern recognition

fails to group together all the hits that correspond to the electromagnetic shower,

or if it includes hits belonging to ionisation tracks (e.g. from cosmic muons), the

reconstructed energy will be respectively smaller or larger than the true electron

energy. It is also important to underline that the energy resolution quoted here

does not correspond to the intrinsic MicroBooNE energy resolution, but only to

the energy resolution for the selected ‹e CC0fi-Np events.

6.3.3 Single proton energy reconstruction and calibration

Proton energy reconstruction is performed by converting the reconstructed track

length L into deposited energy using the proton stopping power in liquid argon

tabulated in [111]. Liquid argon density flLAr is assumed to be constant at 1.4 g/ml.

Figure 6.22 shows the proton kinetic energy as a function of the range of the proton

in liquid argon (measured as L ◊ flLAr).
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Figure 6.22: Proton kinetic energy as a function of the range of the proton in liquid
argon, as tabulated in [111].

The calibration constant has been obtained comparing the reconstructed energy

of the proton with the true kinetic energy of the simulated proton, in a CC ‹e sample

with only one proton in the final state. The true proton and the reconstructed

tracks are required to be fully contained within the fiducial volume. Since protons

are not minimum-ionising particles, in the case of two or more tracks (split tracks)

associated to the same proton, the reconstructed length of the tracks has been

summed before calculating the corresponding kinetic energy. Figure 6.23 shows the

calibration slope necessary to convert the proton reconstructed energy Ep
reco into

true proton kinetic energy Ep. For each bin of the true proton energy, the most

probable value of the corresponding proton reconstructed energy has been obtained

with a GaussExp fit. A linear fit of the most probable values gives:

Ep
reco = 1.00 Ep ≠ 2.9 MeV. (6.10)

The energy of the track, corrected by the calibration factor is then defined as:

Ep
corr = (Ep

reco + 2.9 MeV)/1.00. (6.11)
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Figure 6.23: Bi-dimensional histogram of true proton energy Ep vs. reconstructed
proton energy Ep

reco. The calibration is calculated from a linear fit of the most probable
values of the Ep

reco distribution for each Ep bin. The black points correspond to the most
probable value of the Ep

reco distribution for each Ep bin, calculated with a GaussExp fit.
The red line represents a linear fit of the black points.

6.3.4 Deposited Energy Reconstruction

It is possible to compare the total visible energy in the event Ek, defined as the

sum of the kinetic energies of the visible particles in the final state, with the sum

of the reconstructed energies for shower-like (Ee
corr) and track-like objects (Ep

corr)

for the selected ‹e CC0fi-Np events. This quantity Ecorr is defined as:

Ecorr =
Npÿ

Ep
corr +

Neÿ
Ee

corr, (6.12)

where Np is the number of reconstructed tracks and Ne is the number of reconstructed

showers in the event. For events where we have two or more shower-like objects

and no track-like objects, the shower-like object with the lowest proton ‰2 score

is chosen as proton candidate (see Section 6.3.7). In these cases we have Np = 1

by definition. The reconstructed energy does not include particles that do not

interact in the liquid argon (such as neutrons) and charged particles with a kinetic

energy below the detection threshold, defined in Section 6.2.7. Figure 6.24 shows

the calibration slope necessary to convert the total reconstructed energy Ecorr into
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visible energy Ek. The plot has been obtained using the ‹e CC0fi-Np + cosmic

simulation sample. A linear fit of the data points gives:

Ek = 0.98 Ecorr ≠ 28.5 MeV. (6.13)

The reconstructed visible energy, corrected by the calibration factor is then defined

as:

Edeposited = (Ecorr + 28.5 MeV)/0.98. (6.14)

Several e�ects can contribute to this calibration factor: among others, the

presence of regions with unresponsive wires can cause an underestimation of the

deposited energy. In the future, this e�ect can be limited by the use of the other

two planes for calorimetric measurements.
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Figure 6.24: Bi-dimensional histogram of the total reconstructed energy Ecorr vs. the
total visible energy Ek vs. Black points are obtained measuring the most probable value
of the Ecorr distribution for each Ek bin, obtained with a GaussExp fit.

In this analysis, we will use the quantity Edeposited defined in Equation 6.14 as

estimate of the total visible energy in the event.
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6.3.5 Deposited energy binning

The binning of the deposited energy distribution must be carefully evaluated, since

it is of fundamental importance in the calculation of the significance of an eventual

excess. In this analysis, we require the events in a true Ek bin to fall in the

same reconstructed Edeposited bin in at least 50% of the cases for ‹e CC0fi-Np

events. A combination which satisfies this condition and maximises the number

of bins in the [0, 3] GeV range is:

Edeposited bins = [0, 0.2, 0.4, 0.6, 0.9, 1.25, 1.9, 3] GeV, (6.15)

which is then chosen as our binning for the Edeposited distributions. Figure 6.25

shows the migration matrix between Edeposited and Ek. It shows the probability

that an event with a true energy Ek in the i bin has a reconstructed energy

Edeposited in the j bin. Our binning criteria ensures that each element on the

diagonal has a value larger than 0.50.
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Figure 6.25: Migration matrix between Edeposited and Ek. It shows the probability that
an event with a true energy Ek in the i bin has a reconstructed energy Edeposited in the j
bin.
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6.3.6 Measurement of the electromagnetic shower energy
loss

The mean energy loss per length of charged particles ÈdE/dxÍ can be described

by the Bethe equation as defined in [19]:

≠
K

dE

dx

L

= Kz2 Z

A

1
—2

C
1
2 ln 2mec2—2“2Tmax

I2 ≠ —2 ≠ ”(—“)
2

D

, (6.16)

where Tmax is the maximum possible energy transfer in a single collision, I is the

mean excitation energy, and ”(—“) is a density correction.

In materials of moderate thickness such as LAr, the energy loss probability

distribution is described by the asymmetric Landau distribution [112], which drives

the mean of the energy loss of Equation 6.16 into the tail of the distribution.

For this reason, “the mean of the energy loss given by the Bethe equation [. . . ]

is thus ill-defined experimentally and is not useful for describing energy loss by

single particles” [19]. The most probable value of the Landau distribution, which

should be used instead, is given by:

�p = ›

C

ln 2mc2—2“2

I
+ ln ›

I
+ j ≠ —2 ≠ ”(—“)

D

, (6.17)

where › = (K/2)ÈZ/AÍ(x/b2) MeV, j = 0.2, and x is the thickness of the material

in g · cm2 [19].

An important feature of the LArTPC technology is its ability to distinguish

between electrons and photons in the final state by measuring their dE/dx. Photons

that undergo pair-production, which is the dominant process above 10 MeV,

produce a e+e≠ pair. If the pair is boosted, the trajectories of the positron and

the electron overlap, producing an average dE/dx which is twice the one of a

single, minimum-ionising electron.

In MicroBooNE, the dE/dx for electromagnetic showers is measured with a

procedure analogous to the one developed by the ArgoNeuT collaboration and

described in [67].

In our electromagnetic shower study, as a first step, all the hits on the collection

plane within a rectangle of 4 cm along the direction of the shower and 1 cm perpen-

dicular to the shower are collected, as shown in the event display in Figure 6.26.
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Figure 6.26: Event display of an electron shower candidate, showing the 1 ◊ 4 cm2 area
used for the dE/dx calculation. Each small black rectangle corresponds to a reconstructed
shower hit.

Subsequently, the dQ/dx for each hit is measured dividing the collected charge

(dQ) by the pitch (dx) between each hit and the next one along the shower direction.

The pitch corresponds to the distance in the TPC that a particle travels between

its two projections on adjacent wires, which is at least the wire spacing (3 mm

for MicroBooNE [90]). Electromagnetic showers aligned with the wire direction

correspond to a much larger value of the pitch.

The dE/dx is calculated from the dQ/dx using the calibration factor measured

in Section 6.3.2, Equation 6.5. Since the Landau distribution of the dE/dx hit

values has an asymmetric tail, we assign to the shower the median (and not

the mean) of the dE/dx hit distribution, as an estimation of the most probable

value. The median metric has been demonstrated in [67] to be the most robust

over a variety of box lengths.

Figure 6.27 shows the area-normalised histograms of the median dE/dx in the

collection plane for simulated electron and photon showers. The events below



6. Selection of electron neutrinos in the MicroBooNE experiment 101

1 2 3 4 5 6 7
dE/dx [MeV/cm]

0

200

400

600

800

1000

1200
N

. E
nt

rie
s 

/ 0
.1

 M
eV

/c
m

Photon
Electron

Figure 6.27: Area-normalised distributions of the dE/dx median for simulated electrons
(red) and photons (blue) produced in neutrino interactions.

1 MeV/cm correspond for both distributions to showers with a low number of

associated hits, or where the shower was mostly aligned with the wires of the

collection plane (having as such a high pitch value). Figure 6.28 shows the pitch

distribution in the collection plane and a bi-dimensional histogram of the dE/dx

vs. the pitch for photon showers: events with a dE/dx below 1 MeV/cm mostly

correspond to a high value of the pitch.
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(a) Pitch distribution for simulated electron
showers in the collection plane (log-scale).
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(b) Bi-dimensional histogram of the pitch
vs. the measured dE/dx photon showers.

Figure 6.28: Electromagnetic showers aligned with the wire orientation will have a large
pitch value and their measured dE/dx will be shifted towards low values.

The electron showers have a peak around 2 MeV/cm as this is the value for MIPs
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in LAr. The photon showers, instead, have a peak around 4 MeV/cm (as expected

from the e+e≠ pairs) and a second peak around 2 MeV/cm. The 2 MeV/cm peak

for photons is caused by mainly two e�ects:

• photons that undergo Compton scattering will transfer most of their energy

to the electron, producing a shower with the same dE/dx of an electron. This

e�ect decreases with the photon energy and is dominant below 10 MeV, as

shown in Figure 6.29;

Figure 6.29: Cross section of gammas on argon between 1 MeV and 1 GeV. Here, Ÿ
refers to the pair production cross section for the nuclear field and electron field. Compton
scattering is dominant below 10 MeV. From [67].

• very asymmetric “ æ e+e≠ pair production. When the positron and the

electron do not overlap, the measured dE/dx distribution will be peaked

around 2 MeV/cm. The electron and the positron can also be produced with

very di�erent energies, as shown in Figure 6.30. In this case, the distribution

of the dE/dx values in the 1 ◊ 4 cm2 box will be shifted towards 2 MeV/cm.

Figure 6.27 represents the limitation to the e/“ separation capabilities in the

current version of the analysis A comparison between the data and Monte Carlo

distributions of the reconstructed showers dE/dx is shown in Figure 6.37.
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Figure 6.5: Pair production relative cross-section as a function of the fraction of the photon’s
energy transferred to either the electron or positron. The cross-section in the Born approximation
is symmetric.

Figure 6.6 shows the total mean free path for photons in argon, as well as the individual con-

tributions from pair-production and Compton scattering. The region between 10 and 100 MeV

shows non-negligible contributions from both processes, and this is also the region in which the

absorption length is largest, with photons traveling up to 30 cm on average before interacting. As

the cross section asymptotes at high energy the mean free path approaches a value of roughly 19

cm. Overlayed in cyan are the definition of the radiation length calculated as 7/9 the mean free

path at 10 GeV (solid), and the value computed with equation 6.2 (dashed line).

6.4 Summary and Implications for EM Reconstruction in LAr

EM showers are caused by the successive repetition of pair-production interactions followed by

bremsstrahlung photon production. Energy is lost via ionization by electrons and positrons in the

cascade. The small median angular deflections lead to a narrow cone of activity (contained within

aMoliere radius of �10 centimeters). The large conversion distance in argon causes EM showers

to extend for considerable distances in the detector, while the high rate of compton-scattering in-

61

Figure 6.30: Pair production relative cross section as a function of the fraction of the
photon energy k transferred to either the electron or positron with energy ‘ for di�erent
photon energies. From [113].

6.3.7 Particle identification of reconstructed tracks

The measurement of the dE/dx along a reconstructed track allows to perform power-

ful particle identification, as demonstrated by a the ArgoNeuT collaboration in [108].

This capability is particularly important in the search of low-energy electron

neutrinos. A ‹e CC0fi-1p neutrino interaction is topologically identical to a cosmic

muon stopping in the LAr, since they both appear as a track with a small shower

attached. However, the energy loss of a proton produced in a neutrino interaction

is sensibly di�erent from the one of a cosmic muon, for two main reasons:

• the Bragg peak of the stopping cosmic muon corresponds to the starting point

of the Michel electron shower, while the Bragg peak of the proton track is far

from the interaction vertex;

• the proton dE/dx profile for protons di�ers from the dE/dx profile for muons.

Being able to distinguish between proton and muon tracks is therefore essential

in order to reject cosmogenic background. Events with a ‹µ interaction with only

a stopping muon in the final state can also be rejected with the same technique.

The stopping power dE/dx can be used to determine the range of the particle, by
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integrating the deposition until the particle is stationary, as derived in [114]. It

is then possible to parametrise the relation between the theoretical dE/dx of a

ionisation track and its residual range with a power-law function:

dE

dx
= ARb, (6.18)

where A, which has dimensions MeV/cm1≠b, and b, which is dimensionless, depend

on the particle which produced the ionisation trail. The residual range R, in this

case measured in centimetres, is the distance between a point on the track and

its end (R = 0 correspond to the track end-point). Figure 6.31 shows the dE/dx

as a function of the residual range R for several particle types. The values of A

and b for each particle type are reported in Table 6.2.

Table 6.2: Stopping power parametrisation for various particle types in liquid argon
(from [108]).

Particle type A [MeV/cm1≠b] b

Proton 17 -0.42
Kaon 14 -0.41
Pion 8 -0.37
Muon 7 -0.36

0 1 2 3 4 5 6 7 8 9 10
R [cm]

0

5

10

15

20

25

30

35

40

dE
/d

x 
[M

eV
/c

m
]

Proton
Kaon
Pion
Muon

Figure 6.31: Parametrised dE/dx in liquid argon for various particles as a function of
the residual range R [108]. Parameters values can be found in Table 6.2.
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The measured dE/dx vs. R profile can be compared with the theoretical

expectation and the score of the ‰2 test can be computed for di�erent particle

hypothesis. Figure 6.32 shows the ‰2 score in the proton hypothesis for reconstructed

proton tracks and reconstructed muon tracks in a Monte Carlo simulation. As

expected, proton tracks are peaked at low values of the ‰2, while the muon tracks

correspond to much larger ‰2 scores.
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Figure 6.32: Area-normalised distributions for the ‰2 score in the proton hypothesis
for reconstructed proton tracks (blue) and reconstructed muon tracks (yellow) in Monte
Carlo simulations.

A comparison between the data and Monte Carlo distributions of the ‰2 score

in the proton hypothesis is shown in Figure 6.40.

Selected event spectrum

Figure 6.33 shows the reconstructed deposited energy spectrum of the selected events.

The reconstructed deposited energy Edeposited has been measured with the procedure

described in Section 6.3.5. Both the ‰2 and Kolmogorov-Smirnov [115] tests give a

probability of 1.00 (rounded up at the second decimal digit) of the null hypothesis,

which is the data distribution being compatible with the Monte Carlo simulation.
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Figure 6.33: Reconstructed energy spectrum after the event selection algorithm and the
veto of the events selected by the CC ‹µ module. The histograms of the event categories
are stacked.

6.4 Background Rejection

In this section we will describe the cuts we can apply to our selected events in order

to isolate the ‹e CC0fi-Np event candidates. The cuts have been chosen to (1) reduce

the background, and (2) ensure that the selected events are well reconstructed. The

values of each cut have been chosen manually to maximise the ‹e CC0fi-Np purity

while retaining a su�cient e�ciency. These cuts could be further optimised by using

a larger data sample, which the collaboration will make available in the near future.

6.4.1 Rectangular cuts

The goal of the rectangular cuts is to isolate the ‹e CC0fi-Np events and increase

the purity of our selected sample. However, in order to validate our cuts and verify

the agreement between data and Monte Carlo after this stage, it is necessary to

select a su�cient number of data events. In particular, in this analysis we require

at least one data event per bin in the [0.2, 1.9] GeV range of the Edeposited spectrum.
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In this section we will study all the variables used to apply the kinematic and

calorimetric cuts. In particular, we will show, for each variable:

• the area-normalised Monte Carlo distributions for the signal (‹e CC0fi-Np

events), the cosmogenic background (cosmic, cosmic contaminated, and cosmic

in-time), and the neutrino background (‹e CC, beam intrinsic ‹µ, beam

intrinsic NC, and outside fid. vol.), to verify the rejection power of each cut;

• the POT-normalised Monte Carlo and data distributions, to ensure that the

collected data agree with the simulation with the collected data. The Monte

Carlo events are categorised according to the event type;

• for shower and track variables, the POT-normalised data and Monte Carlo

distributions, categorised according to the particle type.

Number of reconstructed hits > 50

A large number of delta rays and cosmic-ray remnants not tagged by the cosmic-

ray removal algorithm may fake a neutrino candidate with a low number of

hits. Thus, we require at least 50 reconstructed hits in the collection plane to

reduce this cosmogenic background. The area-normalised distributions in Figure

6.34a show that a large fraction of the cosmogenic backgrounds has a very low

number of reconstructed hits in the collection plane, while the signal and the

neutrino components have a much broader distribution. Figure 6.34b shows a good

data/Monte Carlo agreement for this variable.

Showers energy > 50 MeV

For the same reason as above, the energy of the showers associated with delta

rays or Michel electrons will be peaked at low energies. We require the sum of the

energies of the reconstructed showers to be above 50 MeV. In this way we reject a

large fraction of the neutrino and cosmic background, without significantly a�ecting

the number of ‹e CC0fi-Np events, as shown in Figure 6.35a.
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(b) POT-normalised.

Figure 6.34: Area (left) and POT-normalised (right) distributions of the number of
reconstructed hits in the collection plane for all the objects in the event. The area-
normalised distributions show the ‹e CC0fi-Np signal (green), the cosmic background
(red), and the neutrino background (blue). The black points in the POT-normalised
plot represent the data with statistical uncertainties. The coloured stacked histograms
represent the simulated events, with the hatched histogram corresponding to the data
beam-o� sample. The shaded area represents the systematic uncertainty. The bottom part
of the plot shows the ratio between the data beam-on events and the stacked histograms.
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(b) POT-normalised.

Figure 6.35: Area (left) and POT-normalised (right) distributions of the sum of the
energies of the reconstructed showers in each event.
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Fraction of shower hits > 0.5

Cosmic-ray and CC ‹µ events faking a ‹e CC0fi-Np candidate will have in general

a long muon track and a small Michel electron at the end. In these cases, the hits

associated with the reconstructed showers will represent a small fraction of the total

number of hits, as shown in Figure 6.36a. Signal events, on the contrary, have a

large fraction of hits associated to shower objects. We require the ratio between

the number of shower hits and track hits to be larger than 0.5. Figure 6.36b shows

the agreement between data and Monte Carlo for this quantity.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Shower hits/total hits

0.05

0.1

0.15

0.2

0.25

0.3

 N
. E

nt
rie

s 
/ 0

MicroBooNE Preliminary Simulation

-Npπ CC0eν Neutrino background Cosmic background

Area normalized

MicroBooNE Preliminary Simulation

-Npπ CC0eν Neutrino background Cosmic background

(a) Area-normalised.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Shower hits/total hits

50

100

150

200

250

300

350

 N
. E

nt
rie

s 
/ 0

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Shower hits/total hits

0.6
0.8

1
1.2
1.4

R
at

io

 prob. = 1.002χ

K-S prob. = 1.00

MicroBooNE Preliminary 4.3e+19 POT
Data beam-on: 3282 entries Data beam-off: 1593.4 entries

: 488.6 entriesµνBeam Intrinsic Beam Intrinsic NC: 326.0 entries
Outside fid. vol.: 88.6 entries Cosmic contaminated: 374.4 entries
Cosmic: 499.0 entries  CC: 16.1 entrieseν

-Np: 14.8 entriesπ CC0eν Sys. uncertainty

MicroBooNE Preliminary 4.3e+19 POT
Data beam-on: 3282 entries Data beam-off: 1593.4 entries

: 488.6 entriesµνBeam Intrinsic Beam Intrinsic NC: 326.0 entries
Outside fid. vol.: 88.6 entries Cosmic contaminated: 374.4 entries
Cosmic: 499.0 entries  CC: 16.1 entrieseν

-Np: 14.8 entriesπ CC0eν Sys. uncertainty

(b) POT-normalised.

Figure 6.36: Area and POT-normalised distributions of the ratio between the hits
associated to reconstructed showers and the total number of reconstructed hits in the
collection plane.

Most energetic shower 1 MeV/cm < dE/dx < 3.2 MeV/cm

Our signal will contain an electron shower, so we require the dE/dx of the leading

shower to be around the 2 MeV/cm peak.

Figure 6.37c shows that the signal distribution is peaked around 2 MeV/cm, as

expected. The beam intrinsic NC component has a second peak around 4 MeV/cm,

mainly caused by fi0 æ 2“ decays. Figure 6.37a shows that electromagnetic showers

originated by photons have a peak around 4 MeV/cm and a second peak around

2 MeV/cm, as explained in Section 6.3.6.
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The POT-normalised plots (Figure 6.37b, 6.37a) show a good agreement between

data and Monte Carlo.
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(a) POT-normalised, generating particle.
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(b) POT-normalised, event category.
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Figure 6.37: Area and POT-normalised distributions for reconstructed showers dE/dx,
classified according to the primary particle generating the shower (left) and to the event
category (right). In the generating-particle histogram, the data points correspond to the
statistical subtraction of the data beam-o� events from the data beam-on events.

Track distance dt < 5 cm

A well-reconstructed event with a proton in the final state will have a reconstructed

track attached to the reconstructed neutrino vertex. The track with the lowest

proton ‰2
p score is required to be within 5 cm of the reconstructed neutrino vertex.

This conservative cut can be tightened as the understanding of the spatial resolution
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improves. Figure 6.38c shows that the distributions of the distance between the

start point of the reconstructed tracks and the reconstructed neutrino vertex for

signal and background are very similar. The cut dt < 5 cm, then, mainly ensures

that the event is well reconstructed. There is a slight disagreement in the first

bin of Figures 6.38a and 6.38b, which is caused by a mis-modelling of the charge

induced on neighbouring wires. This e�ect is taken into account by the Induced

charge detector systematic sample (described in Section 7.4.)
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(a) POT-normalised, generating particle.
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(b) POT-normalised, event category.
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Figure 6.38: Area (bottom) and POT-normalised distributions of the distance between
the reconstructed tracks and the reconstructed neutrino vertex, classified according to the
primary particle generating the shower (top left) and to the event category (top right).
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Shower distance ds < 5 cm

Shower initiated by a photon will have a gap between the interaction vertex and

the start of the shower, given the interaction length in liquid argon X0 = 14 cm.

In order to suppress events with a photon in the final state, the most energetic

shower starting point is required to be within 5 cm of the reconstructed neutrino

vertex. Figure 6.39c shows the distributions of the distance between the start

point of the reconstructed showers and the reconstructed neutrino vertex for signal

and background events. As expected, background neutrino events (with photons)

have a slightly larger tail than the signal events (with electrons). The agreement

between data and Monte Carlo shown in Figure 6.39b and Figure 6.39a is good.

Improvements currently implemented in the Pandora framework will allow for more

appropriate cuts to further reduce the photon background.

Track proton ‰2
p < 80

It is possible to perform a ‰2 test on the dE/dx vs. the residual range of the

reconstructed track under the hypothesis of a proton stopping in the detector, using

the parametrisation of Section 6.3.7. Low values of the ‰2
p score will correspond to

proton-like tracks, while a high value will correspond to a MIP-like track. Figure

6.40c shows the distributions of the ‰2
p score for background and signal events.

Figure 6.40a shows that the protons reconstructed as tracks are peaked around 0 as

expected, while the long tail includes muon tracks, photon and electron showers

misclassified as tracks, and objects with a misplaced vertex. The comparison between

data and Monte Carlo in Figure 6.40a and Figure 6.40b shows some discrepancies,

especially for very low and very high ‰2
p scores. This quantity requires a careful

simulation of the signal processing and a correct evaluation of the recombination

e�ect. Our cut is in a region with a good data/Monte Carlo agreement once the

systematic uncertainties are taken into account and it is as such deemed safe.
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Figure 6.39: Area (bottom) and POT-normalised distributions of the distance between
the reconstructed showers and the reconstructed neutrino vertex, classified according to
the primary particle generating the shower (top left) and to the event category (top right).

Track-shower angle cos– > ≠0.95

Electrons start producing an appreciable shower in the detector after several

centimetres. In this case, the pattern recognition often identifies the first part

of the shower as a track-like object and the latter part of the shower as a shower-

like object. Furthermore, high-energy cosmic rays can produce a shower in the

detector, which will be mostly aligned to a cosmic muon track. In order to remove

these mis-reconstructed events and reduce this kind of cosmogenic background we

require cos– > ≠0.95, where – is the angle between the most energetic shower
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Figure 6.40: Area (bottom) and POT-normalised distributions of the proton ‰2
p score

of the reconstructed tracks, classified according to the primary particle generating the
shower (top left) and to the event category (top right).

and the track with the lowest proton ‰2
p score. Figure 6.41c shows that there are,

in proportion, more background events with a high angular separation between

the tracks and the most energetic shower. This cut allows to reject these events

while also ensuring that the signal events are well-reconstructed. In fact, signal

events with cos– ¥ ≠1 have almost always an electron shower reconstructed as

a track-like object in the first part. The agreement shown in Figure 6.41b and

Figure 6.41a is good. Future improvements in the shower reconstruction will allow

for an increased selection e�ciency.
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Figure 6.41: Area (bottom) and POT-normalised distributions of the angle – between
each reconstructed track and the leading shower, classified according to the primary
particle generating the shower (top left) and to the event category (top right).

Most proton-like track length L < 80 cm

The tracks in our ‹e CC0fi-Np sample should correspond to protons. Protons in

liquid argon have a higher stopping power than muons, which will correspond on

average to shorter tracks. The track with the lowest ‰2
p proton score is required

to be shorter than 80 cm. This cut helps to reject mainly CC ‹µ events with

high-energy muons in the final state. Both neutrino and cosmic background events

have on average longer reconstructed tracks than signal events, as shown in Figure

6.42c. The cut L < 80 cm increases the signal purity without significantly a�ecting
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the signal e�ciency. The agreement between data and Monte Carlo distributions

is good (Figures 6.42a, 6.42b).
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Figure 6.42: Area (bottom) and POT-normalised distributions of the reconstructed
tracks, classified according to the primary particle generating the shower (top left) and to
the event category (top right).

Rectangular cuts selection results

The goal of the rectangular cuts is to isolate the ‹e CC0fi-Np events and increase

the purity of our selected sample. However, in order to validate our cuts and verify

the agreement between data and Monte Carlo after this stage, it is necessary to

select a su�cient number of data events. As mentioned before, in this analysis
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we require at least one data event in the bins in the [0.2, 1.9] GeV range, which

is the energy region we are most interested into.

We select 16 data beam-on events, 2.8 ± 0.6 beam-o� events, and 12.4 ± 3.0

simulated events (including ‹e and ‹µ interactions), corresponding to 4.34◊1019 POT.

The number of selected ‹e CC0fi-Np events is 3.2 ± 0.8, which gives a final e�ciency

of (10.0 ± 0.3 (stat) ± 0.5 (sys))%.

The purity of the sample is defined as:

P = N. of selected ‹e CC0fi-Np events
N. of selected events . (6.19)

Figure 6.43 shows the purity before and after the application of the rectangular

cuts as a function of the reconstructed energy Edeposited. It increases by a factor

of 40, from 0.5% to 21.2%.
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Figure 6.43: Purity of the selected sample before (green) and after (orange) the
application of the rectangular cuts as a function of the reconstructed energy Edeposited.
Error bars are statistical only.

It is also possible to calculate the overall purity and the e�ciency after each

cut, to analyse its e�ect (Figure 6.44). The largest purity increase is given by

the application of the proton ‰2
p score cut.

Figure 6.45 shows the reconstructed energy spectrum Edeposited after the appli-

cation of the rectangular cuts. The data and simulation agree both in shape

and in normalisation.
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Figure 6.44: Selection e�ciency (red) and purity (blue) of the selected sample after the
application of each rectangular cut.

0 0.5 1 1.5 2 2.5
 [GeV]depositedE

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

 N
. E

nt
rie

s 
/ 0

.0
5 

G
eV  prob. = 0.932χ

K-S prob. = 1.00

MicroBooNE Preliminary 4.3e+19 POT
Data beam-on: 16 entries Data beam-off: 2.8 entries

: 4.5 entriesµνBeam Intrinsic Beam Intrinsic NC: 2.8 entries
Outside fid. vol.: 0.1 entries Cosmic contaminated: 0.4 entries
Cosmic: 0.6 entries  CC: 0.8 entrieseν

-Np: 3.2 entriesπ CC0eν Sys. uncertainty

Figure 6.45: Reconstructed energy spectrum Edeposited after the application of the
rectangular cuts. The black points represent the data with statistical uncertainties. The
coloured stacked histograms represent the simulated events, with the hatched histogram
corresponding to the data beam-o� sample. The shaded area represents the systematic
uncertainty.
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Figure 6.46: Angular distribution of the selected Monte Carlo and data events after the
application of the rectangular cuts. The black points represent the data with statistical
uncertainties. The coloured stacked histograms represent the simulated events, with
the hatched histogram corresponding to the data beam-o� sample. The shaded area
represents the systematic uncertainty.

The angular distributions of the reconstructed showers are shown in Figure 6.46.

As expected, the reconstructed showers are peaked at low values of the ◊ angle,

since the interactions are forward-boosted, and equally distributed on the „ angle.

The agreement between data and Monte Carlo is good.

It is also possible to take a look at selected background events, in order to

check where our rectangular cuts failed. Figure 6.47a shows a CCfi0 selected event,

which belongs to the Beam intrinsic ‹µ category. In this case, the muon in the

final state of the CC interaction stops after ≥ 20 cm and decays producing a

Michel electron. The muon was classified by the pattern recognition as a shower:

its dE/dx is around 2 MeV/cm and it starts ionising at the interaction vertex,

so it is not rejected by the shower-gap cut. Figure 6.47b shows a selected NCfi0

event (Beam intrinsic NC category). Here, one photon from the fi0 æ ““ decay

pair-produced within 3 mm the interaction vertex, so it shows as a shower attached

to the interaction vertex. The pair-production was also very asymmetric, so the

measured dE/dx was around 2 MeV/cm.

Both these events, which represent a small fraction of the simulated events

passing our rectangular cuts, could be rejected by applying a cut on the number
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(a) Simulated CCfi0 event (b) Simulated NCfi0 event.

Figure 6.47: Event displays of the collection plane of background events not rejected by
the rectangular cuts listed in Section 6.4.1.

of reconstructed showers or a cut on the dE/dx of all the reconstructed showers.

However, the pattern recognition tends to split also legit electron showers, so this

kind of cuts would sensibly a�ect also our ‹e CC0fi-Np selection e�ciency.

6.4.2 Boosted Decision Trees

Selecting signal events with rectangular cuts on kinematic and calorimetric variables

allows to assess with great precision the e�ect of every single cut. It is therefore a

very clear approach and easy to cross-check. However, it presents several limitations:

many signal events may fail only a single cut and still being rejected and it is

di�cult to optimise the combination of a large number of cuts.

A natural extension to the rectangular cuts approach is represented by the

application of a decision tree, widely used in social sciences and also in high-

energy physics. In particular, the MiniBooNE collaboration showed that Boosted

Decision Trees (BDTs) could be used for particle identification in [116], and the

D0 collaboration used BDTs for the search of single top production in [117]. A

classical decision tree algorithm can be divided into four stages, as listed in [118]

and described below.

1. Sort signal and background events by each variable.
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2. Select the variable and splitting value with the best separation.

3. Produce two nodes, one containing the events passing the selection and one

the events failing the selection. Each node has a defined purity, measured as

the fraction of signal events in the node.

4. Repeat iteratively until the stopping condition (described below) is reached.

The same variable can be used multiple times. The terminal node is called

signal leaf if it contains mostly signal events or background leaf if it contains

mostly background events.

In this analysis, the separation is measured using the Gini coe�cient G, defined

as:

G = P (1 ≠ P )
ÿ

i

Wi, (6.20)

where P is the purity of the node and Wi is the weight of the i event. The best

separation is chosen as the one which minimises the Gx + Gy sum, where x and

y are the two new nodes of the tree.

The decision to stop the iteration (the stopping condition) can depend on

multiple conditions: (1) a minimum size of the leaf can be required for statistical

significance, (2) the events are perfectly classified (purity of the leaf is 1 or 0), (3)

the purity cannot be improved with any choice of the splitting value, or (4) the tree

depth reaches a maximum value. Usually, the decision tree is produced with a set

of simulated events called training sample and then applied to an independent set

called test sample. For a single event in the test sample, the decision tree score

corresponds to the purity of the leaf where the event ends up.

The use of a decision tree to perform background rejection presents several advan-

tages:

• it is not a�ected by the curse of dimensionality: the computing consumption

scales only linearly with the number of variables used;

• the result is insensitive to duplicate variables;
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• the presence of very similar variables does not decrease the classification

power;

• the order of the training events is irrelevant;

• the result is insensitive to the transformation of the variables with any strictly

monotone function (it will produce the same event ordering and, as such, the

same decision tree).

A disadvantage of a classical decision tree is its intrinsic instability: a small

change in the training sample can produce wildly di�erent branches and leaves. In

order to solve this problem, the so-called boosting technique was introduced. In

the boosting, training events which are misclassified (a signal event ends up in a

background leaf or vice-versa) get assigned an increased weight and a new tree is

formed. This process is repeated iteratively and new m trees are created. The score

of the individual k tree Tk is taken as 1 if the event ends up in a signal leaf, or -1

if the event ends up in a background leaf. The final score T (i) of the event i is

taken as the weighted sum of the scores of the individual trees:

T (i) = 1
qm

k=1 –k

mÿ

k=1
–kTk(i). (6.21)

In this document, we will use the adaptive boosting, or AdaBoost [119]. In this

algorithm, the – coe�cient is defined as:

– = — log[(1 ≠ ‘)/‘], (6.22)

where ‘ is the weighted sum of the misclassified events and — is constant (in our

case is set at 0.5). Figure 6.48 shows function (6.22) for di�erent values of —. The

events in the k tree have their weight multiplied by e–k .

Background rejection with Boosted Decision Trees

In order to maximise our separation power, in this analysis we trained three di�erent

BDTs, each one tuned on a di�erent background category:
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Figure 6.48: Coe�cient function (6.22) of the AdaBoost boosting technique for di�erent
values of the — parameter.

Cosmic BDT: trained with Cosmic, Cosmic contaminated and Data beam-o�

events as background and ‹e CC0fi-Np events as signal.

Neutral-current BDT: trained with Beam intrinsic NC events as background

and ‹e CC0fi-Np events as signal.

CC ‹µ BDT: trained with Beam intrinsic ‹µ events as background and ‹e CC0fi-

Np events as signal.

The variables used are the same in all three BDTs and they correspond to the

ones described in Section 6.4.1, plus the angular and spatial distributions of the

reconstructed tracks and showers. The BDT has been trained on 600 trees, using

the Gini coe�cient to measure the splitting power, requiring at least 5% of the

training events in each terminal node, and using the AdaBoost boosting algorithm.

The training has been performed with the TMVA toolkit [120].

The classification power of the BDTs can be compared by looking at the Receiver

Operating Characteristic (ROC) curves, which show the background-rejection power

as a function of the signal e�ciency. Figure 6.49 shows the ROC curves for our

three BDTs, in the case of samples with 1000 signal events and 1000 background

events. The best-performing BDT is the Cosmic BDT. This is expected, since
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cosmic rays have greatly di�erent angular, topological, and kinematic distributions

when compared with neutrino interactions.
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Figure 6.49: ROC curves for the three BDTs used in this analysis, showing the
background-rejection power as a function of the signal e�ciency in a sample with 1000
signal events and 1000 background events. The points correspond to the signal e�ciency
and background-rejection coordinates of the cut applied to each BDT score.

The least powerful BDT is the Neutral-current BDT. This is because NC events

with fi0 production are the most di�cult events to reject. As we have seen in

Section 6.3.6, photons which undergo very asymmetric pair-production can have a

dE/dx around 2 MeV. When one of the photons of the fi0 æ ““ decay escapes the

detector or is not reconstructed, and the other one pair-produces asymmetrically

near the interaction vertex, the event becomes basically indistinguishable from

a ‹e CC0fi-Np interaction.

The BDT is then applied to an independent Monte Carlo sample (the test

sample) and to our data. It is very important to verify the agreement between

the BDTs score distribution in data and Monte Carlo, since the presence of a bias

in our training could create a fake excess.

Figure 6.50 shows the comparison between the data and Monte Carlo distri-

butions for the Cosmic, Neutral-current, and CC ‹µ BDTs.
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Figure 6.50: POT-normalised comparison between the data and Monte Carlo for
distributions of the BDTs score. The black points represent the data with statistical
uncertainties. The coloured stacked histograms represent the simulated events, with
the hatched histogram corresponding to the data beam-o� sample. The shaded area
represents the systematic uncertainty. Vertical axis is in log-scale.

In order to maximise our ‹e CC0fi-Np purity and have at least one event per

bin in the [0.2, 1.9] GeV range of the Edeposited spectrum (same criterion used for

the rectangular cuts), we applied the following cuts:

Cosmic BDT > 0.21, Neutral-current BDT > 0.18, CC ‹µ BDT > 0.17. (6.23)

The background rejection power and the selection e�ciency corresponding to

each BDT cut are shown in Figure 6.49.

We select 11 data beam-on events, 0.5 ± 0.13 beam-o� events, and 9.5 ± 2.3

simulated events (both ‹e and ‹µ), corresponding to 4.34 ◊ 1019 POT. The number

of selected ‹e CC0fi-Np events is 4.4 ± 1.2, which corresponds to a final e�ciency

of (13.0 ± 0.3 (stat) ± 0.5 (sys))%. The final purity of the sample is 44.3%, around

twice the one obtained with the rectangular cuts (Figure 6.52). The final e�ciency

with the BDTs is 13.0%, compared with the 9.5% obtained with the rectangular

cuts. A comparison between the e�ciency as a function of the true neutrino

energy is shown in Figure 6.51. A summary of the selected events with both

methods is shown in Table 6.3.

The distribution of the reconstructed energy spectrum Edeposited after the

application of the three BDT cuts is shown in Figure 6.53. The angular distributions

of the reconstructed showers are shown in Figure 6.54.
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Figure 6.51: Selection e�ciency as a function of true neutrino energy after the application
of the rectangular cuts (orange), and after the application of the BDTs (purple). Error
bars are statistical only.
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Figure 6.52: Purity of the sample after the event selection (green), after the application
of the rectangular cuts (orange), and after the application of the BDTs (purple) as a
function of the reconstructed energy Edeposited. Error bars are statistical only.
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Table 6.3: Summary of selected events in simulation and data with rectangular and
BDTs cuts for a MicroBooNE exposure of 4.34 ◊ 1019 POT. The uncertainties on the
simulated events are caused by systematic e�ects described in Section 7. Uncertainties on
the data events are statistical only. Numbers are rounded up to the first decimal digit.

Category Rectangular BDTs
Data beam-on 16 ± 4 11 ± 3.3
Data beam-o� 2.8 ± 0.6 0.5 ± 0.3
‹e CC0fi-Np 3.2 ± 0.8 4.4 ± 1.2
‹e CC 0.8 ± 0.2 1.5 ± 0.4
Beam intrinsic ‹µ 4.5 ± 1.5 1.7 ± 0.6
Beam intrinsic NC 2.8 ± 0.9 1.4 ± 0.5
Outside fid. vol. 0.1 ± 0.0 0.0 ± 0.0
Cosmic 0.6 ± 0.1 0.2 ± 0.1
Cosmic contaminated 0.4 ± 0.1 0.2 ± 0.1
Beam-on - beam-o� 13.2 ± 4.0 10.5 ± 3.3
Total Monte Carlo 12.4 ± 3.0 9.5 ± 2.5
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Figure 6.53: Reconstructed energy spectrum Edeposited after the application of the
BDTs cuts. The black points represent the data with statistical uncertainties. The
coloured stacked histograms represent the simulated events, with the hatched histogram
corresponding to the data beam-o� sample. The shaded area represents the systematic
uncertainty.
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Figure 6.54: Angular distribution of the selected Monte Carlo and data events after
the application of the BDTs cuts. The black points represent the data with statistical
uncertainties. The coloured stacked histograms represent the simulated events, with
the hatched histogram corresponding to the data beam-o� sample. The shaded area
represents the systematic uncertainty.

6.4.3 Interaction types

It is also possible to categorise the selected events according to the neutrino

interaction which produced the final-state particles. Figure 6.55 shows the selected

events after the rectangular and BTDs cuts as a function of the GENIE interaction

type. As expected, the majority of ‹e CC0fi-Np events were produced by a quasi-

elastic interaction, while the NC and CC ‹µ background come mainly from resonant

interactions. A significant component of electron neutrinos also interacted via Meson-

Exchange Current. This interaction involves the scatter between the neutrino and

a correlated pair of nucleons and is accompanied by a 2-nucleon emission from the

primary vertex (instead of a single nucleon emission from CCQE interactions). This

phenomenological e�ect is often also called 2 particle-2 hole (2p-2h) [121].

6.5 Validation

6.5.1 Electromagnetic shower energy loss

A way to verify if we are e�ectively selecting electron neutrinos is to study the

distribution of the electromagnetic showers energy loss per length dE/dx. If the
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Figure 6.55: Selected events classified according to the type of neutrino interaction
which generated them for di�erent event type.

data events contain a well-reconstructed electron in the final state, the dE/dx

distribution will be peaked around 2 MeV/cm. Figure 6.56 shows the dE/dx

distributions for data and Monte Carlo after the application of the rectangular cuts

(left) and after the application of the BDTs cuts (right). As expected, the peak

is in both cases around 2 MeV/cm, meaning that the dE/dx of the reconstructed

showers in data are compatible with electrons in the final state.

6.5.2 Side-bands checks

In this section we will study the agreement between data and Monte Carlo for

selected samples orthogonal to the ‹e CC0fi-Np-enriched sample obtained in Section

6.4. In order to validate the analysis, some of the background-rejecting cuts are

inverted or removed in order to enhance di�erent background components.

NC-enhanced selection

It is possible to enhance the neutral-current component (defined as beam intrinsic

NC in our analysis) by (1) inverting the cut on the shower dE/dx, and (2) removing

the cut on the shower distance (see Figures 6.37c, 6.39c). The dE/dx of the

most energetic shower must be within 3.2 MeV/cm and 5 MeV/cm to select

electromagnetic cascades that were initiated by a photon. It also ensures that
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Figure 6.56: Distribution of the reconstructed showers dE/dx after rectangular cuts
(left) and BDTs cuts (right). The black points represent the statistical subtraction of the
data beam-o� events from the data beam-on events. The coloured stacked histograms
represent the simulated events, classified according to the particle which generated the
shower.

this NC-enhanced sample is orthogonal to the ‹e CC0fi-Np selected sample. The cut

on the shower distance is removed to include events where the photon conversion

is far from the neutrino interaction vertex. Thus, our final sample will mainly

contain NC events, with some contamination of ‹µ CCfi0 events where the muon

track was tagged as a proton-like track.

Figure 6.57 shows the comparison between data and Monte Carlo for the

reconstructed energy spectrum Edeposited of the NC-enhanced event spectrum. The

agreement is good both in shape and normalisation: the data points are within

the systematic uncertainties of the simulation in every bin.

CC ‹µ-enhanced selection

It is possible to enhance the presence of the CC ‹µ background (defined as beam

intrinsic ‹µ in our analysis) by (1) removing the cut on the total number of hits

in the collection plane, (2) removing the cut on the fraction of shower hits, (3)

requiring a minimum track length, (4) requiring at least a track with 40 < ‰2
p < 220

(muon-like track), and (5) requiring that the event is selected by the external ‹µ

CC-inclusive analysis [102] (see Figures 6.34a, 6.36a, 6.40c). Also in this case the
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Figure 6.57: Reconstructed energy spectrum of the events selected with the NC-enhanced
reverse cuts. The black points represent the data with statistical uncertainties. The
coloured stacked histograms represent the simulated events, with the hatched histogram
corresponding to the data beam-o� sample. The shaded area represents the systematic
uncertainty.

CC ‹µ-enhanced sample will be orthogonal to the ‹e CC0fi-Np selected sample.

A CC ‹µ event has, by definition, a muon in the final state: as such, requiring

a track length larger than 20 cm and changing the cut on the proton ‰2
p score

decreases our muon-rejection power. The goal of the external analysis is to select

CC ‹µ events, so instead of vetoing those events as described in Section 6.2.8, we

invert this requirement by allowing only these events.

Figure 6.58 shows the agreement between data and Monte Carlo for the

reconstructed energy spectrum of the CC ‹µ-enhanced event sample. The agreement

is good both in shape and normalisation: the data points are within the systematic

uncertainties of the simulation in every bin.

6.5.3 NuMI beam event studies

It is possible to run this analysis on the complementary and independent neutrino

dataset, acquired with the NuMI beam trigger. The NuMI beam is created from
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Figure 6.58: Reconstructed energy spectrum of the events selected with the CC ‹µ-
enhanced reverse cuts. The black points represent the data with statistical uncertainties.
The coloured stacked histograms represent the simulated events, with the hatched
histogram corresponding to the data beam-o� sample. The shaded area represents
the systematic uncertainty. The bottom part of the plot shows the ratio between the data
beam-on events and the stacked histograms.

120 GeV protons hitting a carbon target [122], while the BNB is created from 8

GeV protons on a beryllium target. The NuMI beam has also a higher intrinsic

‹e component than the BNB (5% vs. 0.5%). Figure 6.59 shows a comparison of

the NuMI and BNB beam fluxes for the MicroBooNE detector. Even though it is

around 8¶ o�-axis, MicroBooNE still receives ≥ 2500 ‹e interactions per year.

As such, a study of the events selected in the NuMI dataset is of fundamental

importance to validate the ‹e CC0fi-Np selection algorithm, since it provides a

completely independent set of electron neutrinos with di�erent energy and angular

distributions. However, the price to pay is the poor understanding of the flux

at such o�-axis angle. This does not a�ect the validation, but it makes a search

for an excess extremely challenging.

In order to run on this data sample, it is necessary to change the requirement

on the reconstructed flash, since the beam-gate window is [6, 16] µs after the
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Introduction

We would like to have the NuMI flux plot approved, 
in order to be used for talk, posters etc…
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For comparison, this is 
the plot for the BNB flux:

The plot we would like to get approved:

(a) NuMI beam flux.
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Figure 1: The absolute neutrino flux prediction through the MicroBooNE detector as
calculated by the beam simulation. Shown is the flux for �µ, �̄µ, �e, and �̄e averaged through
the TPC volume with dimensions 2.56m�2.33m�10.37m.
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Figure 2: The �µ (left) and �e (right) neutrino flux just upstream of the MicroBooNE
detector. Shown is the comparison of flux constrained by global fit to K+ production data
(old) to the one that additionally includes SciBooNE data [6] (new).

2 Neutrino Flux Calculation

Figure 1 shows the predicted neutrino flux averaged through the MicroBooNE detector TPC
volume. This is the absolute flux as generated by the simulation. No scaling factors are
needed or applied.

Figure 2 shows the e�ect on the neutrino flux when SciBooNE data [5] is included in the
global fit of K+ production data [6]. Note that the flux shown in the figure was calculated
upstream of MicroBooNE detector, and not averaged through TPC volume as in Figure 1.

2

(b) BNB beam flux.

Figure 6.59: NuMI and BNB neutrino fluxes for each neutrino and antineutrino
component, when the beams are in neutrino mode.

trigger time. We apply the same rectangular cuts described in Section 6.4.1, plus

a threshold of 100 MeV on the reconstructed energy of the leading shower. This

last cut allows us to remove a large fraction of cosmogenic background without

significantly a�ecting our ‹e CC0fi-Np selection e�ciency.

Figure 6.60 shows the number of selected events in data and Monte Carlo for

2.3 ◊ 1020 NuMI POT, collected between February and June 2016 in neutrino mode.

Proper systematic uncertainties for NuMI events still need to be assessed, since

the o�-axis positioning introduces a large uncertainty in the flux that needs to be

carefully evaluated. The overall systematic uncertainty on the number of BNB

selected events before any cut is 28.2%, as described in detail in Chapter 7. A

conservative estimate gives an expected 30% systematic uncertainty in the number

of selected NuMI events after the rectangular cuts.

We select 46 data events, 39.7 ± 11.9 signal (‹e CC0fi-Np) events, and 23.1 ± 6.9

background events. In order to calculate the significance of the detection of ‹e CC0fi-

Np events, it is necessary to take into account the large size of the signal s with

respect to the background b. In this case, the usual formula:

‡ = sÔ
b

(6.24)

is not valid. Thus, we adopt a profile-likelihood ratio test, as described in [123].

Assuming a 30% systematic uncertainty, the expected (observed) significance for
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Figure 6.60: Number of selected events after the selection and rectangular cuts described
in Section 6.4.1, plus an additional threshold on the leading shower energy of 100 MeV.
The simulated events are classified according to the event category. The number of events
corresponds to 2.3 ◊ 1020 NuMI POT in neutrino mode.

the detection of ‹e CC0fi-Np events is 3.4‡ (2.2‡). The statistical-only significance

is 6.8‡ (4.2‡).

This result represents a very important cross-check for the analysis, since it

gives us confidence that we are indeed selecting ‹e CC0fi-Np interactions. It also

provides a larger sample of electron neutrinos, allowing us to study in detail the

shower properties, which will lead to improved cuts and selection e�ciencies.
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In this chapter we will describe and evaluate the main systematic uncertainties

which a�ect the selection of ‹e CC0fi-Np events and the sensitivity to the low-

energy excess of electron-like events.

7.1 Introduction

In this analysis, the systematic uncertainties which a�ect the measurements of the

quantities described in Section 6.2 can be divided into three main categories.

Flux simulation. The amount of ‹µ and ‹e reaching the MicroBooNE detector

is evaluated by an independent simulation of the neutrino flux of the BNB,

used also in the MiniBooNE experiment. This simulation is a�ected by

uncertainties which need to be taken into account.

135
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Cross-section modelling. Our Monte Carlo simulation relies on the neutrino

generator provided by the GENIE collaboration [99]. This generator can be

configured to use di�erent physics models and interaction parameters (e.g.

axial mass in a CCQE interaction, cross-section normalisation factors, etc.),

which can a�ect the relative abundance and the energy of the particles in the

final state. The parameters and the physics models are described in detail in

the GENIE Physics Manual [124].

Detector simulation. The detector response (noise removal, signal processing,

hit reconstruction) must be carefully simulated in order to achieve a good

agreement between data and Monte Carlo in the reconstructed quantities

used for background rejection. Several detector parameters are not perfectly

understood and the e�ect of these uncertainties must be assessed.

The systematic uncertainties related to the flux and the neutrino generator are

evaluated by simulating several universes, where the GENIE and flux parameters

are varied within their uncertainties. If the parameter p is known with uncertainty

�p, then the single universe will have the parameter varied by c�p, where c is

randomly drawn from a Gaussian distribution with µ = 0 and ‡ = 1.

The covariance matrix for the flux and cross-section uncertainties is defined as:

Eflux,GENIE
ij = 1

Nu

Nuÿ

u=0
(xu

i ≠ xcv
i )(xu

j ≠ xcv
j ), (7.1)

where i, j are the bins of the x reconstructed quantity, Nu is the number of simulated

universes (100 in our case), xu is the reconstructed quantity in the universe u and

xcv is the central value of the reconstructed quantity. The detector systematic

uncertainties are instead evaluated by varying one parameter at the time. In

this case, the covariance matrix is:

Edet
ij =

vÿ

s=0
(xs

i ≠ xcv
i )(xs

j ≠ xcv
j ), (7.2)

where v is the number of detector variations samples and xs is the value of the

reconstructed variable in the sample s. The total covariance matrix E is defined as:

Esys = Estat + Eflux + EGENIE + Edet, (7.3)
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where Estat corresponds to the statistical uncertainty of the Monte Carlo and data

beam-o� samples, given their limited size. The systematic uncertainty for the bin

i, shown in the plots of Section 6.2, corresponds to square root of the diagonal

elements of the covariance matrix
Ô

Eii. The fractional covariance matrix F is

directly obtained from the covariance matrix and the central values as:

Fij = Eij

xcv
i xcv

j

. (7.4)

The linear correlation matrix fl is defined as:

flij = EijÒ
EiiEjj

. (7.5)

This matrix provides a measure of the correlation of the uncertainty between the bin

i and the bin j. The value of flij can be between -1 (completely anti-correlated) and

+1 (completely correlated). The elements on the diagonal will have by definition

flii = +1. Positive correlation is usually caused by e�ects which change the overall

number of events (e.g. the magnitude of the neutrino flux): in this case the increase

of events in the bin i will correspond to an increase of events in the bin j (and vice-

versa). Negative correlation is instead caused by e�ects which change the shape of

the distribution and keep the number of events constant: in this case the increase of

events in the bin i will correspond to a decrease of events in the bin j (and vice-versa).

7.2 Flux systematic uncertainties

MicroBooNE is using the same simulation of the BNB flux developed by the Mini-

BooNE collaboration. The di�erent contributions to the systematic uncertainties of

this simulation are thoroughly described in [46] and summarised in Section 4.3.2.

In this analysis, the systematic uncertainties related to the flux simulation are

evaluated by generating 100 universes, where the flux parameters are varied within

their uncertainties and their correlation is taken into account.

Figure 7.2a shows the central value of the ‹e CC0fi-Np selection e�ciency and

the corresponding value for each flux variation universe. Also here, the variation

in the e�ciency is small, as expected. Figure 7.2b shows a bias of the variation
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samples with respect to the nominal simulation, which does not correspond to the

average of the universes. This is caused by an inconsistency of the pion production

cross-section used in the generation of the universes. Figure 7.1 shows the pion

production cross-section as measured by HARP [125] and the fit with the Sanford-

Wang parametrisation [126], which are not in agreement at low momentum. The

nominal Monte Carlo simulation uses the result of the Sanford-Wang fit, while the

systematic uncertainties are evaluated with a spline interpolation of the HARP data.

7.2 Beam Flux Uncertainties Chapter 7. Systematic Uncertainties

MicroBooNE DocDB–8622 v2.0/ 16

smeared Sanford-Wang parameters agreed poorly with the measured HARP data that inflated

the uncertainties. A new method was developed [13] that utilizes a central value from this

initial Sanford-Wang parameterization. As shown in Fig. 8 HARP provided double di�erential

charged pion production cross sections at the Booster energies. These cross sections were mea-

sured in 78 analysis bins of both outgoing hadron momentum and angle (analysis bin edges

�� = [0.03, 0.06, 0.09, 0.12, 0.15, 0.18, 0.21] and p� =

[0.75, 1.00, 1.25, 1.50, 1.75, 2.00, 2.25, 2.50, 2.75, 3.00, 3.25, 4.00, 5.00, 6.50]) and came with a full

covariance matrix. This 78 � 78 covariance matrix allows us to study the correlated varia-

tions of each cross section measurement. Using this covariance matrix and these cross section

measurements what we can do is then create a variation in the measured HARP cross section

measurement and then spline this double di�erential cross section to extract the modified cross

section at our exact hadron kinematics and compare that to the Sanford-Wang cross section

parameterization.
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(b) Negative Pion Production.

FIG. 9: HARP pion production cross section measurements as a function of outgoing hadron mo-

mentum at a fixed hadron angle (�� = 0.105 rad.). The plots include the measurements, in blue, the

Sanford-Wang parameterization, in red, and the profile of 1,000 spline fits to correlated variations in

the HARP measured cross sections, in gray.

To create variations we use the method described in Sec. 9 and the covariance matrices

defined in Ref. [9]. With these we can then create a new set of binned hadron production

cross sections, from here we want to spline these measurements in both momentum and angle.

Before we start it is important to note that MiniBooNE did this by employing the CERN library

Fortran DCSPLN function [10]. This is an implementation of a cubic spline, where at each bin of

the distribution a third-order polynomial is fit and is required to be smooth with the polynomial

fits that proceed and follow the current bin. This specific implementation of the cubic spline

16

Figure 7.17: HARP pion production
cross section measurements as a func-
tion of outgoing hadron momentum at
a fixed hadron angle (�� = 0.105 rad.).
The plots include the measurements, in
blue, the Sanford-Wang parameterisa-
tion, in red, and the profile of 1000 spline
fits to correlated variations in the HARP
measured cross sections, in grey. From
[51].

reported in this way will not cover a 68% interval, but rather a larger interval (as 1912

we are adding a bias to covariance matrix). This is not correct, but construction of 1913

the proper covariance matrix will need a new flux evaluation that doesn’t allow for 1914

biases, and so a new MC production. This is planned for the future, but we are 1915

currently not setup for it. 1916

With this in mind, we are going to evaluate the flux systematic uncertainties 1917

for the total and differential cross sections. For every universe, a new cross section 1918

is calculated, this time according to: 1919

�
d�

dpµ

�

k,s

=
Nk � Bk,s

�k,s · Ntarget · �s
�µ

· (�pµ)k
(7.16)

where now the simulated background events, the efficiency, migration matrix, and 1920

the integrated flux, all depend on the universe s. The difference to the GENIE 1921

re-weighting is that now we also need to re-evaluate the integrated flux for every 1922

universe. This is done by converting the original gsimple files (flux files) in art-root 1923

format, running the EventWeight code to produce the weights, and constructing 1924

1000 flux histograms, one per every universe. The random number seeds used 1925

to generate the weights are the same as the one used in the nominal simulation 1926

to evaluate Bk,s and �k,s, which ensures the flux histograms belong to the same 1927

universes. For this analysis we use the flux histograms that were produced for the 1928

�µCC�0 analysis [53]. 1929

The total cross section relative uncertainties for all the flux systematic categories 1930

are shown in Table 7.2. The overall flux systematic relative uncertainties amounts 1931

to 12.16%, where the main contributions arise from the �+ production cross section 1932

and the non-hadron systematics. Figure 7.18 shows the total cross section for all 1933

the universes in a colour map, and the nominal cross section in red. One can clearly 1934

see the bias described above here, where almost all the universes predict a cross 1935

section smaller than the nominal central value. The red error bars in this plot are 1936

the cross section systematic uncertainties derived from the these universes. 1937

Figure 7.19 and 7.20 show the covariance matrices for the muon momentum 1938

127

Figure 7.1: Pion production at a fixed angle as measured by the HARP experiment and
fit with the Sanford-Wang parametrisation.

In this case, the nominal value is considered as the central value in the

covariance matrix definition of Equation 7.1. The flux-related uncertainty in

the number of simulated selected events (no beam-o� data) before the background

rejection is 12.3%.

Also in this case the correlation matrix in Figure 7.2d shows that the flux

systematic e�ect are positively correlated in the Edeposited bins, which means they

generally increase of decrease the total number of neutrino interactions.
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(b) Energy spectrum of the selected events.
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(d) Correlation matrix.

Figure 7.2: Selection e�ciency, reconstructed energy spectrum, fractional covariance
matrix, and correlation matrix obtained by varying the BNB flux parameters in 100
simulated universes. The colour scale for the selection e�ciency and the energy spectrum
corresponds to the number of universes. The red bars correspond to the central value and
its flux systematic uncertainty only. The data beam-o� sample is not included in these
plots.
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7.3 Cross-section systematic uncertainties

In order to estimate the cross-section systematic uncertainties, the standard GENIE

parameters described in the Chapter 9 of the GENIE User Manual [124] are

simultaneously varied within their uncertainties in Nu = 100 simulated universes.

The correlation between the parameters is accounted for internally by GENIE. A

calculated weight gets assigned to each universe, which is applied when filling the

histograms of the reconstructed quantities. The uncertainties shown here do not

include systematic e�ects associated with Random Phase Approximation (RPA)

and with Meson Exchange Current (MEC) interactions. RPA refers to long-range

multi-nucleon correlations which suppress the neutrino-nucleon cross-section at

low-exchanged momentum Q2 [127]. MEC interactions involve the scatter between

the neutrino and a correlated pair of nucleons (2p-2h) [38]. These two systematic

e�ects will be quantified in a future version of the analysis.

Figure 7.3a shows the central value of the ‹e CC0fi-Np selection e�ciency and

the corresponding value for each GENIE variation universe. The variation in this

case is expected to be small, since we are essentially dividing two distributions

(passed and total) with similar weights. Figure 7.3b and Figure 7.3c show that

the variations in the reconstructed energy spectrum are larger at lower energies,

which is the energy region most a�ected by the GENIE parameters uncertainties.

The GENIE-related uncertainty in the number of simulated selected events (no

beam-o� data) before the background rejection is 7.9%. The correlation matrix in

Figure 7.3d shows that the bins are mostly positively correlated. This means that

the variations of the GENIE parameters have in our case mostly a normalisation

e�ect (i.e. they change the total number of events).

7.4 Detector systematic uncertainties

The detector systematic uncertainties have been measured by simulating several

samples where a single detector parameter is varied by its estimated ±1‡ uncertainty
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(a) ‹e CC0fi-Np selection e�ciency.
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(b) Energy spectrum of the selected events.
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Figure 7.3: Selection e�ciency, reconstructed energy spectrum, fractional covariance
matrix, and correlation matrix obtained by varying the standard GENIE parameters
in 100 simulated universes. The colour scale for the selection e�ciency and the energy
spectrum corresponds to the number of universes. The red bars correspond to the central
value and its cross-section systematic uncertainty only. Events with MEC interactions
are not included in these plots and the uncertainties do not include RPA e�ects. The
data beam-o� sample is not included in these plots.
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or where a di�erent physics model is used. The detector variations taken into

consideration are described below.

Space-charge e�ect. The x-dependence of the space-charge e�ect is estimated

with a data-driven procedure and its magnitude is scaled by 0.7.

Dynamic Induced Charge. Improved simulation of the induction of charge on

the neighbouring wires.

Light simulation. Improved simulation of the light production in the detector.

Saturated channels. Channels that tend to saturate are turned o� in the simula-

tion.

Misconfigured channels. Channels with misconfigured ASIC gains and shaping

are turned o� in the simulation.

Electron lifetime. Lifetime of the electron in the detector is reduced to 10 ms,

which corresponds to a lower LAr purity.

Recombination model. The Birks model of recombination [80] is used instead

of the modified box model [108].

Longitudinal di�usion. The longitude di�usion is varied by ±1‡ of its estimated

uncertainty.

Transverse di�usion. The transverse di�usion is varied by ±1‡ of its estimated

uncertainty.

Wire noise. The amount of noise on the wires is varied by ±1‡ of its estimated

uncertainty.

PE noise. The amount of single-PE noise in the PMTs is varied by ±1‡ of its

estimated uncertainty.

Cryostat light. The light outside the TPC but inside the cryostat is increased by

20%.
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Wire response. The wire response functions are squeezed by 20%.

In this case, the covariance matrix is calculated using the definition in Equation

7.2. The fractional covariance matrix and the reconstructed energy spectrum are

shown in Figure 7.4b and Figure 7.4a, respectively. The uncertainty related to the

detector systematic e�ects in the number of simulated selected events is 24.0%.

The limited size of the detector variation samples does not allow us to calculate

the covariance matrix after the rectangular or BDTs cuts. For this reason, a flat

24.0% detector uncertainty is applied to the simulated events not rejected by the

rectangular or BDTs cuts. These high detector systematic uncertainties reflect our

knowledge of the detector when the samples were generated (August 2018). However,

we are now able to simulate the detector more precisely, by including e.g. a full

data-driven map of the space-charge e�ect and the charge induction on neighbouring

wires, which will lead us to significantly smaller systematic uncertainties.

The details of the detector systematic uncertainties are listed in Table 7.1. In

this case, the detector variations ‡det are defined as:

‡det = xcv ≠ xs

xcv
, (7.6)

where xcv is the number of the selected events in the central value sample and xs is

the number of selected events in the variation sample s. For the samples where one

detector parameter was varied by its ±1‡ uncertainty, the larger variation is quoted.

The components showing the largest variations are the Cosmic, Cosmic contam-

inated, and Outside fid. vol. background categories. In particular, the sample with

a di�erent simulation of the space-charge e�ect causes a variation of the Cosmic,

Cosmic contaminated, and Outside fid. vol. components of 28.0%, 42.0%, and 32.5%,

respectively. This is expected, since these events are mostly located near the borders

of the TPC, so if the magnitude of the space-charge e�ect is decreased, more events

will be shifted towards the borders and then removed by the fiducial volume cut.

The sample with an improved simulation of the charge induced on the neighbour-

ing wires introduces a large variation in the Beam intrinsic ‹µ component (19.0%

more events in the detector variation sample). This is because this simulation
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makes ionisation tracks look more like shower objects, increasing the number of

events which satisfy our topology requirement.

The correlation matrix in Figure 7.4c shows a positive correlation among the

Edeposited bins, mainly dominated by the space-charge e�ect. As explained above,

an increase (decrease) in the magnitude of this e�ect cause an increase (decrease)

in the number of cosmogenic background events selected.
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Figure 7.4: Reconstructed energy spectrum, fractional covariance matrix, and correlation
matrix obtained with the detector variations samples. The red bars correspond to the
central value and its detector systematic uncertainty only. The data beam-o� sample is
not included in these plots.
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Table 7.1: Summary of the detector uncertainties variations in the BNB+cosmic sample,
broken down by event category.

Sample Beam
intrinsic

‹µ [%]

Beam
intrinsic
NC [%]

Outside
fid. vol.

[%]

Cosmic
contam.

[%]

Cosmic
[%]

Total
[%]

SCE 8.5 2.9 32.5 42.0 28.0 20.3
Reco. model 3.2 4.9 14.4 4.0 -3.5 2.5
DIC -19.0 2.8 15.9 -7.3 -11.5 -8.8
Light sim. 3.6 0.4 7.0 20.1 -4.9 4.5
Sat. chan. -6.9 3.6 4.2 -0.4 -5.5 -1.4
e≠ lifetime 9.1 5.2 21.1 4.0 6.3 7.0
Long. di�. 3.2 0.2 12.0 11.9 -4.3 -0.4
Trans. di�. 1.5 2.2 5.0 3.9 -3.1 1.1
Mis. chan. -4.6 4.0 4.2 0.5 -2.4 -0.8
Wire noise 3.4 3.7 6.0 5.9 -3.0 0.5
PE noise -0.7 2.4 14.4 5.1 -8.6 -0.2
Cryo. light 2.9 2.1 14.3 3.5 -2.9 1.1
Wire res. 3.9 4.3 5.0 3.7 -1.1 2.7

7.5 Summary

Table 7.2 shows the uncertainty in the number of selected events before the

background rejection for the cross-section, flux, and detector systematic variations,

broken down by event category. There are no detector variations available for

the ‹e+cosmic and dirt samples. As such, at this stage, the uncertainty on these

samples is assumed to be the same one of the BNB+cosmic sample.

The total uncertainty on the number of selected events before the background

rejection stage, obtained with Equation 7.3, is 28.2 %. The statistical uncertainty

on the data o�-beam sample is 1.0%.

The flux and cross-section systematic uncertainties do not show a large variation

among the background categories of the BNB+cosmic sample. The smallest

cross-section variation is 8.6% for the Cosmic contaminated and Outside fid. vol.

component, while the largest is 10.4% for the Beam intrinsic ‹µ category. The flux

variations span from 9.3% for the Cosmic events to 12.7% for the Beam intrinsic NC

component. The flux and cross-section variations for the Cosmic and the Cosmic
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Table 7.2: Summary of the systematic uncertainties variations in the BNB+cosmic
sample, break down by event category.

Category Cross-section [%] Flux [%] Detector [%]
‹e CC0fi-Np 16.8 13.0 -
‹e CC 11.1 10.9 -
Beam intrinsic ‹µ 10.4 12.1 25.6
Beam intrinsic NC 9.5 12.7 11.9
Outside fid. vol. 8.6 11.0 51.9
Cosmic 9.3 9.3 34.0
Cosmic contaminated 8.6 11.0 49.5
Total 7.9 12.3 24.0

contaminated categories refer to the simulated neutrino interaction in the event, as

the cosmic themselves are obviously not a�ected by the neutrino cross section.

The flux and cross-section uncertainties have been evaluated also for the events

in the ‹e + cosmic and dirt samples. The flux (cross-section) uncertainties are

13.0% and 10.9% (16.8% and 11.1%) for the ‹e CC0fi-Np and the ‹e CC events,

respectively. This higher uncertainties, compared with the BNB+cosmic sample,

reflect the limited ‹e cross-section measurements available.
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(b) Correlation matrix.

Figure 7.5: Full fractional covariance (left) and correlation (right) matrices obtained by
combining the statistical, cross-section, flux, and detector uncertainties for the Edeposited
distribution before the background rejection.

Figure 7.5 shows the full fractional covariance and correlation matrices obtained

by combining the statistical, cross-section, flux, and detector uncertainties for the
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Edeposited distribution before the background rejection. The covariance matrix is

used to calculate the systematic uncertainties shown in Figure 6.33.
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In this chapter we will evaluate the current sensitivity of the ‹e CC0fi-Np

selection to the MiniBooNE low-energy excess in the electron hypothesis. First,

the process to estimate the MiniBooNE excess in the MicroBooNE experiment

will be described. Then, the sensitivity of the selection will be calculated, taking

into account the systematic uncertainties. Thus, the improvements in the selection

e�ciency and background rejection needed to reach 5‡ sensitivity will be calculated.

8.1 Estimation of the MiniBooNE signal in Mi-
croBooNE

In order to assess the sensitivity of our analysis to the MiniBooNE low-energy excess

in the electron hypothesis, it is necessary to remove the e�ects of the MiniBooNE

detector response, event reconstruction, and selection from the estimation of the

148
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excess. This procedure is usually defined as unfolding [128]. Figure 8.1 shows

the MiniBooNE low-energy excess result used in this section: it includes the

6.46 ◊ 1020 POT collected in neutrino mode and analysed in [129] (does not include

the latest data run used for the result in [48]).
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Figure 2: The MiniBooNE low-energy excess (observed MiniBooNE data minus total background prediction
in MiniBooNE), compared to absolutely normalized MiniBooNE MC-predicted backgrounds originating from
intrinsic ⌫e only ( left) and NC resonant � production and subsequent radiative decay ( right), with the
remaining backgrounds subtracted o�. Error bars indicate full statistical uncertainties on observed data and
MC statistical uncertainties are included as gray shaded region. It is the black data points that are the
starting point for the unfolding. By assuming these explicit backgrounds (left/right) as the LEE source, the
black points are then assumed to be the result of an increase in underlying green/tan spectra respectively. The
unfolding procedure followed in this analysis aims at determining this increase quantitatively, as a function
of some MC-truth variable for each exclusive source sample (intrinsic ⌫e CC/NC � � N�).

be the reconstructed neutrino energy assuming quasi elastic scattering, EQE
� , under the electron hypothesis,

which is defined as

EQE =
mNEvis � 1

2m2
e

mN � Evis +
�

E2
vis � m2

e cos �
� mNEvis

mN � Evis(1 � cos �)
, (20)

where mN is the mass of the struck nucleon, Evis and cos � are the total visible energy and angle of a
reconstructed electron-like Cherenkov cone. The true neutrino spectrum and reconstructed spectrum after
CCQE event selection are provided in Fig. 3 alongside the associated response matrix A and true neutrino
energy dependent e�ciency.

9

Figure 8.1: The MiniBooNE low-energy excess compared to the simulated MiniBooNE
beam-intrinsic ‹e component. The error bars correspond to the data statistical
uncertainties on observed data, and the shaded region corresponds to the Monte Carlo
systematic uncertainties. From [128].

The detector and selection e�ects are entirely described by a response matrix

C, which transforms a true spectrum t, in our case of the true neutrino energy

E‹ , into a reconstructed spectrum r, which for us will be the reconstructed CCQE

energy ECCQE
‹ :

ti = Cijrj. (8.1)

Figure 8.2 shows the response matrix C for the MiniBooNE experiment which
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maps E‹ into ECCQE
‹ . In order to calculate this matrix, the MiniBooNE collabora-

tion provided us full access to their Monte Carlo simulation and selection code.
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Figure 3: Left: True underlying intrinsic ⌫e CC (t�, in blue) and reconstructed ⌫e CCQE event distributions
in MiniBooNE, after reconstruction and MiniBooNE CCQE selection (ri, in green), as functions of true
neutrino energy E� and reconstructed EQE

� , respectively. Shown also is the combined detector, reconstruction,
and ⌫e CCQE selection e�ciency in the bottom panel, as a function of true neutrino energy, E� . Note that
below 200 MeV in true neutrino energy, no events pass the ⌫e CCQE selection leading to a 0% e�ciency.
This means one cannot unfold to below 200 MeV in true neutrino energy. Right: The response matrix
constructed such that it folds the Monte Carlo truth to Monte Carlo reconstructed variables as shown in the
left, i.e. r = At. The z color scale represents the conditional probability.

4 Photon-like Model: Enhanced rate of NC � resonance with
subsequent radiative decay

In this model it is assumed that the MiniBooNE LEE is solely due to an increased rate of resonant
production of �’s (�± or �0) with subsequent radiative decay. The vast majority of events that pass the
MiniBooNE CCQE selection cuts are NC �0 events, with only 0.2% of radiative events being CC �± pro-
duction. Kinematically, resonant � production with subsequent radiative decay is very close spectrally to
the LEE signal, as can be seen in Figure 1. Although constrained by electron scattering measurements,
radiative decay of �’s from resonant scattering in the neutrino sector has never been directly measured and
is the primary photon-like candidate that could explain the MiniBooNE LEE. The true underlying signal is
defined as a function of the parent ⌫ energy assuming NC � resonant interaction and subsequent radiative
decay. The reconstructed variable is taken to be the reconstructed neutrino energy assuming CCQE scat-
tering, EQE

� 20 as defined above, taking the photon energy as the electron energy.

In Figure 4, the true and reconstructed spectra for NC � � N� in MiniBooNE are plotted alongside
the associated response matrix mapping between them. As can been seen, the response matrix is highly
o�-diagonal, even more so that the case of the intrinsic ⌫e CC model signal. In fact, the combined detector
and CCQE selection e�ciency is approximately energy independent, as seen in the bottom panel of the
figure on the left. Thus, neutrinos of all energies that interact via NC scattering to produce a � are equally
likely to produce a photon that is subsequently mis-identified as an electron in the MiniBooNE detector.

10

Figure 8.2: The MiniBooNE response matrix for the electron hypothesis of the low-energy
excess. From [128].

Technically, the unfolding process consists in the creation of the inverse map C≠1

from the reconstructed variable r, in the MiniBooNE analysis, to the true variable

t. We decided to use the same energy range of the MiniBooNE collaboration,

so we are not looking at the MiniBooNE data and simulation below 200 MeV

to perform the unfolding.

However, the folding process (from true to reconstructed variables) usually causes

partial loss of information and makes the unfolding procedure not straightforward.

In particular, it is possible to have several true distributions corresponding to a

single reconstructed distribution. This e�ect introduces a large uncertainty in our

procedure, which can be reduced with the regularisation process. The regularisation
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introduces a small bias (usually motivated by physics arguments) in order to reduce

the variance of our possible true distributions.
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Figure 5: Results of unfolding the MiniBooNE LEE under both the electron-like intrinsic ⌫e CC hypoth-
esis ( left) and photon-like increased NC resonant � production, with subsequent radiative decay hypothesis
( right), both obtained using the D’Agostini iterative unfolding algorithm. The unfolded spectra itself, as
well as the MiniBooNE Monte Carlo spectrum, t�, are plotted in both cases indicating the energy dependent
increase necessary to account for the observed MiniBooNE LEE, highlighted by the ratio of these which is
shown below.

As a cross-check, the results of unfolding the electron-like model using the alternative SVD unfolding
approach is shown alongside the D’Agostini’s iterative method in Fig. 6. As can be seen, these distinct
algorithms give strikingly similar central value predictions for the unfolded ratio.

As mentioned above, the unfolding cannot be continued below 200 MeV in true neutrino energy as the
combined e�ect of detector, reconstruction and ⌫e CCQE analysis selections leads to a 0% MiniBooNE e�-
ciency below this. A 0% e�ciency means that any number of true events below this is equally consistent with
the MiniBooNE observation, thus any extrapolation below this cuto� energy would have infinite uncertainty
and give no additional information. The main reason for this drop in e�ciency is a 140 MeV cut applied to
the visible energy of the reconstructed EM shower, as well as the lowest energy bin in reconstructed energy
being at 200 MeV reconstructed EQE

� .

The models presented here are the first and prerequisite step in quantifying the level at which MicroBooNE
can determine or exclude the origin of the MiniBooNE LEE anomaly. These models, as well as any other
hypothesis that one may want to consider, can then be imported into MicroBooNE by rescaling the rate of
intrinsic ⌫e CC events or rate of NC � � N� events in the MicroBooNE Monte Carlo, allowing for their
direct inclusion in MicroBooNE analyses.

12

Figure 8.3: Unfolded MiniBooNE beam intrinsic ‹e Monte Carlo and data spectra in
the electron hypothesis. It represents the result of the unfolding of Figure 8.1. The filled
area correspond to the data unfolding uncertainty. From [128].

The result of the unfolding of the distributions in Figure 8.1 is shown in Figure

8.3: in the electron hypothesis, the MiniBooNE low-energy excess corresponds to

a scaling of the beam intrinsic ‹e component as a function of the true E‹ energy.

The ratio between the unfolded data spectrum and the unfolded Monte Carlo

spectrum is slightly lower than 1 at 600 MeV < E‹ < 1000 MeV. In this case, we

do not scale our beam intrinsic ‹e component.

8.2 Sensitivity to the excess

Once we have unfolded the MiniBooNE low-energy excess, it is possible to process

a sample of beam intrinsic ‹e, scaled by the factors shown in Figure 8.3, through
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the entire MicroBooNE simulation and reconstruction chain. Figure 8.4 shows

the reconstructed energy spectra Edeposited after the application of the rectangular

cuts (left) and of the BDTs cuts (right), including the simulated low-energy excess

signal (in light green). We select 0.56 (0.40) low-energy excess events after the

application of the rectangular cuts (BDTs cuts) for an exposure of the MicroBooNE

detector of 4.34 ◊ 1019 POT. When scaled to the expected amount of collected

POT (13.2 ◊ 1020), the selected events become 17.3 (12.3).
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0 0.5 1 1.5 2 2.5
 [GeV]depositedE

0.1

0.2

0.3

0.4

0.5

0.6

0.7
 N

. E
nt

rie
s 

/ 0
.0

5 
G

eV  prob. = 0.732χ

K-S prob. = 1.00

MicroBooNE Preliminary 4.3e+19 POT
Data beam-on: 11 entries Data beam-off: 0.5 entries

: 1.7 entriesµνBeam Intrinsic Beam Intrinsic NC: 1.4 entries
Outside fid. vol.: 0.0 entries Cosmic contaminated: 0.2 entries
Cosmic: 0.2 entries  CC: 1.5 entrieseν

-Np: 4.4 entriesπ CC0eν Low-energy excess: 0.4 entries
Sys. uncertainty  1.9 3

MicroBooNE Preliminary 4.3e+19 POT
Data beam-on: 11 entries Data beam-off: 0.5 entries

: 1.7 entriesµνBeam Intrinsic Beam Intrinsic NC: 1.4 entries
Outside fid. vol.: 0.0 entries Cosmic contaminated: 0.2 entries
Cosmic: 0.2 entries  CC: 1.5 entrieseν

-Np: 4.4 entriesπ CC0eν Low-energy excess: 0.4 entries
Sys. uncertainty

MicroBooNE Preliminary 4.3e+19 POT
Data beam-on: 11 entries Data beam-off: 0.5 entries

: 1.7 entriesµνBeam Intrinsic Beam Intrinsic NC: 1.4 entries
Outside fid. vol.: 0.0 entries Cosmic contaminated: 0.2 entries
Cosmic: 0.2 entries  CC: 1.5 entrieseν

-Np: 4.4 entriesπ CC0eν Low-energy excess: 0.4 entries
Sys. uncertainty

(b) BDTs cuts.

Figure 8.4: Energy spectrum Edeposited of the selected events stacked with the
MiniBooNE low-energy excess signal in the electron hypothesis (light green). The
black points represent the data with statistical uncertainties. The coloured stacked
histograms represent the simulated events, with the hatched histogram corresponding
to the data beam-o� sample. The shaded area represents the systematic uncertainty.
These distributions are identical to the ones in Figure 6.45 and Figure 6.53, except for
the low-energy excess signal component.

Table 8.1 shows the expected sensitivity to the MiniBooNE low-energy excess

for 13.2 ◊ 1020 POT collected by MicroBooNE. The sensitivity has been measured

with a �‰2 test [130] as:

‡ =
Ò

�‰2 =
Ò

S̨T E≠1S̨, (8.2)

where S̨ is a vector of length n containing the number of signal events in the

n bins and E is the covariance matrix as defined in Equation 7.1. In the case
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of statistical-only significance, the covariance matrix has only diagonal entries,

corresponding to the number of background events.

Table 8.1: Summary of the sensitivities to the MiniBooNE low-energy excess in the
electron hypothesis for an exposure of the MicroBooNE detector of 13.2 ◊ 1020 POT. The
uncertainties in the number of events include the systematic e�ects described in Section 7.

Method Exp. signal
events

Exp. bkg.
events

Stat. only
significance [‡]

Sys. and stat.
significance [‡]

Rectangular 17.3 ± 4.2 462.7 ± 111.1 1.25 0.83
BDTs 12.3 ± 3.0 298.9 ± 71.7 2.08 1.76

While being informative, these values must be anyway interpreted very carefully

for several reasons, listed below.

• The values of the rectangular cuts were not optimised on the low-energy excess

signal, but on the ‹e CC0fi-Np component. This result reflects our choice

to be as agnostic as possible on the shape of the eventual low-energy excess

signal.

• For the same reason, the BDTs were not trained on the low-energy excess

signal. Their performances are then not optimised to select low-energy electron

neutrinos.

• The limited amount of data in the unblinded sample (corresponding to around

3% of the expected amount of POT collected by MicroBooNE) does not allow

us to validate stricter cuts.

• The systematic uncertainties are not optimised. In particular, the detector

uncertainties are in our case dominated by the uncertainty on the space-charge

e�ect, which will be greatly reduced once a full data-driven map is available.

• The flux and cross-section systematic uncertainties can be reduced by per-

forming a combined ‹e + ‹µ analysis. In this case, the covariance matrix will

contain also the selected ‹µ events and the o�-diagonal elements will correlate

‹e and ‹µ events. In this way, it is possible also the reduce the e�ect of the
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cross-section uncertainty on the sensitivity, since ‹µ and ‹e cross sections are

closely related.

• Several improvements in the signal reconstruction, cosmic-ray rejection,

and pattern recognition have been implemented in the software or will be

implemented soon. An overview of these changes will be given in Section 8.3.

8.3 Future improvements

Cosmic Ray Tagger

As seen in Section 6.2.8, the dominant source of events passing the pre-selection is

represented by cosmic-ray interactions. The Cosmic Ray Tagger (CRT), described

extensively in [93], o�ers several ways to reject these events at the pre-selection

stage. First, a coincidence veto of in-time flashes in the PMTs and CRT would

allow us to reject a significant background of data beam-o� events. There is

some danger that neutrino interactions are also vetoed by this coincidence, but

that is unlikely for ‹e events, since most of the particles which exit the TPC

and can hit the CRT are muons.

Additionally, for events where an out-of-TPC neutrino interaction creates a

flash in time with the beam, but a cosmic interaction is matched to that flash, the

CRT can also be useful. TPC-to-CRT matching of muon tracks can mitigate this

background by flagging a TPC neutrino candidate object and allow us to reject

out-of-time cosmic rays matched to an in-time, out-of-TPC neutrino flash.

Cosmic-ray rejection is also particularly important at low energy, where a Michel

electron can often mimic the topology of an electron neutrino.

The CRT was not used in this analysis because it was not yet installed when

the data sample analysed here was recorded. At as of January 2019, there are

5 ◊ 1020 POT collected without the CRT and more than 6 ◊ 1020 POT collected

with the CRT. With the full approved running of MicroBooNE (1.32 ◊ 1021 POT),

we anticipate we will collect 8.2 ◊ 1020 POT with the CRT.
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Event reconstruction improvements

As shown in Section 6.2.7, the selection ine�ciency depends on several factors. In

particular, a better object reconstruction will allow to recover the events where

reconstruction issues did not allow to satisfy the topology requirement (13.7% of the

events do not have showers reconstructed and 3.5% have only one shower) or in which

a cosmic ray is wrongly selected as neutrino candidate (7.9%). Further improvements

in reconstruction and selection can be made to reduce the cosmic contamination

in the selected events (cosmic contaminated background). In particular, changes

in the Pandora framework have been implemented which will improve the cosmic

rejection and the neutrino selection e�ciency. A preliminary study on the data

beam-o� sample shows an improvement in the cosmic rejection by a factor of 5.

Proton and electron particle identification

The current performances of the selection rely essentially on the measured dE/dx of

the reconstructed showers to identify the electron in the event and on the measured

dE/dx of the reconstructed tracks to identify the protons. An improvement in

the shower clustering and vertexing will directly cause an increase of the signal

e�ciency, since more electron showers will have a correctly measured dE/dx. At the

moment, only the collection plane is used for calorimetric measurements. However,

when the showers or the tracks are aligned to the collection plane, the number of

reconstructed hits is not su�cient for the measurement of the dE/dx. A preliminary

study shows that, using the induction planes, it is possible to have 30% more

showers with a correctly measured dE/dx.

8.4 Improvements and sensitivity

It is possible to quantify the e�ect of selection e�ciency and background-rejection

improvements on the sensitivity to the low-energy excess. In Figure 8.5 we show

the expected sensitivity (with and without systematic uncertainties) obtained by
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(a) Rectangular cuts, sys. uncertainties.
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(b) BDTs cuts, sys. uncertainties.
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(c) Rectangular cuts, stat. uncertainties.
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(d) BDTs cuts, stat. uncertainties.

Figure 8.5: Expected sensitivity to the low-energy excess in the electron hypothesis as a
function of a constant scaling of our selection e�ciency and background-rejection power,
with (up) and without (bottom) systematic uncertainties. The red line corresponds to
the 5‡ contour.

varying our e�ciency and our background-rejection power by a constant amount,

both for the rectangular and the BDTs cuts.

The distributions show that, with a reasonable improvement in our background

rejection and selection e�ciency, together with a better assessment of the systematic

uncertainties, it is possible to achieve a sensitivity of 5‡ to the MiniBooNE low-

energy excess in the electron hypothesis.

A parallel analysis is currently being developed, which assumes that the excess is

caused by an underestimation of the � æ N“ process. This process represents one

of the main backgrounds of the MiniBooNE experiment, as described in Section 3.2.

This analysis tries to select NC events with single photons in the final state [131].
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Conclusions

The MicroBooNE experiment was designed to search and to clarify the nature of the

low-energy excess of electron-like events observed by the MiniBooNE experiment.

We implemented an algorithm which employs the information coming from the

optical system and the TPC of the MicroBooNE detector to select a sample enriched

with ‹e CC0fi-Np events. We showed that it is possible to reject the cosmic and

neutrino backgrounds by applying rectangular cuts on kinematic and calorimetric

variables or by exploiting the classification power of the Boosted Decision Trees.

In particular, we showed that the energy loss per length dE/dx can be used to

distinguish between electrons and single photons interacting in a LArTPC.

The selection was applied on a small sub-sample of the data collected by

triggering on the Booster Neutrino Beam, corresponding to 4.34 ◊ 1019 POT. In our

Monte Carlo simulation we selected 3.2 ± 0.8 (4.4 ± 1.2) ‹e CC0fi-Np events and

12.0 ± 3.0 (5.5 ± 1.5) background events after the application of the rectangular

cuts (BDTs cuts), in good agreement with the 16 (11) selected data events. The

validation was performed on two orthogonal side-bands enriched with NC and CC

‹µ interactions. The systematic uncertainties related to the cross-section, flux, and

detector simulation were evaluated. The selection was also applied to an independent

data sample acquired by triggering on the NuMI beam. The significance of the

157
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presence of electron neutrinos in the NuMI beam was calculated, giving solid

confidence in the analysis presented.

We measured the current sensitivity to the low-energy excess with an expected

exposure of the MicroBooNE detector of 13.2◊1020 POT. The performances needed

to reach a 5‡ sensitivity were estimated.

The analysis showed here will serve as the foundation of the final low-energy

excess search in the electron hypothesis. We have developed the full analysis

framework, including the assessment of the systematic uncertainties, which can

now be used with the improved simulations to measure the definitive MicroBooNE

sensitivity to the low-energy excess.

A Proposal for a Three Detector
Short-Baseline Neutrino Oscillation Program

in the Fermilab Booster Neutrino Beam
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Figure 9.1: Aerial view of the Fermilab campus with the position of the three detectors
forming the future Short Baseline Neutrino program. The neutrino beam target is placed
on the right side of the picture. From [85].

Regarding the future, MicroBooNE is the first stage of the broader Short Baseline

Neutrino (SBN) program at Fermilab [85]. In this program, two other LArTPCs

will be placed on-axis with the Booster Neutrino Beamline. The Short Baseline

Neutrino Detector (SBND, formerly known as LAr1-ND [132]) will be placed close

to the neutrino beam target and the refurbished ICARUS T600 detector [133] will

be placed 600 m far from the target, 130 m farther than MicroBooNE (Figure 9.1).

The presence of three detectors on the same beamline employing the same

technology will allow to constrain the flux, cross-section, and detector systematic

uncertainties. The data coming from three detectors placed at di�erent distances will

allow to observe an eventual oscillation pattern and set the best limit on the search
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FIG. 22: Sensitivity of the SBN Program to ⌫µ � ⌫e oscillation signals. All backgrounds and sys-
tematic uncertainties described in this proposal (except detector systematics, see text) are included.
The sensitivity shown corresponds to the event distributions on the right in Figure 21, which in-
cludes the topological cuts on cosmic backgrounds and an additional 95% rejection factor coming
from an external cosmic tagging system and internal light collection system to reject cosmic rays ar-
riving at the detector in time with the beam.

In Figure 23, we present the sensitivity in a di�erent way that facilitates easier comparison
between di�erent results. Rather than displaying fixed confidence level contours (90%, 3�, 5�)
in the (�m2, sin2 2�) plane, we plot the significance with which the experiment covers the 99%
C.L. allowed region of the LSND experiment as a function of �m2. The curves are extracted
by asking what �2 value the analysis produces at each point along the left edge of the 99%
C.L. LSND region. The gray bands correspond to �m2 ranges where LSND reports no allowed
regions at 99% C.L.

Two versions of this plot are shown in Figure 23. The top presents the significance at which
the LSND region would be covered for the di�erent possible combinations of SBN detectors:
LAr1-ND + MicroBooNE only (blue), LAr1-ND + ICARUS only (black), and all three detectors
in combination (red). This presentation makes clear the contributions of the MicroBooNE and
ICARUS-T600 detectors as far detectors in the oscillation search. The presence of the large
mass added by the ICARUS-T600 detector is imperative to achieving 5� coverage. In addition,

Figure 9.2: Sensitivity of the SBN Program to ‹µ æ ‹e oscillation signals. The filled
areas correspond to the current allowed regions and the lines represent the sensitivity of
the SBN program at di�erent confidence levels. From [85].

for sterile neutrino oscillations in the eV region. Figure 9.2 shows the sensitivity of

the SBN program to ‹µ æ ‹e oscillations, assuming background rejection through

topological cuts and with the aid of an external cosmic-ray tagger.

The next-generation large-scale neutrino experiment will be DUNE, which aims

to precision measurement of the PMNS mixing angles and to identify the neutrino

mass hierarchy. The ultimate goal is to verify the presence of CP violation in the

leptonic sector [134]. The design of DUNE employs 40 kton LArTPCs and the

know-how with this technology acquired by MicroBooNE will be of fundamental

importance for the success of the experiment. Addressing the presence of sterile

neutrinos is also of the utmost importance for DUNE, as their existence would

a�ect the interpretation of the oscillation patterns observed [135].
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1 Introduction

MicroBooNE (Micro Booster Neutrino Experiment) is a liquid argon time projection chamber
(LArTPC) located at the Fermi National Accelerator Laboratory (Fermilab) [1]. The main physics
goals of the experiment are to investigate the excess of low-energy events observed by the Mini-
BooNE collaboration [2] and to measure neutrino-argon interaction cross sections. MicroBooNE
also provides important research and development contributions to detector technology and event
reconstruction techniques for future LArTPC experiments, such as DUNE (Deep Underground
Neutrino Experiment) [3]. The MicroBooNE detector is located 470 m downstream of the Booster
Neutrino Beam (BNB) target. The BNB is predominantly composed of muon neutrinos (�µ) with
a peak neutrino energy at about 0.7 GeV.

The MicroBooNE detector consists of a rectangular time projection chamber (TPC) with
dimensions of 256 cm (width) � 233 cm (height) � 1037 cm (length). The cylindrical cryostat
contains a total of 170 t of liquid argon, while the mass of liquid argon in the active volume,
defined as the portion of the argon encompassed by the TPC, is 89 t. Figure 1 shows a graphical
representation of the TPC in the MicroBooNE coordinate system. The x direction corresponds to the
drift coordinate, the y direction is the vertical direction, and the z direction points along the beam.

– 1 –
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in the body of the note.

All plots in this note are area normalized such that the two data sets (see
Table 1) can be properly compared. Error bars, when shown, are statistical only.

The reconstruction chain, outlined in reference [3], can roughly be separated
into two parts. The cosmic pass is the first part of the reconstruction and is used
to remove cosmogenic tracks, which is done by a “geometrical tagging” of tracks
that are reconstructed as through-going. During the cosmic pass, all tracks are
reconstructed using the pandoraCosmic algorithm (the details of which can be
found in references [4] and [5]) and the trackkalmanhit algorithm, which employs
a Kalman filter for track fitting. All hits that are associated with through-going
tracks in either (or both) algorithms are tagged as cosmogenic tracks and are
removed. The neutrino pass can then be run on the remaining hits. Further
cosmic removal is performed downstream of the reconstruction using the optical
system (see, for example, reference [3]).

Anode plane and PMTsDrift direction

Z

Y

XBeam direction

Figure 1: The MicroBooNE co-ordinate system. The three wire planes are
vertical (collection plane) and at ± 60 degrees to the vertical (induction planes).
The dimensions of the TPC are 256.35 cm � 233 cm � 1036.8 cm (x � y � z).
The fiducial volume of the detector is 236.35 cm � 203 cm � 1026.8 cm.

The orientation of the axes in the following plots is standard in LArSoft,
and makes a right handed co-ordinate system: the x coordinate (256.35 cm)
points along the negative drift direction with 0 placed at the anode plane, y
(233 cm) points vertically upward with 0 at the center of the detector, and z
(1036.8 cm) points along the direction of the beam, with 0 at the upstream
edge of the detector. It is worth noting that the readout window is longer than
the time taken for electrons to drift the distance from the cathode plane to the
anode plane, and so the plots pertaining to the x-direction cover several drift

2

Figure 1. The MicroBooNE coordinate system. The three wire planes, shown in the right front face, are
vertical (collection plane) and at ±60� to the vertical (induction planes). The dimensions of the TPC are
256 cm � 233 cm � 1037 cm in the x, y, and z directions, respectively.

The TPC consists of three wire planes with 3 mm spacing at angles of 0�, +60� and �60� with
respect to the vertical. The cathode, made of a plane of stainless steel panels, operates at a voltage
of �70 kV. In a neutrino interaction, a neutrino from the beam interacts with an argon nucleus, and
the secondary charged particles traverse the medium, losing energy and leaving an ionization trail.
The resulting ionization electrons drift to the wire planes under an electric field of 273 V/cm. The
distance between the cathode and anode is 2.56 m. An ionization electron takes about 2.3 ms to
travel the full drift distance, called the drift time window. Charge drifting past a wire plane induces
a current that produces a bipolar signal in the electronics. The first two planes are referred to as
induction planes. The wire plane furthest from the cathode has wires oriented vertically. Drifting
electrons are collected on this plane producing a unipolar signal. Charge deposited in the TPC
generates a signal used to create three distinct two-dimensional views (in terms of wire and time)
of the event, which can be combined to reconstruct a three-dimensional image of the interaction.
A set of 32 photomultipliers tubes (PMTs) is placed behind the anode plane to collect the argon
scintillation light. Scintillation light provides timing information with few-ns precision, which
provides the TPC start time of the event and can be used for background suppression. More details
about the MicroBooNE detector can be found in ref. [1].

The detector is placed in a pit 6 m below the surface with no overburden. The muon cosmic-ray
rate in the MicroBooNE detector is estimated to be 5.5 kHz, which corresponds to � 13 muons per
TPC drift time window of 2.3 ms. The abundant flux of cosmic muons is a source of background
to neutrino events, and an optimal reconstruction of the cosmic rays in the TPC is therefore crucial.

In order to study the challenges of cosmic-ray background rejection in a surface neutrino
experiment, the MicroBooNE detector was equipped with an external muon counter stack (MuCS)
at the start of operations in 2015. We use this system to develop and demonstrate muon tagging.
It also provides an external set of data to validate simulation and reconstruction. In the future,
the method described in this paper will be applied to the data coming from the cosmic ray tagger
(CRT) system [4], installed in March 2017. It is able to tag approximately 80% of the cosmic
rays traversing the MicroBooNE LArTPC, which is an order of magnitude more than the coverage
provided by the MuCS. This increased coverage of the incoming cosmic-ray flux the CRT provides
allows to determine e�ciencies over the full detector volume, to measure e.g. the cosmic-ray flux
in the LArTPC.

– 2 –
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2 The Muon Counter Stack

The Muon Counter Stack, described in detail in ref. [5], consists of two sets of planar modules
placed into two separate, light-tight boxes. The upper and lower boxes are placed 2.75 m and 2.03 m
above the TPC, respectively. Their position is known to a precision of 0.5 cm. Each planar module
is constructed using 48 scintillator strips of 4 cm width, 48 cm length, and 2 cm thickness. The
scintillator strips are arranged into a pair of bi-layers, each 12 strips wide and oriented perpendicular
to each other. The overall setup is shown in figure 2.

Figure 2. A cosmic ray passing through the MuCS boxes hits the scintillator strips. We have a MuCS hit
when the signal corresponding to the strip is above a certain threshold. The position of the panels along the y

axis and the position of the hit strips (highlighted in red) are used to extrapolate the trajectory of the cosmic
ray down to the TPC located below the counters.

Each strip contains a wavelength shifting optical fiber, connected to a multi-anode PMT, which
is read out by a dedicated DAQ system that records the hit patterns of the scintillator strips. The
MuCS is designed to provide a trigger on through-going muons that intersect all four bi-layers of
scintillator strips.

The data used in our analysis has been acquired with the MuCS in three di�erent geometrical
configurations. The three configurations correspond to a setup with the two boxes placed above
the TPC and: (1) at the upstream end, (2) at the center, and (3) at the downstream end of the
MicroBooNE detector, keeping the box spacing and alignment identical. A three-dimensional
drawing of the three MuCS configurations is shown in figure 3.

3 Data reduction and Monte Carlo simulation

3.1 Data sample reduction

The MuCS trigger is propagated to the MicroBooNE trigger board and provides the starting time
(t0) of a track in the TPC associated with the MuCS. The MuCS triggers at a rate of nearly 3 Hz.

– 3 –
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(a) Upstream (b) Center (c) Downstream

Figure 3. Illustration of the three MuCS configurations with a Monte Carlo simulation of the possible MuCS
cosmic-ray trajectories. Brown tracks correspond to cosmic rays hitting both the MuCS boxes and TPC,
while red tracks traverse only the MuCS and miss the TPC.

A software filter removes events with more than 4 hit strips per bi-layer from the data sample,
discarding events with unclear hit patterns caused by electronic noise or air showers. After this
filter, the MuCS data sample consists of �30000 MuCS-triggered events, around 10000 for MuCS
configuration, acquired in a total of �10 hours of data taking. The probability that a second cosmic
ray crosses the MuCS and hits the TPC during the same drift time window of 2.2 ms is negligible for
this study, given our trigger rate of 3 Hz. Therefore, we assume for this study that only one cosmic
ray per drift time window is traversing the MuCS and the TPC. The data follow a processing path
that merges the MuCS hit patterns and extrapolated trajectory information with the TPC to form a
MuCS-merged dataset.

As illustrated in figure 2, when a signal in one strip is above a certain threshold we have a MuCS
hit. By combining the MuCS hits in each bi-layer, we obtain two sets of position coordinates of
the crossing points of the cosmic rays (the z and x coordinates in the MicroBooNE TPC reference
frame shown in figure 1). The height at which the modules are positioned (corresponding to
the y coordinate for the MicroBooNE TPC reference frame) allows the extrapolation of a three-
dimensional trajectory of the cosmic ray from the MuCS down to the TPC, which is defined as a
MuCS-extrapolated track.

The starting angle of the cosmic ray trajectory, in spherical coordinates, is defined by:

� = acos
� zbottom � ztop

r

�
, � = atan

�
ybottom � ytop

xbottom � xtop

�
, (3.1)

where r is the distance between (xtop, ytop, ztop) and (xbottom, ybottom, zbottom), given by the hit positions
in the top and bottom MuCS box, respectively.

In the TPC, ionization electrons from cosmic ray muons passing through the MicroBooNE
cryostat are drifted to the wires and TPC hits are extracted, which are then used by the track
reconstruction algorithms provided by the Pandora framework [6] to form TPC reconstructed tracks.

The Pandora reconstruction produces as a first stage a list of two-dimensional clusters, that
represent continuous, unambiguous lines of hits. Thus, cluster-merging algorithms identify associ-

– 4 –
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ations between multiple clusters. The three-dimensional track reconstruction then collects the two-
dimensional clusters from the three readout planes that represent individual, track-like particles [12].

The build-up of slow-moving positive ions in a detector due to ionization from cosmic rays
leads to a small distortion of the electric field in the detector (space-charge e�ect [7]). This e�ect
causes a displacement in the reconstructed position of signal ionization electrons in LArTPCs. We
correct the reconstructed track end points in the TPC vertically to lie on the boundary of the TPC.

At the top and bottom boundary of the TPC, this distortion leads primarily to a vertical
displacement of the ionization tracks. The vertical displacements are larger far from the anode,
around 10 cm, (due to the longer travel distance of the ionization electrons) and for positions far from
the center of the TPC (where the built-up charge increases the distortion). The vertical displacement
at the top and bottom boundary of the TPC has been measured in the data by reconstructing the start
and end points of minimum-ionizing particles crossing the TPC from a sample of MuCS-triggering
cosmic-rays, while the vertical displacement in the TPC bulk has been estimated by a dedicated
simulation, described in ref. [11]. Knowing in this way the magnitude of the e�ect, it has been
possible to correct it in the data, allowing direct comparison with the current Monte Carlo simulation.

The first intersection point between the MuCS-extrapolated track and the TPC is defined as
(xMuCS, yMuCS, zMuCS). However, because of multiple Coulomb scattering in the material between
the MuCS boxes and the TPC, the starting point of the reconstructed track in the TPC corresponding
to the MuCS-triggering cosmic ray does not coincide exactly with the extrapolated intersection point.

The TPC reconstructed track with the closest starting point to the MuCS-extrapolated track
intersection point is selected for further analysis and is defined as a MuCS-tagged track. The
distance d between the extrapolated intersection point and the starting point of the MuCS-tagged
track is defined as

d =
�
(xMuCS � xreco)2 + (yMuCS � yreco)2 + (zMuCS � zreco)2, (3.2)

where (xreco, yreco, zreco) is the starting point of the MuCS-tagged track.
The data will then include two di�erent sets of information:

• MuCS-extrapolated information: a line crossing the entire TPC is extrapolated from the two
points given by the MuCS (one for each box). From this extrapolated line it is possible to
obtain: (1) the two extrapolated starting angles � and � of the MuCS, defined in eq. (3.1), (2)
the extrapolated start point (xMuCS, yMuCS, zMuCS) described above, and (3) the extrapolated
end point, corresponding to point where the MuCS-extrapolated track exits the TPC. The
extrapolated track length L is calculated by measuring the distance between the extrapolated
start point and the extrapolated end point.

• Reconstructed TPC data information: for each MuCS-triggered event, the reconstructed
starting point (xreco, yreco, zreco) of the MuCS-tagged track.

To remove events where the cosmic-ray muon triggered the MuCS but did not hit the TPC, or
crossed it for a very short path, we require an extrapolated length in the TPC of L > 20 cm.
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MuCS-tagged track

MuCS-extrapolated track

Reconstructed tracks

y

x

Figure 4. Left: two-dimensional schematic view of a MuCS event in MicroBooNE. The black line shows the
MuCS-extrapolated track, while the green line corresponds to the MuCS-tagged track. The black and green
dots correspond to the (xMuCS, yMuCS, zMuCS) and (xreco, yreco, zreco) coordinates, respectively. Right: example
of a MicroBooNE event display for the collection plane, showing a MuCS-tagged track in a data event.

3.2 Monte Carlo sample generation

The Monte Carlo sample consists of a simulation of cosmic ray events in the MicroBooNE TPC.
The cosmic rays are generated using the CORSIKA 7.4003 [8] simulation software. The muons are
propagated through the detector using GEANT 4.9.6 [9] and passed through a detector simulation
stage, developed using the LArSoft framework [10]. The detector simulation reproduces the
electron drift, the induction and collection of signals on wires, and the electronics response. The
simulation also includes information on the state of the detector readout. Noisy or unresponsive
wires, for example, can complicate track reconstruction. The impact of their e�ect is discussed in
section 4.2.4.

The direction of the simulated cosmic ray is given by its momentum when it enters the TPC,
given by GEANT4. The starting angles � and � are defined in this case as

� = acos
�

pz
p

�
, � = atan

�
py
px

�
, (3.3)

where px , py , pz are the x, y, z components of the cosmic-ray momentum of magnitude p. The
track length L is calculated by extrapolating a straight line through the TPC in the �, � direction and
measuring the distance from the true entering point to the extrapolated exiting point in the TPC.

This Monte Carlo simulation provides cosmic rays entering the TPC from all possible directions,
while the cosmic rays triggering the MuCS can have only �, � starting angles within the geometrical
constraints of the system. Thus, cosmic rays in the Monte Carlo dataset are selected to match the
(�, �) parameter space covered by the MuCS-extrapolated tracks in data and the Monte Carlo events
have been weighted to match the data distributions.
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4 Reconstruction e�ciencies

4.1 Reconstruction e�ciency measurement procedure
The reconstruction e�ciency � is defined as the fraction of MuCS-triggered cosmic-ray events that
have a reconstructed track in the TPC:

� =
reco. MuCS cosmic-ray events

MuCS triggered events =
Me

Te
. (4.1)

In data, the MuCS-tagged track is defined as the reconstructed track with the closest starting
point (xreco, yreco, zreco) to the extrapolated MuCS starting point (xMuCS, yMuCS, zMuCS), as shown
in figure 4.

The e�ciency here does not quantify the accuracy of the track reconstruction in the TPC, such
as the correctness of the track length or angle.

In order to limit the accidental misassociation of MuCS-triggered cosmic-ray muons with other
nearby reconstructed tracks in the TPC, a selection requirement is placed on the maximum distance
dmax between the two points, (xreco, yreco, zreco) and (xMuCS, yMuCS, zMuCS). To study the dependence
of the number of MuCS-tagged tracks on dmax, a dedicated Monte Carlo simulation of a MuCS
run is performed, defined as MuCS Monte Carlo, which is di�erent from the Monte Carlo sample
described in section 3.2. Each event of this simulation has one cosmic-ray muon passing through
the MuCS boxes overlaid on a full simulation of cosmic rays in the TPC.

We use the truth information in the MuCS Monte Carlo simulation to determine if the identified
MuCS-tagged cosmic ray corresponds to the true track from the cosmic muon or if it is an incorrectly
associated cosmic ray, to which the extrapolated starting point distance is closer than dmax because
of multiple Coulomb scattering. In the MuCS Monte Carlo the distance d is defined as

d =
�
(xsim � xreco)2 + (ysim � yreco)2 + (zsim � zreco)2, (4.2)

where (xsim, ysim, zsim) and (xreco, yreco, zreco) are the coordinates of the intersection of the simulated
cosmic-ray trajectory with the TPC and of the closest reconstructed track, respectively. Figure 5
shows the distribution of the distance d between the extrapolated starting point and the closest
reconstructed starting point, for both data and MuCS Monte Carlo. In the reconstruction e�ciency
definition for the MuCS Monte Carlo sample, we replace the number of MuCS-triggered events in
eq. (4.1) with the number of simulated MuCS events.

The e�ciency �tag of the dmax requirement is defined as

�tag =
events with a reco. cosmic ray within dmax

MuCS triggered events =
Re(dmax)

Te
. (4.3)

It is calculated for the data sample (�data
tag ) and for the MuCS Monte Carlo sample (�MuCS�MC

tag ) by
replacing the number of MuCS-triggered events with the number of simulated MuCS events.

The purity P of the Monte Carlo MuCS sample, which represents the fraction of correctly
tagged MuCS cosmic rays, is defined as the ratio between the number of events with a reconstructed
MuCS cosmic ray correctly identified within dmax and the number of events with a reconstructed
cosmic ray within dmax (MuCS-tagged cosmic rays):

P =
events with a reco. MuCS cosmic ray within dmax

events with a reco. cosmic ray within dmax
=

Me(dmax)
Re(dmax)

. (4.4)
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Figure 5. Data and MuCS Monte Carlo distributions of the distance d between the extrapolated starting
point and the closest reconstructed starting point for cosmic ray tracks passing through both the MuCS and
the MicroBooNE TPC. The dashed line correspond to the dmax requirement (32 cm) chosen for this analysis.

The acceptance A of the dmax requirement, which represents the portion of MuCS cosmic rays within
dmax, is defined as the ratio between the number of events with a reconstructed MuCS cosmic ray
within dmax range and the total number of events with a reconstructed MuCS cosmic ray:

A =
events with a reco. MuCS cosmic ray within dmax

events with a reco. MuCS cosmic ray =
Me(dmax)

Me
. (4.5)

The acceptance of the dmax requirement is mainly a�ected by the multiple Coulomb scattering in
the material between the MuCS and the TPC.

The reconstruction e�ciency, as defined in eq. (4.1), is obtained, both for data (�data) and for
MuCS Monte Carlo (�MuCS-MC), by

� =
Me

Te
=

Re(dmax)
Te

� Me(dmax)
Re(dmax)

� Me

Me(dmax)
= �tag �

P
A
, (4.6)

where the P/A ratio is taken only from the MuCS Monte Carlo simulation, while �tag is measured
with the data, �data

tag , or with the MuCS Monte Carlo simulation, �MuCS-MC
tag .

Figure 6 shows the tagging e�ciency both for data (�data
tag ) and MuCS Monte Carlo (�MuCS-MC

tag ),
the purity P and the acceptance A as a function of dmax. The reconstruction e�ciencies for data
(�data) and MuCS Monte Carlo (�MuCS-MC) are also shown.

Using eq. (4.1), the MuCS Monte Carlo reconstruction e�ciency �MuCS-MC will not depend,
by construction, on the chosen value of dmax. Since the P/A correction factor is determined by
a Monte Carlo simulation, the data reconstruction e�ciency �data has a small dependence on dmax
(see figure 6), because of the small di�erence between �data

tag and �MuCS-MC
tag . The di�erence between

the lowest and the highest value of �data is 0.2%. This value is used to estimate the systematic
uncertainty related to the P/A correction factor, as further discussed in section 4.2. Figure 5 and
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Figure 6. Data (�data
tag ) and Monte Carlo (�MC

tag ) tagging e�ciency (red), purity P (blue) and acceptance A
(green), as a function of dmax. The MuCS reconstruction e�ciencies for data (�data) and MuCS Monte Carlo
(�MuCS-MC) are also shown as a reference (grey).

figure 6 show that the d, P and A distributions are constant around dmax = 32 cm, and the ratio P/A
is �1. Therefore, we choose 32 cm as the value of dmax. However, di�erent values could be used.

To verify if the data reconstruction e�ciency, measured in specific locations of the detector, is
valid throughout the detector, we perform a direct comparison of the MuCS data with the Monte
Carlo sample, using the Monte Carlo distribution generated as described in section 3.2. The Monte
Carlo cosmic-ray reconstruction e�ciency is defined as

�MC =
reco. cosmic-ray tracks
generated cosmic rays . (4.7)

This Monte Carlo sample contains cosmic rays generated over the entire TPC volume and therefore
averages over any dependence of �MC on the position of the cosmic ray in the TPC. The MuCS
dataset, however, covers only three regions of the detector shown in figure 3.

A cosmic ray with a longer path in the TPC will correspond in general to a larger number
of hit wires and thus to a higher reconstruction e�ciency [12]. The reconstruction e�ciency
depends also on the direction of the cosmic ray, since cosmic rays parallel to the wires of one plane
(0�, ±60� with respect to the y axis) will generate fewer hits in that particular plane, making the
track reconstruction algorithm less e�cient. We therefore express the data and the Monte Carlo
reconstruction e�ciencies, �data and �MC, as a function of the starting spherical angles �, � and of
the expected track length L in the TPC, as described in section 3.

The e�ciency is plotted as a three-dimensional histogram in figure 7, where each bin corre-
sponds to a particular combination of the �, �, and L variables. Bin width is chosen large enough
to have a statistical uncertainty of less than 10% for every (�, �, L) bin. The same P/A correction
factor is applied to every bin.

The data reconstruction e�ciency �data does not take into account muons triggering the MuCS
that decay or are captured before reaching the TPC. These events are counted in the denominator
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of eq. (4.1) and therefore lower the reconstruction e�ciency since they have not reached the TPC
and cannot be reconstructed. The muons travel on average � 3 m between the top MuCS panel and
the TPC: they cross approximately �10 cm of scintillator materials, �2.5 m of air, �1 cm of steel
and �0.5 m of liquid argon. The fraction D of cosmic rays that traverse the MuCS but decay or are
captured before reaching the TPC is calculated from the MuCS Monte Carlo simulation as

D =
decayed/captured muons
MuCS triggered events = (1.0 ± 0.1)%. (4.8)

This correction factor does not show a dependence of �, �, and L with the present level of statistics.
The corrected data reconstruction e�ciency is given by

�corr
data =

�data
1 � D

. (4.9)

Figure 7 shows both the corrected data and the Monte Carlo reconstruction e�ciency in the
3D phase space �, �, L, calculated as described in section 3. The average reconstruction e�ciencies
for the data and Monte Carlo samples considering only statistical uncertainties, are

�corr
data = (97.1 ± 0.1)% (4.10)
�MC = (97.4 ± 0.1)%

for data and Monte Carlo, respectively.

(a) Monte Carlo (b) Data

Figure 7. Three-dimensional representation of reconstruction e�ciency as a function of the starting angles
�, � and the extrapolated track length L for (a) Monte Carlo and (b) data. The size of the box represents the
e�ciency. The empty region in the upper part of the plot corresponds to a region of the parameter space not
covered by the data sample.

4.2 Systematic uncertainties
The measurement of the reconstruction e�ciency can be a�ected by several systematic e�ects. In
particular, the datasets are taken with the MuCS placed in three di�erent geometrical configurations
and the MuCS-triggered cosmic muons undergo multiple Coulomb scattering. In this section, the
details of all the systematic e�ects studied are given.
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4.2.1 E�ect of the space-charge e�ect correction
The space-charge e�ect causes a displacement of the ionization tracks. We correct the reconstructed
track end points in the TPC vertically to lie on the boundary of the TPC. The error related to this
correction is verified to have a negligible e�ect (< 0.1%) on the data reconstruction e�ciency
measurement.

4.2.2 E�ect of the dmax requirement
As shown in figure 6, the value of �data has a small dependence on dmax. The di�erence 0.2%
between the highest and lowest value of �data is taken as the systematic uncertainty due to the dmax
requirement. This di�erence could be caused by the multiple Coulomb scattering of the cosmic
rays in the box material, which is not included in the MuCS simulation.

4.2.3 Decay-in-flight or captured muons
The Monte Carlo statistical uncertainty of the correction factor D, as defined in eq. (4.9), is 0.1% and
is taken as the systematic uncertainty related to this correction. Cosmic rays can also be captured or
decay inside the detector. Therefore, in these cases, the extrapolated length L will not correspond
to the real length of the cosmic-ray path in the TPC.

4.2.4 Detector non-uniformities
The presence of potential detector non-uniformities can introduce a systematic uncertainty in the
measurement of the reconstruction e�ciency. In particular, the presence of noisy or unresponsive
wires in specific regions of the detector can lower the reconstruction e�ciency. The three di�erent
MuCS configurations (shown in figure 3) cover di�erent regions of the TPC, providing information
on potential non-uniformities.

To check if these non-uniformities introduce a systematic e�ect, the significance � of the
di�erences between the data reconstruction e�ciencies measured for two di�erent configurations
with the following definition is calculated as

� =
�a � �b�

(��a)2 + (��b)2
, (4.11)

where �a (�b) is the reconstruction e�ciency in the arbitrary a (b) configuration studied and
��a (��b) is the corresponding statistical uncertainty. This significance is measured for each
corresponding (�, �, L) bin and for each possible combination of central, downstream, and upstream
configurations. In the presence of a systematic e�ect, the standard deviation of the significances
distribution would be larger than unity. A Gaussian fit of the distribution gives a standard deviation
of 1.54 ± 0.12, suggesting that detector non-uniformities are indeed present.

We study cosmic rays corresponding to bins with larger � in more detail and two contributing
factors that lead to non-uniformities: regions of the detector with unresponsive wires and highly
inclined tracks. The MuCS-extrapolated tracks from the bins with a � > 3, which drive the
broadening of the distribution, show that for the upstream configuration the cosmic rays go through
regions with noisy or unresponsive wires in one of the induction planes (figure 8), which are the
source of the detector non-uniformities. In addition, the MuCS-extrapolated tracks in these bins
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have an orientation as shown in figure 8, implying that the cosmic rays are aligned with the wires
of the collection plane, parallel to the y axis. These tracks, therefore, have few hits in two of the
three planes, a�ecting the reconstruction e�ciency. Figure 9 shows an event display of a non-
reconstructed MuCS cosmic ray going through the region with noisy or unresponsive wires and
parallel to the collection plane wires.

(a) Noisy or unresponsive wires regions (b) Extrapolated tracks

Figure 8. (a): two-dimensional display of one of the induction planes in the MicroBooNE detector, showing
in white the regions with noisy or unresponsive wires. (b): in yellow, the regions of the detector covered
by the extrapolated tracks corresponding to bins with � > 3, as described in the text. As shown in (b), the
tracks in the upstream part of the detector (low z) traverse a region with several noisy or unresponsive wires.

The systematic uncertainty related to the detector non-uniformities for each �, �, L bin is
calculated as the di�erence between the best reconstruction e�ciency of the three configurations
and the averaged reconstruction e�ciency obtained by merging the three datasets.The systematic
uncertainty for the integrated 3D e�ciency is 1.1%.

4.2.5 Energy sampling
The multiple Coulomb scattering of cosmic muons depends on the energy of the cosmic ray [13].
Thus, low energy cosmic rays scatter more and have a higher probability to be outside the dmax
region. They are also more di�cult to reconstruct, since their path in the TPC is not a straight line.
In the (�, �, L) bins where the data reconstruction e�ciency is measured with low statistics, the
MuCS cosmic rays can be distributed in a small region of the energy spectrum [8]. This systematic
bias of the reconstruction e�ciency, estimated with a dedicated Monte Carlo simulation, is found
to be negligible with the present level of statistics (< 0.1%).

4.3 Data/Monte Carlo comparison

The reconstruction e�ciencies for the Monte Carlo and data samples are calculated as described
in section 4.1.

Figure 10 shows the e�ciencies computed for the two-dimensional planes (�, �), (�, L), and
(�, L), and figure 11 shows the e�ciencies computed as a function of �, �, and L individually.

The reconstruction e�ciency increases with the expected track length L in the TPC, since
longer tracks correspond, in general, to a larger number of hit wires that are easier to reconstruct.
The only requirement in the reconstruction e�ciency measurement is an extrapolated length in the
TPC of L > 20 cm.
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(a) Induction (+60�) plane

(b) Induction (�60�) plane

(c) Collection (0�) plane

Figure 9. Event display of a non-reconstructed MuCS cosmic-ray track in the three wire planes, indicated in
the white boxes. Orange lines correspond to other TPC reconstructed tracks. Figure 9a shows that the cosmic
ray is going through a region with missing or unresponsive wires, while in figure 9c the cosmic ray is parallel
to the collection plane wires. The number of hits was not enough for the algorithm to reconstruct a track.
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Figure 10. Two-dimensional representation of reconstruction e�ciencies for data (left), Monte Carlo (center)
and their ratio (right). Data uncertainties include systematic e�ects, while Monte Carlo uncertainties are
statistical-only.

The average reconstruction e�ciencies for the data and Monte Carlo samples considering the
systematic uncertainties, added in quadrature, in the analysis of the data are

�corr
data = (97.1 ± 0.1 (stat) ± 1.4 (sys))%, (4.12)
�MC = (97.4 ± 0.1 (stat))%,

for data and Monte Carlo, showing good agreement within uncertainties.

5 Conclusions

Cosmic muons traversing a LArTPC detector located on the surface can produce a source of
backgrounds to the analyses of neutrino interactions. Measuring the reconstruction e�ciency of
such cosmic rays in the detector is of fundamental importance for the assessment of the detector
performance and the suppression of cosmic-ray background.

We present results using data from a small muon counter (the MuCS), placed above the
MicroBooNE TPC, to measure the data reconstruction e�ciency and compare it with the Monte
Carlo reconstruction e�ciency. A method to evaluate the number of reconstructed MuCS cosmic
rays is studied using a dedicated Monte Carlo simulation.
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Figure 11. Monte Carlo (red line) and data (black points) reconstruction e�ciency as a function of the
starting angles �, � and the extrapolated track length L. Data uncertainty bars include statistical uncertainties
and systematic e�ects, while Monte Carlo uncertainties are statistical-only.
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Figure 12. Monte Carlo simulation of the coverage in the (�, �) plane for both the MuCS (light blue), as
presented in this article, and the CRT system (dark blue).

The reconstruction e�ciency presented here only assesses whether a track is found and re-
constructed. The e�ciency here does not quantify the overall quality and accuracy of the track
reconstruction in the TPC, such as the correctness of the track length or angle; this will be addressed
in a future publication.

The data reconstruction e�ciency, calculated by comparing the number of MuCS-triggered
events with the number of events with a reconstructed MuCS cosmic ray, is measured as a function of
the cosmic-ray starting angles �, � and the expected length in the TPC, L. The overall reconstruction
e�ciency obtained is �data = (97.1± 0.1 (stat) ± 1.4 (sys))% and �MC = (97.4± 0.1 (stat))% for data
and Monte Carlo, respectively. The two values are consistent within the uncertainties.

We also analyzed systematic uncertainties that a�ect the data reconstruction e�ciency, which
amount to 1.4%. The fraction of muons triggering the MuCS that decay or are captured before
reaching the TPC is � 1.0%, according to the Monte Carlo simulation described in section 4.2.3.
This factor is taken into account in the measurement of the data reconstruction e�ciency.

In our analysis, we mention only cosmic-muons. However, the results apply to any minimum-
ionizing particles such as pions. The MuCS setup has a gap of 80 cm between the two boxes, and
our trigger requires a particle to go through both boxes with a clean hit topology. This requirement
is not satisfied by photons and neutrons. The fraction of cosmic protons and pions triggering the
MuCS and reaching the TPC is, compared to muons, 0.04% and 0.02%, respectively, and therefore
negligible in our analysis.

This article describes a proof of principle method of using an external muon counter to measure
the cosmic-ray reconstruction e�ciency in a LArTPC. The (�, �, L) parameter space covered by
the MuCS will be significantly expanded using the data coming from a larger cosmic ray tagger
system (CRT), installed in March 2017, as illustrated in figure 12. This detector will be able to tag
�80% of the cosmic rays hitting the TPC and study the presence of non-uniformities in a larger
portion of the MicroBooNE detector. The data coming from the CRT will allow the measurement
of e�ciency-corrected quantities, such as the cosmic-ray flux, and the reconstruction e�ciencies
will be directly applicable to physics measurements.
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