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Neutrino-nucleus charged-current deep inelastic scattering (DIS) provides a

complementary probe to charged lepton-nucleus DIS in the study of nuclear and hadronic

structure. The MINERvA experiment is a dedicated neutrino scattering experiment

located on the NuMI beamline in Fermilab. With multiple nuclear targets of lead, iron,

plastic, and carbon in the same beam, MINERvA will help elucidate poorly understood

nuclear effects present in DIS interactions. Using the NuMI’s Medium Energy beam

configuration, MINERvA will be able to perform analyses of nuclear and hadronic

structure with unprecedented sensitivity.

An analysis of the MINERvA DIS data on carbon, iron, lead and plastic scintillator

has been conducted in the energy region 2 ≤ Eµ < 50 GeV and θµ < 17◦. Improvements in

locating the interaction vertex in the Medium Energy data set have been achieved using a

machine learning deep convolutional neural network (DCNN). Data are presented as the

absolute cross section (σ(Eν)) as well as the differential cross section with respect to

Bjorken-x ( dσ
dxbj

) on carbon, iron and lead, and scintillator. These measurements are the

world’s first neutrino-DIS cross sections to be produced in a high statistics, systematic

error limited, environment. The data distributions do not displayed significant differences

with the theoretical models underlying MINERvAs MC.
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CHAPTER 1
INTRODUCTION

The theoretical existence of the neutrino was first postulated in the 1930s by

Wolfgang Pauli to explain conservation of energy in beta decay of an atomic nucleus. He

introduced a chargeless and massless particle called the neutrino [1]. However, it took more

two more decades before the particle was first directly observed in 1956 in by Frederick

Reynes and Clyde Cowan [2]. In their experiment, a flux of νe (coming from a beta decay)

was directed into a water target. The reaction νep → ne+ produced positrons that

annihilated with electrons in the detector, resulting in two 0.5 MeV gamma rays. The

neutron was captured by the water, producing an additional gamma. The observation of

both processes, positron annihilation and neutron capture, confirmed the presence of νe.

Six years later, at Brookhaven National Laboratory, the first direct observation of νµ

occured. It was discovered that when neutrinos interact with nuclei through

νµ/νµ +N → µ/µ+N ′, muons are produced in the final state and no electrons are

observed.

In 1968, the Homestake Experiment performed the first measurement of the solar

neutrino flux at Earth and discovered that it was considerably less than predicted by the

best theoretical model of the time [3]. This result has been confirmed by subsequent

experiments, including Kamioka Observatory [4] and Sudbury Neutrino Observatory

(SNO) [5]. This deficit, also called the ”solar neutrino problem”, led to the discovery of

neutrino oscillation and mass. The discovery prompted great theoretical and experimental

interest in the properties of neutrinos. Despite the intense study of neutrino physics in the

last few decades we still have many outstanding questions remaining to be answered: What

is the neutrino mass hierarchy? What is the absolute neutrino mass scale? Is CP symmetry

violated in the lepton sector? What is the nature of neutrinos: Dirac or Majorana

particles? What is the mechanism of the origin of the neutrino mass and mixing? Do

sterile neutrinos exist?
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To answer these questions, current and future neutrino experiments must perform

unprecedented precision measurements to extract accurate estimates of parameters

describing neutrino oscillations and their properties. This requires neutrino oscillation

experiments to reduce systematic errors to the level of a few percent. Reaching such a level

of precision will require precisely characterizing the three leading systematic uncertainties

affecting the measurement of the neutrino oscillations: the rate of neutrino interactions

(cross sections), the distribution of number and energy of neutrinos entering the detector

(flux), and the response of the detector to particles produced in neutrino interactions.

Figure 1-1 shows the range of neutrino energies where various current and future

accelerator-based neutrino experiments will operate. In this energy region a wide variety of

neutrino interaction channels are available, with a 20% uncertainty on the measurements

[6]. The transitions between these interaction modes pose a significant challenge to model

due to the change in the underlying physical assumptions between them. To disentangle

these convolutions of parameters, a variety of independent measurements of interaction

channels needs to be performed across a range of nuclei and neutrino energy. The

MINERvA (Main Injector ExpeRiment for ν-A) experiment was designed to provide

neutrino cross section measurements across a wide range of nuclei, with a 10% or lower

uncertainty.

MINERvA is a dedicated neutrino cross section experiment that will measure the

interaction of neutrinos with energy of 5-50 GeV on various nuclei, to high precision.

MINERvA has accumulated high-statistics datasets in both the Low Energy (LE) and

Medium Energy (ME) beam configurations (peaking at 3.5 GeV and 6 GeV, respectively).

MINERvA is the only experiment operating at the energies and momentum transfers that

span the first oscillation peak at the future flagship neutrino oscillation experiment, the

DUNE experiment.

MINERvA simultaneously measures cross sections with five different nuclei and

provides the first self-contained comparisons of interactions in different nuclei. It also
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provides the necessary information required to distinguish neutrino-nucleon interactions

models and nuclear medium effects. MINERvA’s large collection of data has produced a

detailed description of final state particles and information about the significant sources of

uncertainties in the neutrino interaction, which then help to improve theoretical models

used in the neutrino oscillation experiments. In addition, MINERvA’s neutrino cross

section measurements also yield information about the structure of protons and neutrons

and the force dynamics that affect neutrino-nucleon interactions. This nuclear research

contributes complementary information to the ongoing efforts at other laboratories that are

studying charged lepton-nucleon interactions.

Figure 1-1: Neutrino energy spectra for the worlds accelerator-based oscillation experiments
as a function of neutrino energy. No osc. label in the plot refers to the predicted neutrino
spectra for no oscillation cases. All fluxes are area-normalized and then scaled by energy to
reflect the scaling of interaction cross-section with energy. Figure is from [7].
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CHAPTER 2
THEORY

2.1 Neutrinos in the Standard Model

Decades of theories and discoveries of physics processes have shed light on the

fundamental structure of matter: everything in the universe is made from elementary

building blocks of matter, called fundamental particles. The theory that describes these

fundamental particles and how they interact is called the Standard Model of particle

physics.

The Standard Model is comprised of 12 fundamental particles and 4 fundamental

forces as shown in Figure 2-1. There are two categories of fundamental particles: quarks

and leptons. There are six particles in each category. The particles are divided into three

groups: first generation, second generation, and third generation. Each generation contains

two quarks, two leptons, and their anti-particles. The up quark and the down quark form

the first generation, followed by the charm quark and strange quark, and the top quark and

bottom (or beauty) quark. The six leptons are arranged with each neutrino paired with the

corresponding charged lepton: the electron and the electron neutrino in the first

generation, the muon and the muon neutrino in the second generation, and the tau and the

tau neutrino in the third generation.

The four fundamental forces include the strong force, the weak force, the

electromagnetic force, and the gravitational force. The weak and the strong force are only

effective over a finite range and dominate at the subatomic level. The electromagnetic force

has infinite range and is much stronger than gravity. Particles transmit discrete amounts of

energy, called quanta, among each other by exchanging force-carrying particles called

bosons. Each fundamental force has its own characteristic bosons:

• The gluon carries the strong force; it ”glues” quarks together.

• The photon mediates the electromagnetic force and transmits light.
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• The W and Z bosons are responsible for the weak force; they facilitate different types

of interactions and decays.

• The graviton (still a hypothetical elementary particle) mediates the force of gravity.

The Standard Model was built under the assumption of a massless two-component

neutrino [8, 9]. If neutrinos have zero mass, then their handedness is a permanent property,

and it is impossible for a neutrino to transform into another type. The neutrino oscillation

observation refutes this assumption and indicates that the Standard Model of physics is

still incomplete.

Figure 2-1: Standard model of elementary particles: the 12 fundamental fermions and 4
fundamental bosons. Brown loops indicate which bosons (red) couple to which fermions
(purple and green). Taken from [10].

2.2 Neutrinos Beyond The Standard Model

Leptons, like all matter particles in the Standard Model, exhibit the peculiar feature

that the states in which they engage in charged-current weak interactions, flavor states, are

not mass eigenstates. Instead, the three flavor states are a superposition, or mixture, of the

three mass states.
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There is a freedom in defining the reference point from which the flavor states are

experimentally measured. We conventionally define the quark flavor states in terms of the

up-type quarks, such that all the mixing occurs in the down-type quarks. Likewise in

neutrinos we define the flavor states in terms of the charged leptons with all the mixing

confined to the neutrinos. There is a good reason for this choice; the fact that neutrinos

interact only via weak interaction and that there are tiny differences between their masses

makes it impossible to measure which mass state has been created.

It is natural to assume that, similar to the other fermions, each neutrino flavor να

has an anti-matter equivalent να i.e. that they are Dirac particles. However, due to their

neutral charge it is also possible that neutrinos are Majorana particles. If this were true,

then neutrinos would be their own anti-particles. Neutrinos thus could have either Dirac or

Majorana masses [11].

To date neutrino experiments have confirmed the existence of three neutrino flavor

states. They are defined by the charged lepton they interact with at charged-current weak

vertices: νe, νµ and ντ . There are also three mass states ν1, ν2, ν3 with masses m1, m2 and

m3 respectively. In addition to the three mass states, there is also a hypothetical fourth

state. This state must be mostly sterile and contain only a tiny mixture of the standard

neutrino flavors [12].

Neutrino oscillation is the most productive and promising field in neutrino studies.

Neutrino oscillation is a process when a neutrino produced with one of the lepton flavors

(e, µ, τ) later interacts as a neutrino with a different lepton flavor. For example, a νe

created from the beta decay process, ZX
N →Z+1 X

N + e− + νe, may later interact as a νµ

after propagating some distance L from the point of creation in the beta decay to the

location of the detector.

2.3 Neutrino Interactions

The neutrino beams in accelerator-based experiments are not monochromatic but

widespread, from a few MeV to several tens of GeV. In this energy region several reaction
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channels are available but the imprecise kinematic information prevents the direct

comparison of measured results to theories. Since the neutrino beams are not

monochromatic but widespread, the incoming neutrino energy must be reconstructed from

the final state particles produced in the interaction.

The types and number of hadrons produced in a particle interaction are dependent

on the scattering process, and each hadron species (e.g. p, n, π+) produces a different

detector response. In addition, the hadrons produced in a neutrino-nucleus interaction can

themselves interact within the nucleus. In order to precisely measure the energy spectrum

of the incoming neutrino beam, neutrino experiments need precise knowledge of the rates

of the different neutrino-nucleus scattering processes and how the nuclear medium affects

the particles produced in neutrino-nucleus interactions.

The reconstruction of neutrino energy is performed by combining the kinematic

information of the outgoing lepton and the energy of all other outgoing particles:

Eν = El + Ehad, (2-1)

where Eν is the neutrino energy, El is the outgoing lepton energy and Ehad is the hadronic

energy obtained by calorimetrically summing up the energy of all other outgoing particles.

The determination of neutrino energy is essential since it enters the expression of

the neutrino oscillation probability. The hypothesis used to reconstruct the neutrino energy

from the observed charged lepton variables (energy and scattering angle) assumes that the

neutrino interaction in the nuclear target takes place on a nucleon at rest. In these

interactions, a neutrino νl scatters off a nucleon N (proton or neutron) within the nucleus,

producing a final state charged lepton l and one or more recoil hadrons X:

νl +N → l +X. (2-2)

The flavor of the final state lepton identifies the flavor of the incident neutrino.
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Accelerator-based neutrino oscillation experiments operate at neutrino energies Eν

in the range 1 ≲ Eν ≲ 10 GeV. In this energy range charged current (CC) weak

interactions of neutrinos with nuclei primarily occur via the following scattering processes:

• Quasi-Elastic Scattering ( νl +N → l +N
′
)

A neutrino νl interacts with a nucleon N bound in a nucleus, producing a charged

lepton l and a nucleon N
′
in the final state (Figure 2-2). N and N

′
have different

electric charge.

• Resonance Production ( νl +N → l +N
′
+ π )

A neutrino interacts with a nucleon bound in a nucleus, producing a charged lepton

and a baryon resonance. The resonance decays promptly before exiting the nucleus

into a nucleon and a pion in the final state (Figure 2-3).

• Shallow Inelastic Scattering ( νl +N → l +X )

A neutrino interacts with a nucleon bound in a nucleus, producing a charged lepton

and multiple hadrons, which often includes one more pions. Non-resonant

background scattering occurs at a lower momentum transfer to the target nucleon

than deep inelastic scattering.

• Deep Inelastic Scattering (DIS) ( νl +N → l +X )

A neutrino interacts with a quark of a bound nucleon producing a charged lepton and

multiple hadrons X in the final states (Figure 2-4).

Measurements of the per-nucleon quasi-elastic, resonance production, and deep

inelastic scattering cross sections as a function of neutrino energy for νµ and νµ CC

interactions with isoscalar nuclei (equal numbers of protons and neutrons) are shown in

Figure 2-5. Measurements of neutrino-nucleus scattering cross sections have large

uncertainties due to large uncertainties on the neutrino flux, and incomplete knowledge of

nuclear effects. Neutrino-nucleus cross sections are typically the largest systematic
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uncertainty for neutrino oscillation measurements [13, 14]. The MINERvA experiment is

performing precise measurements of neutrino-nucleus scattering cross sections for tuning

neutrino-nucleus interaction models and reducing systematic uncertainties in oscillation

experiments.
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ν
μ

W+

μ-

n p

Figure 2-2: Neutrino-nucleus CC quasi-elastic scattering.
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p
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Figure 2-3: Neutrino-nucleus CC resonance production.
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Figure 2-4: Neutrino-nucleus CC deep inelastic scattering.

Figure 2-5: Measured and predicted per-nucleon cross sections for νµ CC interactions with
isoscalar nuclei. CC inclusive data from ◦ BEBC [15], ⋄ CCFR [16], □ CDHS [17], ■ GGM-
SPS [18], ▼ IHEP-ITEP [19], ▼ IHEP-JINR [20], • MINOS [21], ▲ NOMAD [22], + NuTEV
[23], ▲ BNL [24], ∗ SKAT [25], ■ GGM-PS [26], and ⋆ SciBoone [27]. + ANL [28], ◦
BEBC [29], ▲ BNL [30], ♦ FNAL [31], △ GGM [32], • MiniBooNE [33], △ NOMAD [34], ▼
Serpukhov [35], ∗ SKAT [36]. The curves are predictions for each interaction channels and
are provided by the NUANCE generator [37]. Figure is from [38].
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2.4 Neutrino-Nucleon DIS Interactions

At high energies (Eν > 5 GeV) the neutrino can transfer sufficient momentum to be

able to resolve the internal structure of the nucleon, allowing neutrinos to scatter directly

off the quarks inside in a process known as DIS. As they carry no electromagnetic charges

and only interact through the weak interactions neutrinos have the unique ability to

distinguish particular quark flavors and hence can significantly enhances the study of the

nucleons constituents. The neutrino is able to scatter off any of the quarks that appear

inside the nucleon, including those which form the sea of quarks and anti-quarks that are

continually popping in and out of the vacuum. The flavor of quark seen by the neutrino

depends on the four-momentum transfer available: at lower values the nucleons contain

mostly up, down, and some strange quarks, but at higher values neutrinos can access the

higher-mass and shorter-lived quarks too.

In DIS interactions the nucleon containing the struck quark is broken up into its

constituent parts. As the struck quark recoils, the nucleon fragments and the strong force

between the quarks produce a massive shower of strongly interacting particles (hadrons) in

a detector, a process known as hadronization.

2.4.1 Kinematics of DIS

Neutrino CC DIS is the process in which a neutrino scatters off a quark in the

nucleon via the exchange of a W± virtual (short-lived) vector boson, producing a

corresponding lepton and a hadronic system in the final state. Figure 2-4 shows the

Feynman diagram of the DIS interaction. The process under consideration can be written

in the form of the momentum of each particle involved in the interaction:

Pν + PN = Pµ + PX . (2-3)

Pν − Pµ is the four-momentum transferred to the nucleus by the W vector boson. This

variable is also represented as q. The quantity −q2 is one of the important kinematic
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variables that characterize DIS, and is also called Q2. If the energy of the incoming

neutrino is Eν , and the energy and angle of the outgoing muon are Eµ, and θ respectively,

then the transfer momentum is given by:

Q2 = 4EνEµ sin
2

(
θµ
2

)
. (2-4)

Note that Q2 is given purely in terms of variables on the well-defined leptonic side of the

event. We will follow this convention as much as possible expressing quantities in the lab

frame. Meanwhile, the invariant mass of the hadronic final state can be written as:

W 2 = P 2
X = (Pν + PN − Pµ)

2. (2-5)

Expanding W 2 yields:

P 2
ν + (Pν · PN)− (Pν · Pµ) + (PN · Pν) + P 2

N − (PN · Pµ)− (Pµ · Pν)− (Pµ · PN) + P 2
µ , (2-6)

or

|Pν − Pµ|2 + (Pν · PN) + (PN · Pν) + P 2
N − (PN · Pµ)− (Pµ · PN). (2-7)

Assuming the target nucleon is at rest in the lab frame and has a rest mass of MN ,

expansion of the four-vector products result in:

−Q2 + 2EνMN +M2
N − 2EµMN . (2-8)

The total energy of the final hadronic final state must be Eν − Eµ by energy conservation.

Setting Eν − Eµ = Ehad gives:

W 2 = 2MNEhad +M2
N −Q2. (2-9)
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The different neutrino-nucleus scattering interaction channels correspond to regions of

invariant mass W , which is the center of mass energy of the final state hadronic recoil

system. The multiplicity of the hadronic recoil (i.e. the number of hadrons in the final

state hadronic recoil system) increases with W .

Both W and Q2 are the fundamental variables characterizing DIS. There are no

definite cut values for Q2 and W to consider an event to be a DIS event; the general

accepted quantities are Q2 ≥ 1 GeV2 and W ≥ 2.0 GeV. It is important to note that at the

few-GeV energy region, most of the DIS events will populate the low edge region of Q2 and

W and therefore the cuts applied to these variables are chosen by considering the statistics

of the sample as well. At high Q2 the interaction has enough momentum to resolve the

deep quark structure of the nucleus. Similarly, the region with W > 2 GeV is chosen to

ensure that the interaction is safely above the resonance region and imparts sufficient

energy to the nucleon to interact with a constituent quark creating a truly inelastic

collision. Resonance production and non-resonant background interactions are thereby

defined to have W < 1.8 GeV. These regions of high Q2 and W are for interactions with a

free nucleon. In a bound nucleon, the value of Q2 and W might be smeared due to nuclear

effects and therefore the DIS event sample as measured by a particle detector may contain

events that are truly not DIS events.

2.4.2 CC DIS Cross Section

The cross section for neutrino DIS is derived from the matrix element

M =
G2

F

2

1

1 + Q2

M2
W

(ūµγα(1− γ5)uν)⟨X | JCC | N ; p, s⟩, (2-10)

where GF is the Fermi coupling constant, MW is the mass of W±, ūµγα(1− γ5)uν is the

leptonic current and < X | JCC | N ; p, s > is the hadronic currents. Summing the leptonic
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and hadronic current, the differential cross section can be written as:

d2σ

dΩµdEµ

=
G2

F(
1 + Q2

M2
W

)2

mνmµ

Eν

Eµ

4π2
LαβW

αβ, (2-11)

where Lαβ is the leptonic tensor and Wαβ is the hadronic tensor.. The hadronic current is

conserved ∂µJ
µ = 0, and thus, can be written as

qαWαβ = qβWαβ. (2-12)

Contracting together the leptonic tensor and the hadronic tensor of the nucleus and

neglecting any terms proportional to lepton mass, the differential cross section can be

written as:

d2σ

dxbjdy
=

G2
FME

π
(
1 + Q2

m2
W

)2 [
y2M

2
2xW1(ν,Q

2)

+ (1− y − Mxy

2E
)νW2(ν,Q

2)± y(1− y

2
)νxW3(ν,Q

2)],

(2-13)

where the +(-) in the third term is for neutrino (antineutrino) interactions. The change of

variables (Ωµ, Eµ → (x, y)) was calculated using the Jacobian form

dΩµdEµ =
2πMν

Eµ

dxdy. (2-14)

The structure functions W1, W2, and W3 can be written as dimensionless quantities:

MW1

(
Q2, ν

)
= F1 (x) (2-15)

νW2

(
Q2, ν

)
= F2 (x) (2-16)

νW3

(
Q2, ν

)
= F3 (x) . (2-17)
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Charged lepton deep inelastic scattering (DIS) has been used for a long time to

validate the Standard Model of particle physics. The nuclear scattering mechanism for

high-energy neutrinos is similar in many ways to that of the high-energy charged leptons.

One important difference between the two interactions is the presence of the axial-vector

current in neutrino interactions. The interference between the vector and the axial-vector

current introduces a ν − ν̄ cross-section asymmetry. This asymmetry gives rise to an

additional structure function in neutrino-nucleon interactions, xF3(x,Q
2). The neutrino

DIS cross section can be expressed in terms of 2xF1, F2, and xF3, as well as the two

Lorentz invariants y and xbj [39]:

d2σ

dxbjdy
=

G2
F

2π
s

(
1 +

Q2

m2
W

)−2(
xbjy

2F1 +

(
1− y − Mxbjy

Eν

)
F2 + y(1− y

2
)xbjF3

)
, (2-18)

where xbj, the Bjorken-x variable, is a Lorentz invariant equal to:

xbj =
−q2

2PN · q
, (2-19)

and y is equal to:

y =
PN · q
PN · Pν

. (2-20)

GF is the Fermi constant, s is the center-of-mass energy of the interaction, mW is the W+

mass, and F1, F2, and F3 are structure functions that describe the structure of the nucleon.

The parton content of proton is not predicted by Quantum Chromodynamics (QCD), but

these structure functions can be directly measured or extracted using lepton and neutrino

scattering data.

In the lab frame, the target nucleon is assumed to be at rest. Equation 2-19 may

then be written as:

xbj =
Q2

2MNEhad

, (2-21)
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where Ehad = P 0
X . By energy conservation, Ehad = Eν − Eµ. The physical interpretation of

y is clearer after expanding the four-vector product in Equation 2-20. Assuming the target

nucleon is at rest in the lab frame:

y =
Ehad

Eν

. (2-22)

y is called the ”inelasticity” of the event and it measures how much of the incident

neutrino’s energy is transferred to the hadronic system. y is defined on the interval

0 ≤ y ≤ 1.0.

2.4.3 Bjorken-x Scaling

Bjorken Scaling pertains to an underlying feature (scaling) of a large class of

dimensionless physical quantities in fundamental particles; it suggests that when

experimentally observed hadrons are probed at high energies, they will behave as

collections of virtually independent point-like constituents. The properties of these hadrons

are said to scale when they are primarily derived from dimensionless kinematic quantities,

such as a scattering angle or the ratio of the energy to a momentum transfer. As energy

increases the spatial resolution potentially improves, implying independence of the absolute

resolution scale, and thus effectively point-like substructure [40].

The form factors of structure functions Fi depend on xbj and Q2. This implies that

additional momentum transferred to the hadronic system must be changing the form

factors of the target nucleon. Fi strongly depend on xbj but weakly depend on Q2 implying

that there is some point-like structure inside the nucleon. This structure is point-like as it

remains constant regardless of any additional momentum transfer, which should be able to

resolve finer distances due to the uncertainty principle [41].

The idea of scaling was first proposed by James Bjorken in 1968 for the structure

functions of deep inelastic scattering of electrons on nucleons. In 1967, at about the same

time when Bjorken proposed the theoretical scaling variable, the SLAC-MIT group also

discovered that the measured DIS cross section indeed exhibits the approximate scaling

behavior. The SLAC-MIT group directly measured F1 and F2 and verified that each form
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factor was only weakly dependent on Q2 but strongly dependent on the scaling variable xbj

[42]. This provided direct evidence of nucleons being constructed of three point-like charges

consistent with the proposed quarks [43].

In the picture of neutrinos scattering from point-like constituents of target nucleons

(the parton interpretation of DIS) the variable xbj is viewed as the fraction of the nucleon

momentum carried by the struck quark in a frame where the target momentum is very

large. The common picture of this frame is that the nucleon, as seen by the incoming

lepton, is flat and static because of length contraction and time dilation, and the incoming

lepton interacts with a single one of these frozen partons, carrying a momentum fraction

xbj [44].

2.5 Parton Distribution Function

The conditions for DIS (Q2 ≥ 1.0 GeV2 W ≥ 2.0 GeV) imply that a significant

amount of energy is imparted from the neutrino to a quark inside the nucleon. The probe’s

resolving power is approximately ℏ/q, and as q increases, the resolution of the structure

also become clearer. At high Q2 (−q2), it becomes easier to probe the internal structure of

the nucleon. In a frame where the momentum of the target nucleon is very large, the

momentum of the parton is almost colinear (parallel) with the momentum of the nucleon

and so that the target can be viewed as a jet of partons, each carrying a separate fraction

xbj of the longitudinal momentum. The partons momentum distribution functions within

the target nucleon are referred to as Parton Distribution Functions (PDFs) when the spin

direction of the partons can be neglected. They represent the number densities as they are

normalized to the number of partons (the probability densities) to find a parton carrying a

momentum fraction xbj at Q
2. DIS experiments have demonstrated that the number of

partons decreases at high xbj and increases at low xbj with Q2. At low Q2 the nucleon

structure function is dominated by the three valence quarks. At high Q2 the

quark-antiquark pairs carrying a low momentum fraction xbj become more dominant and

they form the sea quarks. PDFs describe the constituents of the nucleon in terms of sea
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and valence quarks (see Figure 2-6). The relationship of structure function F1 to F2 satisfy

the Callan-Gross relation at the lowest order of correction [45],

F2(xbj) = 2xbjF1(xbj) ⇒ FL(xbj) = 0, (2-23)

where FL is the longitudinal structure function. For a given structure function F2:

F2(xbj, Q
2) ≈ F2(xbj) =

∑
i

kixbj(q+(xbj) + q−(xbj) + q̄+(xbj) + q̄−(xbj)), (2-24)

where each quark flavor i is summed, ki is the quark’s electric charge, q± is the momentum

distribution of quarks inside a nucleon for spins aligned parallel (antiparallel) with the

nucleon, and q̄± is the momentum distribution of anti-quarks for spins aligned parallel

(antiparallel) with the nucleon. Valence quarks dominate at large values of xbj and form

the majority of a nucleon’s quarks and thus form a majority of the nucleon’s momentum.

Conversely, sea quarks dominate at small values of xbj and will soften the valence quarks

distribution as Q2 increases.

QCD predicts that quarks are asymptotically free at high energies deep within

protons and neutrons. Under this assumption, the initial four momentum (Pi) and final

state four momentum (Pf ) of the struck quark can be written as:

Pf = Pi + q. (2-25)

Recall that since the quarks are in a boosted frame q0 = 0 by definition. In this case,

Equation 2-25 written as:

p0i = p0f , (2-26)

p⃗i + q⃗ = p⃗f .
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Figure 2-6: The structure function F2 given at two fixed Q2 values (6.5 GeV2 and 90 GeV2).
Scaling can be seen at the pivot point xbj ∼ 0.14. Figure is from [46].

Assuming the energy of the quarks are much larger than their mass, the first half of

Equation 2-26 simplifies to |p⃗i| = |p⃗f |. The transverse momentum of the quarks is also

negligible. These two assumptions imply that the momentum vectors of the initial and final

state quarks are either identical, or differ from each other by a sign (the momentum vectors

are back to back). As q⃗ ̸= 0 in this frame, the only possible configuration of quark momenta

is p⃗i = −p⃗f . With this information, the second expression in Equation 2-26 reduces to:

p⃗i =
−q⃗

2
. (2-27)

Using the definition of q⃗ from Equation 2-27 yields:

p⃗i = xbj p⃗N . (2-28)
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It is important to note that some of the assumptions used to define xbj as the

quark’s fractional momentum are not generally true. For instance, quarks are not massless

and this “target mass” effect re-scales the scaling of quarks from xbj to account for the

nucleon mass M . In the Georgi-Politzer calculation [47], this is written as

xbj → ξ
2xbj

(1 + k)
(2-29)

where k = (1 + 4M2x2/Q2)1/2. As the target mass effect involves powers of 1/Q2 that do

not contribute to the perturbative expansion of QCD, it is frequently referred to as

kinematic higher twist. When the DIS formalism is extended to lower Q2 and W values,

the “higher twist” effects as powers of 1/Q4 and 1/Q6 become significant.

The analysis in this dissertation uses data collected with the recently upgraded

neutrino beam at Fermilab to produce the first measurement of a high-precision DIS

absolute cross section in the energy range of 5 < Eν < 50 GeV. The differential cross

section as a function of Bjorken-x extracted in this thesis can be used together with the

future antineutrino DIS differential cross-section analysis to measure the contribution of

the antiquark PDFs relative to those of the quarks for different targets.

2.6 Partonic Nuclear Effects

If the neutrino interaction in the nuclear target takes place on a nucleon at rest,

then we have all pieces needed to form a complete neutrino interaction picture. Neutrino

experiments utilize neutrino-nucleus interaction models. These models calculate the

cross-section for a particular neutrino-nucleon scattering process, which quantifies the

probability for the scattering process to occur. Neutrino-nucleus interaction models also

calculate effects of the nuclear medium, which modifies both the neutrino-nucleon cross

sections and the particles produced in neutrino-nucleon interactions. The cross sections

and nuclear effects cannot be calculated exactly due to the non-perturbative effects of the
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strong interactions within the nucleon and nucleus. Neutrino-nucleus interaction models

are therefore tuned to measured neutrino-nucleus scattering cross sections.

Equation 2-18 fully describes all DIS interactions in terms of three structure

functions F1, F2 and F3 for free nucleons. These structure functions are different for

protons and neutrons due to the different valence quark compositions. Furthermore, atomic

nuclei are made up of protons and neutrons bound together by the strong nuclear force and

this binding effect must be taken into consideration when deriving the cross sections.

2.6.1 Non-Isoscalarity

Equation 2-18 can be extended in a straightforward manner to calculate the nuclear

cross section of a nucleus with atomic mass A by combining the proton and neutron

differential cross sections dσP

dxdQ2 and dσN

dxdQ2 :

Z
dσP

dxbjdy
+ (A− Z)

dσN

dxbjdy
, (2-30)

where Z is the charge of the nucleus.

The νµ interacts with a down quark to conserve charge and converts to a µ− in a

CC interaction. As the proton contains only one down valence quark, the cross-section of

the νµ + proton interaction should therefore be smaller than the νµ + neutron interaction,

leading to a smaller proton piece as compared to the neutron piece in Equation 2-30. For

an atomic nuclei with an equal number of neutrons and protons (isoscalar) this difference is

negligible as the cross-section is averaged over all nucleons. However, heavier nuclei such as

iron and lead have an unequal number of protons and neutrons. This unequivalence leads

to a higher number of νµ + neutron events in the per-nucleon total cross section on lead

compared to carbon. As a result, it is expected that the lead cross-section is higher than

carbon when taking the lead to carbon cross section ratio. Valence quarks are more

prominent at high xbj resulting in larger non-isoscalar effects at higher values of xbj.
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Valence quarks also become dominant as A increases and the ratio of neutrons to protons

in the nucleus increases.

Non-isoscalarity is observed for all xbj values of DIS interactions, where it is more

prominent at high xbj. The partonic nuclear effects depend strongly on the xbj and the size

of the effect is strongly correlated to the xbj of the event. As xbj is the fraction of the

nucleon momentum carried by the struck quark, the partonic nuclear effects thus are

associated to the effects arising from sea and valence quark distributions.

2.6.2 Nuclear Structure Functions

The use of heavy targets in lepton scattering studies introduces complications, as

interactions with bound nucleons are impacted by nuclear effects. These nuclear effects

include how nucleons in the nuclear medium are correlated to one another before the

interaction occurs, also known as the initial state nuclear effects. After the interaction

occurs, the outgoing particle still needs to propagate through the nuclear medium and it

may engage in additional interactions. These interactions are referred to as the final state

interactions (FSI).

The measured nuclear structure function gives direct information about how nuclear

binding effects modify the momentum distribution of quarks in nucleons. The next way to

extend Equation 2-18 for bound nucleons is to substitute the free nucleon structure

functions F1, F2, and F3 with nuclear structure functions FA
1 , F

A
2 , and FA

3 . These nuclear

structure functions are related to the free nucleon structure functions by a function

f(xbj, Q
2):

FA
i (xbj, Q

2) = fi(xbj, Q
2)Fi(xbj, Q

2). (2-31)

fi(xbj, Q
2) may be different for different structure functions and different nuclei. The factor

of Q2 in f allows f to parametrize the target mass and higher twist effects discussed
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earlier. fi is only a function of xbj and 2-31 reduces to:

FA
i (xbj) = fi(xbj)Fi(xbj), (2-32)

fi(xbj) =
FA
i (xbj)

Fi(xbj)
.

The most common parameterization of f is derived from charged lepton-nucleus

DIS scattering experiments. It is common to use light nuclei such as 2H as the denominator

in Equation 2-32 in place of truly free nuclei due to the difficulties involved in using them.

Figure 2-7 shows a parameterization of f(xbj) (solid line) along with data from different

charged lepton DIS experiments. There are four features in this parameterization

stemming from xbj dependent nuclear effects.

The PDFs nuclear medium modifications are typically described by the nuclear

modification factor defined as the per-nucleon structure function ratio:

R =
FA
2

FD
2

, (2-33)

as deuteron is approximately considered to be made up of a system of free proton and free

neutron. The nuclear modifications are generally classified as:

• Nuclear shadowing: a depletion of the structure function ratio R due to interactions

with hadronic fluctuations of a W boson for xbj < 0.1.

• Anti-shadowing: an enhancement in the structure function ratio R for 0.1 < xbj < 0.3.

• The EMC effect: a second depletion in the bound nucleon structure function ratio R

for intermediate xbj values 0.3 < xbj < 0.75.

• Fermi motion: a sharp rise in the bound nucleon structure function ratio R as xbj

increases past xbj > 0.7.

Each of these effects will be discussed in detail in the following sections.
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2.6.2.1 Nuclear Shadowing

Shadowing is a depletion in the structure function ratio R due to destructive

interference of interactions with multiple nucleons in a nucleus that occurs for xBj < 0.1.

The source of the depletion is the survival probability for the force-mediating vector boson

or its fluctuations to pass through the nuclear medium and reach a bound nucleon deep

inside the nucleus. In other words, the interaction between a vector boson with a given

bound nucleon is shaded by the probability of having preceding interactions with other

nucleons, i.e. will experience multiple scattering. Nuclear shadowing occurs at low xbj and

at relatively low values of Q2 because a coherence time associated with the hadronic

fluctuations of the boson exceeds the mean internucleon spacing in nuclei. Derivation of

this coherence time can be estimated dimensionally by:

l ≈ Ehad

Q2 +m2
, (2-34)

where m2 is the effective mass of the hadronic fluctuation. As l is directly proportional to

the Ehad of the event, low Ehad events will not have a sufficient coherence time for the

hadronic fluctuation to interact with the nucleus. High Ehad events are primarily composed

of low xbj by Equation 2-21, thus the shadowing effect is dominant only at low xbj [48].

In the case of neutrino scattering, the W boson can interact during hadronic

fluctuations. The partial conservation of axial current (PCAC) leads to the Adler relation

that explains the W ’s fluctuation to axial-vector hadronic states [48]. In contrast to the

vector meson dominance (VMD) observed in the hadronic decays of excited light mesons

involving photons, many hadronic states contribute significantly to the hadronic behavior

exhibited by a W [49].

Nuclear shadowing is relatively well understood in charged lepton scattering.

However, there are two crucial differences expected in the shadowing mechanisms between

neutrino and charged lepton scattering that will directly affect the mass term in 2-34. The
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shadowing of sea quarks differs from valence quarks. Neutrinos, unlike charged leptons, are

directly sensitive to the number of valence quarks through the structure function F3.

Charged lepton DIS is largely sensitive to the vector current, which contributes to effective

mass terms on the order of 1 GeV2. Meanwhile, neutrinos are also sensitive to the axial

structure which brings the effective mass closer to the pion mass (≈ 100 MeV2). As a

result, shadowing in neutrino scattering may occur with a longer coherence time and thus,

larger values of xbj. It is important to note that difference is most conspicuous at low Q2

since the vector current is conserved and thus vanishes at Q2 → 0 GeV/c2 while axial

vector current does not.

2.6.2.2 Anti-Shadowing

Antishadowing is the enhancement in the structure function ratio R at

0.1 < xBj < 0.3 due to the constructive interference in multiple scattering through a

mechanism very similar to shadowing. However, the coherence time at such values of xBj is

too small for such long-range internucleon spacing in nuclei. Therefore, the enhancement

effect resulting from re-scattering is larger than the shadowing effect, which decreases

faster with energy.

Some theories propose that the antishadowing effect might be related to the EMC

effect (see section 2.6.2.3). As an example, one of the many models suggested to explain

the EMC effect is the existence of multiquark clusters. This model assumes that the

nucleus contains groups of 3N quarks [50]. While a quark in a free nucleon is restricted to

have xBj < 1, this is not the case with a multiquark cluster. The existence of very high

momentum states would subsequently deplete F2 at lower values of xBj. This explanation

is by no means a widely accepted explanation, and might become less popular with recent

measurements that demonstrate a correlation between the structure functions in the EMC

range and those at xBj > 1 [51].
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2.6.2.3 The EMC Effect

Understanding the structure of nucleons in terms of quark and gluon degrees of

freedom in the theory of QCD proved to be one of the greatest challenges in physics. Years

of experimental and theoretical efforts have been invested in understanding how these

fundamental degrees of freedom give rise to the nucleon. One of the most notable results

came from the European Muon Collaboration (EMC), who reported a significant difference

between the measured ratio of cross sections of iron nuclei and deuteron nuclei using a

beam of muon particles [52] and the theoretically predicted value [53, 54, 55, 56]. This

discovery is the first evidence for the nuclear effect known as ”the EMC effect”.

Figure 2-7: Comparisons of cross section ratios of carbon (C) or nitrogen (N) to deuterium
(2H) measured at various charged lepton experiments HERMES [57], SLAC-E139 [58], and
JLAB-E03103 [59]. Results are shown as a function of Bjorken x. Figure is taken from [60].

The EMC effect is the depletion in the bound nucleon structure function ratio R in

the intermediate xbj region of 0.3 < xbj < 0.7. Prior to the discovery of the EMC effect, a

steady increase in the bound nucleon structure functions was expected beyond the

anti-shadowing region. However, the opposite effect was clearly observed in EMC [52]. The

effect originates from the valence quarks of the nucleon as the EMC effect arises in the

intermediate xbj regime. To date, there is no universally accepted explanation for the cause

of the EMC effect [61]. Numerous theories have been proposed, one of which includes the

modification of free nucleon pdfs using nuclear wave functions to phenomenologically

extract nuclear pdfs [62]. The EMC effect is known to be a strong function of the nuclear
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density. A stronger EMC effect is observed in heavier nuclei than lighter nuclei when

compared to deuterium as shown in Figure 2-8.

Some of the early neutrino-nucleus scattering experiments, mostly dominated by

bubble chamber experiments, were conducted to test the EMC effects using the

neutrino-nucleus interaction. One of these experiments was the Big European Bubble

Chamber Collaboration (BEBCC) which published νµ neon/deuterium data. Their results

agree with the muon and electron scattering results from EMC and SLAC in the kinematic

region of 0.3 < x < 0.6 and high four-momentum transfer squared (Q2) [63]. The CERN

Dortmund-Heidelberg-Saclay Collaboration (CDHS), an iron detector with a liquid

hydrogen tank upstream of the detector, also reported no significant difference between the

structure functions for hydrogen and iron [64]. Following these two experiments, several

other neutrino-nucleus scattering experiments, namely the E545 Collaboration [65], WA25,

and WA59 collaborations [66], performed additional measurements of neutrino DIS cross

sections on neon and deuterium. Their results also confirmed the EMC results in

0.3 < x < 0.6. Unfortunately, these experiments were statistically limited and thus could

not provide a statistically significant comparison of the EMC effect in different nuclei. In

addition, the large systematic error coming from uncertainty in the neutrino flux provides

an additional complication when comparing to the charged-lepton EMC data.

The first systematic measurement of the EMC effect in neutrino scattering has been

performed by MINERvA utilizing its multiple nuclear targets exposed to the identical

neutrino beam [67]. This unique configuration in a neutrino experiment allows the

systematic uncertainties from different fluxes and detector smearing effects to cancel in the

ratio of cross section measurements.

2.6.2.4 Fermi Motion

Fermi motion is the momentum of nucleons bound inside a nucleus. As the valence

quarks begin to dominate the structure functions at xBj > 0.7, Fermi motion becomes the

dominant nuclear effect. A common nuclear model that describes this phenomenon is the
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Figure 2-8: The comparisons of the EMC effect for various nuclei in charged lepton scattering.
The heavier elements (gold, silver) show a sharper decrease in the xbj range of 0.5 < xbj < 0.8.
Data from [68] and [58]. Figure is taken from [60].

Relativistic Fermi Gas (RFG) model [69]. In this model, the nucleus is composed of two

systems of free nucleons (neutrons and protons) confined in the same potential well that

obey Fermi statistics. Each nucleon feels a potential due to the superposition of the

potential from all other nucleons. The nucleons sit in the center of a nuclear potential wall

with diameter equal to the diameter of the nucleus. The nucleons fill the lowest energy

levels when it is in the ground state. The Fermi momentum pF is the largest momentum of

a nucleon bound inside an nucleus in a ground state. The momentum distribution of the

nucleons is flat and goes to zero above pF . Fermi motion can only be observed in DIS

events at very high Q2. This can be achieved by setting xbj = 1. In that case:

Q2 = 2MNEhad. (2-35)

Substituting Equation 2-35 into the definition of W 2 yields:

W =
√
M2

N + 2MNEhad − 2MNEhad,

W = MN . (2-36)
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W = MN indicates the event is elastic where the nucleon mass remains constant after the

neutrino interaction. Increasing xbj causes W to approach MN . This evidently violates one

of the DIS assumptions that sufficient energy and momentum have been transferred to the

nucleon to resolve individual quarks. Large xbj values are only possible in DIS events at

very large Q2. However in practice, due to the limited beam energy and angular

acceptance, experiments have a limit on the maximum available Q2.

2.7 Neutrino DIS Measurement

Contemporary neutrino-nucleus scattering experiments have utilized high-intensity

neutrino beams and more finely grained detectors. Higher intensity beams produce higher

statistics data samples, resulting in analyses that are no longer statistics limited but

instead limited by systematic errors. Several high energy neutrino experiments have

measured the DIS cross sections for specific final states, for example opposite-sign dimuon

production: CHORUS ν-Pb [70], NOMAD [71], and NuTeV ν-Fe [72].

To be able to include neutrino-nucleus DIS scattering results in a global QCD fit,

understanding the neutrino-nucleus nuclear effects is essential. The most precise

high-statistics ν and ν̄ DIS measurements to date come from the NuTeV ν-Fe experiment.

NuTeV reported the probability density for finding a particle with a certain longitudinal

momentum fraction x at resolution scale Q2. Using this data, the nCTEQ collaboration

performed a dedicated PDF fit to neutrino-iron data by employing χ2 analysis and

extracted a set of iron nuclear correction factors for iron structure functions [73]. The

results, however, shows an inconsistency between the nuclear corrections in ν − A DIS (see

Figure 2-9). Compared to the theoretical predictions, NuTeV agrees well in the central x

region, but exhibits inconsistency within low x at low Q2 and high x both in shape and

magnitude when compared to results from charged-lepton scattering.

The fits performed above are based on several analyses of experiments that use one

heavy nuclei; therefore it is highly essential to gather data from experiments utilizing

different nuclei. MINERvA with its more extensive range of nuclear targets aligned in the
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same neutrino beamline has made a significant contribution toward a more detailed

nuclei-dependant study of nuclear PDFs and the correction factors[67]. Neutrino DIS data

with a higher energy beam (higher percentage DIS events) used in this dissertation analysis

as well as the antineutrino DIS data that is currently running will provide a thorough

systematic studies of the resonance-DIS transition region and the low Q2 DIS region. This

includes the extraction of high-xbj parton distribution functions that will play an

important role in the inclusion of neutrino-nucleus DIS data to the global QCD fit.

Figure 2-9: nCTEQ Global Fit of nuclear modifications on parton distribution functions
(each curve represent) on neutrino cross section data from NuTeV (data points). Figure is
from [74].
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CHAPTER 3
NUMI BEAMLINE

Neutrinos are created naturally by various radioactive decays, cosmic rays, and

during a supernova. They are a by-product of nuclear reactors and can be produced using

particle accelerators. The neutrino beam used in the MINERvA experiment, as well as the

oscillation experiments MINOS and NOvA, comes from the Fermilab’s NuMI accelerator.

NuMI delivers a high intensity, broad-spectrum neutrino beam that, depending on

configuration, consists primarily of muon neutrinos or muon antineutrinos. This chapter

describes the NuMI beam as it relates to this analysis, and is summarized from [75].

The neutrino beam is generated by firing 120 GeV/c protons at an angle of 58

mRad downward from Fermilabs Main Injector accelerator onto a meter long graphite

target, producing mesons (predominantly pions) through interactions with nucleons in the

target. A pair of pulsed toroidal magnetic horns select pions according to their electric

charge while defocusing the oppositely charged ones. When the horns are running with

positive (negative) polarity, positively (negatively) charged pions are selected, leading to a

neutrino (anti-neutrino) enhanced beam. The sign-selected pions are then focused into the

decay pipe where they are allowed to decay in the helium-filled decay pipe, producing

muons and neutrinos.

A hadron absorber made of steel, aluminum, and concrete removes any leftover

hadrons from the beam; over 200 meters of rock filter out the muons, leaving a beam of

neutrinos that propagate in a straight line to the MINERvA detector. A schematic of the

beam components is shown in Figure 3-1.

This dissertation presents results obtained using neutrinos produced in the ME

beam configuration, with a peak energy around 6 GeV. The total number of protons on

target (POT) for the MINERvA ME configuration for neutrinos, which corresponds to the

data set used in this analysis, is 12× 1020. Figure 3-2 shows the data-taking periods for νµ

for the entire ME exposure of the MINERvA detector.
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Figure 3-1: A schematic of the beam components. Figure is reprinted from [76]. Copyright
(2005) with permission from R. Zwaska.

Figure 3-2: Total POT collected as a function of the number of days within the entire ME
run period. The total POT for νµ running is 12× 1020. Figure is from [77].
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3.1 Proton Delivery and Slip-stacking

The Fermilab Accelerator Complex is illustrated in Figure 3-3. The proton beam

delivery in Fermilab starts with a H− ion source which is accelerated from 35 keV to 750

keV, bunched into separate packets of particles, and injected into Fermilab’s linear

accelerator, or Linac. The 5152-meter-long Linac accelerates the H− ions to 400 MeV. The

ions enter the Booster, where they immediately pass through a carbon foil. The Booster

removes electrons from the hydrogen ions, creating positively charged protons that are then

accelerated to 8 GeV.

The Booster has 84 RF (radio frequency) buckets around its

474-meter-circumference which creates 84 proton bunches containing 310 protons each that

are 19 ns apart. The proton bunches are grouped into 1.6 µs ”batches” which corresponds

to one revolution around the Booster ring. The Booster accelerator delivers 8 GeV protons

to the Recycler where two proton batches are stacked and squeezed into the size of one

batch, doubling the proton bunch intensity.

The Main Injector, located directly underneath the Recycler, captures the proton

beam from the Recycler and accelerates them from 8 GeV to 120 GeV. The Main Injector

and Recycler both have 588 RF buckets and their circumferences are seven times that of

the Booster which allows the injection of seven proton batches. However, one slot must

stay empty to enable the extraction kicker to ramp up, so a maximum of six proton

batches can be accelerated in the Main Injector. A beam spill containing all six batches

lasts typically 10 µs. Roughly 15 cm before striking the NuMI target the proton beam

passes through a toroid which measures the number of protons and the proton beam is

focused to the desired beam spot size at the target. Target pulse-heating requires beam

sizes between 1 to 2 mm in diameter.

The Main Injector was previously used to do the proton batch stacking injected

from the Booster in addition to its main function as Main Injector. After the summer

shutdown in 2013, the Recycler was converted to a high-intensity proton stacker using a
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method called ”slip-stacking”. Slip-stacking approximately doubles the proton intensity by

merging two proton batches into a single batch. Separating the stacking process from the

role of the Main Injector allows the Main Injector to continuously ramp up, deliver beam,

and ramp down at its maximum rate. This reduces the cycle time from 1.67 s to 1.33 s.

The sequence to produce a slip-stacked batch is as follows:

1. Six proton batches are injected from the Booster into the Recycler and captured by

the first RF system operating at 53 MHz. The frequency of the RF system is then

changed to 1260 Hz, causing the batches to decelerate to lower momentum and thus

move into a smaller orbit around the Recycler.

2. An additional 6 proton batches are injected into the Recycler and captured by the

RF system at 53 MHz.

3. The two six-proton-batches are separated in azimuthal space at different energy in

the Recycler. The two sets of batches continue to accelerate around the Recycler

until they are aligned. Then they are then injected into the Main Injector, captured

and accelerated at 120 GeV.

3.2 NuMI Target

The NuMI target is one of the more delicate elements in the NuMI beam line. The

target must be able to endure sustained, high-power proton beams, which induce stresses,

heating and eventually radiation damage and corrosion of materials. To maximize the

neutrino yield, most of the proton beam should be intercepted in the target in the smallest

possible volume and re-absorption of pions produced by secondary interactions must be

kept to a minimum. However, this increases the volumetric energy deposition in the target

and reduces the size of the outer transverse dimensions, causing the structural rigidity of

the target to decrease and resulting in a smaller surface area for cooling. To meet the

thermo-mechanical requirements of a robust target design while maintaining a high fraction
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Figure 3-3: The Fermilab Accelerator Complex. Figure is taken from [78].

of the beam striking the target, the beam spot size at the target and the target itself must

be increased.

3.2.1 Baffle

The NuMI beam power is so incredibly large that even a relatively small

mis-steering of the beam could pose serious damage to the beam components. The target

cooling and support components and the focusing horns, whose narrowest apertures

(referred to as necks) are not much larger than the nominal beam spot size at their

locations, are especially vulnerable to the offset parallel beam trajectories. To protect these

components a baffle is installed upstream of the target. The baffle comprises a graphite

core, 5.7 cm in diameter and 150 cm long in the beam direction. It is enclosed in a

6-cm-diameter aluminum tube that provides good thermal contact with the graphite. This

contact is maintained under beam heating in spite of the larger thermal expansion

coefficient of aluminum. A 13-mm-diameter circular hole through which the proton beam
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passes is found at the center of the baffle. It is designed to endure the full intensity beam

for a few pulses until mis-steering can be detected and the beam adjusted or turned off.

Thermocouples mounted near the downstream end of the baffle are connected to an

interlock that will turn the beam off if significant mis-steering is detected as excessive heat.

This monitoring also measures how much beam is hitting the inside walls of the baffle.

Since the largest temperature rise is downstream, both monitoring functions are done by

measuring the temperature at the downstream end of the baffle. Beryllium windows are

used to contain the radioactivated graphite target when its thermal and structural material

properties degrade through exposure to high energy proton beam. The windows are also

used to protect the graphite target from erosion due to the strong wind coming from the

air cooling system in the target pile.

3.2.2 Target and Baffle Carrier

The NuMI neutrino beam is designed to be used in different configurations

depending on the desired energy spectrum of the neutrinos, as shown in Figure 3-4. This is

achieved by keeping the two focusing horns stationary and moving the target position with

respect to the first horn. This results in a variety of wide band beams with peak energies

ranging from 3 GeV to 9 GeV. Figure 3-4 shows two of the three beam configurations.

To tune the neutrino beam energy, the target and baffle are mounted on a rail-drive

system as one unit with 2.5 m of longitudinal travel along the beam Positioning motors

seated on top of the module allow motion control of the target ±8 mm in the horizontal

direction, and +8/-200 mm in the vertical direction. Moving the target upstream has the

effect of directing smaller-angle, higher-momentum particles into the focusing horns,

resulting in a higher-energy neutrino beam.

3.3 Focusing Horn

The magnetic horns, Horn 1 and Horn 2, act as hadron lenses by focusing mesons

produced from the NuMI target and directing them towards the neutrino detector located

downstream. Each magnetic horn, described in Figure 3-5, is approximately 3 m long. A
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Figure 3-4: The true energy distribution of neutrino interactions in the MINERvA detector
from the simulation of two beam configurations: LE and ME. This dissertation uses the ME
flux denoted as the orange line in the figure. Figure is from [79].
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toroidal magnetic field is generated in the volume between the conductors as the current

flows in a loop from the outer conductor to the inner conductor. The data used for this

analysis is taken in the Forward Horn Current configurations that select positive pions thus

enhancing a νµ beam while reducing the ν̄µ contribution.

Figure 3-5: The Magnetic Horns. Figure is from [80].

From Ampere’s Law,

B =
µ0I

2πR
. (3-1)

As the current I stays constant along the inner conductor, the magnetic field B generated

between the inner and outer conductors should fall as the radii R increases following 1/R

and goes to zero at radii smaller than the inner conductor. The parabolic-shaped inner

conductors of the NuMI horns can act as linear lenses (in the thin-lens approximation)

when the target is not too close to the first horn. The parabolic shape also causes the

pathlength of particle trajectories along the magnetic field region to vary as the square of

the radius at the point where the particle enters the conductor. Thus the horn appears to

the incoming positive hadrons as a focusing lens with a focal length proportional to their

momentum. Hadrons created in the target parallel to the beam axis pass through the horns

unaffected. Hadrons that were well focused by the first horn are generally not affected by

the second horn. Horn-2 acts as the ”reflector” by refocusing the over-or under-focused

mesons by Horn-1. Horn-2 improves the efficiency of the focusing system by 50%.
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3.4 Decay Pipe and Beam Absorber

The function of the decay pipe is to provide a vacuum and low-density environment

for the mesons to propagate and decay after being focused by the horns. The mesons decay

into tertiary mesons, charged leptons, and neutrinos, thus producing the neutrino beam.

Mass along the trajectory causes some fraction of the mesons to interact, reducing the

neutrino flux. It also introduces Coulomb scattering that somewhat alters the mesons’

paths.

The length of the decay pipe is chosen to be 675 m because the decay length for a

10 GeV pion, the mean energy of pions producing the ME beam, is about 700 m. The

diameter of the NuMI decay pipe is chosen to be 2 m to accommodate more meson

trajectories and produce more neutrinos due to the higher divergence of low-energy

mesons. The decay pipe starts 46 m downstream of the NuMI target. A thin two

component steel-aluminum window closes the upstream end of the decay pipe. The

upstream window is thin to minimize meson interactions, while thick enough to provide

sufficient strength to avoid any possibility of rupture.

The NuMI absorber is a massive aluminum, steel, and concrete structure

downstream of the decay pipe whose function is to stop most of the particles still

remaining in the beam. The muons remaining in the NuMI beam after the decay pipe and

absorber are ranged out in the so-called muon shield. This shield consists of 240 m of solid

dolomite rock between the absorber and the detector hall.
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CHAPTER 4
MINERVA DETECTOR

4.1 Introduction to MINERvA

MINERvA is a dedicated high statistics neutrino scattering experiment that

operates in the NuMI beamline at Fermilab. As mentioned in Chapter 1, the primary goal

of MINERvA is to produce measurements of inclusive and exclusive neutrino interactions

relevant to the current and future oscillation experiments, and also to study nuclear effects

via measurements on different nuclei in the same beam.

The MINERvA detector employs fine-grained extruded polystyrene scintillator for

tracking and calorimetry. The detector is comprised of 120 hexagonal modules stacked

along the beam direction. The 5 m long hexagonal main core of the detector consists of

inner and outer regions. The inner detector (ID) is arranged into four subdetectors in

longitudinal direction: the nuclear targets region, the fully active tracking region,

downstream electromagnetic calorimeter (ECAL), and downstream hadronic calorimeter

(HCAL). The outer detector (OD) is a frame structure of hadronic calorimeter which

borders and physically supports the ID. The MINOS near detector located downstream of

MINERvA serves as a toroidal muon spectrometer.

Figure 4-1 shows the schematic of the MINERvA detector as viewed from along the

beamline axis. The components of MINERvA detector and the calibration process in

MINERvA are summarized below, and explained in detail in [81].

4.2 A Note on the MINERvA Coordinate System

The MINERvA coordinate system is defined as follows: the origin is at the center of

the ID. The z-axis points in the longitudinal direction along the central axis of the

detector. The y-axis points gravitationally upward, and the x-axis is orthogonal to the

other two axes. The z-axis is defined to place the front face of MINOS at z = 1200 cm. In

this system the beam central axis is in the y-z plane and points slightly downward at 3.34◦.
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Figure 4-1: Schematic of the MINERA detector, with all sub-detectors and their masses
labeled. Figure is from [81].
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4.3 Tracking Modules

The core components of the MINERvA detector are 2.2 meter wide hexagonal

planes composed of 127 triangular shaped bars of extruded scintillator (CH) with 33 ± 0.5

mm base and 17 ± 0.5 mm height that are glued together with 3M-DP190 translucent

epoxy. The planes are covered by Lexan sheets and attached with 3M-DP190 gray epoxy to

ensure that they are light tight and robust. The density and elemental composition by

mass percentage for the various materials in the scintillator planes are listed in Table 4-1.

The triangular base of the scintillator bars allows charge-sharing between

neighboring strips in a single plane to interpolate the coordinate position, producing 3 mm

position resolution for reconstructed tracks. The extruded scintillator strips are made from

polystyrene pellets (Dow Styron 663 W) doped with 1% (by weight) 2,5-diphenyloxazole

(PPO) and 0.03% (by weight) 1,4-bis(5-phenyloxazol-2-yl) benzene (POPOP). PPO and

POPOP are used for their spectroscopic properties as well as for their processing abilities.

The strips are covered by a co-extruded white reflective coating based on 15% TiO2 (by

weight) in polystyrene. Both ends of the scintillator strips are painted with white EJ-510

TiO2 Eljen paint. Two scintillator planes are placed in a hexagonal steel frame to form a

tracking module. The inner tracking region consists of 60 tracking modules. The

composition of scintillator strips and constructed planes is given in Table 4-2.

To map a charged particle’s 3-D path through the detector, the scintillator planes

are arranged along different orientations to the MINERvA x-y plane called ”views”. The

hexagonal design of the plane makes a 60 degrees offset the natural axis rotation between

each plane, providing three distinct views labeled X, U, and V. In the X view, the

scintillator planes are arranged vertically to provide position information for the positive

and negative x-directions. The U and V planes are rotated ±60 degrees relative to the X

view. Each module has one X plane, and either a U or V plane. Along the z-direction, the

scintillator planes are arranged in UXVX sequences to provide a stereo 3D reconstruction

of multi-track events.
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The scintillator planes cannot fully contain products from neutrino interactions

(”events”), due to their low density. Therefore, the ID module is surrounded by a 1 mm

thick lead collar that starts at roughly 90 cm from the module center and extends to the

outer edge and the sides of the detector. This region is called the OD. At the energy in

which MINERvA is operating, many of the neutrino interactions contain backward- and

sideway-going particles. The lead collar can provide event containment for particles leaving

the neutrino vertex in the fiducial region and act as a component of the EM calorimeter to

slow down or stop particles. The frame itself is 56 cm wide and is instrumented with four

bars of scintillator of varying lengths to span each wedge in the frame. The OD frames are

3.49 cm thick in the tracker region.

The OD scintillator bars have two different rectangular cross-sections.

Approximately 90% of the OD scintillator bars have a base of 19.0 ± 0.5 mm and a height

of 16.6 ± 0.5 mm. The OD steel is thicker in the hadron calorimetry region, therefore the

OD scintillator bars are also thicker to improve hermicity. The ID is composed of 13,312

extruded scintillator bars and the OD is composed of 2,736 scintillator strips, including

waste and spares.

Figure 4-2 shows a cross-sectional view of a module. In total, the tracking region of

the detector contains 110 modules.

4.4 Veto Walls

The veto wall subsystem is located upstream of the MINERvA detector. It is

comprised of alternating layers of passive steel plates interspersed with two walls of six

scintillator counter panels that are arranged vertically. Each of the twelve scintillator

counters are read out by two single anode PMTs. The primary purpose of the veto wall is

to identify muons entering the front face of the detector. These muons are relics from

muon-neutrino interactions in the rock surrounding the detector and therefore named ”rock

muons”. Rock muon identification is extremely important for any analysis of the helium

target data, located between the veto wall and the main detector. Charged current analysis
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Front View
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Figure 4-2: A cross-sectional schematic of a MINERvA module. The ID strips, lead collar,
OD frame, and the supports for the scintillator inside the module are visible in the picture.
Figure is taken from [81].

Table 4-1: The densities and composition of the various components in the detector. Table
is reprinted from [81].

Material
Density
(g/cm3)

H C N O Al Si Cl Ti

Scintillator
1.043
±

0.002
7.6% 92.2% 0.06% 0.07% - - - -

Coating 1.52 6.5% 78.5% - 6.0% - - - 9.0%
Lexan 1.2 6.7% 66.7% - 26.7% - - - -
PVC
tape

1.2 4.8% 38.7% - - - - 56.5% -

DP190
transl.

1.32 10.0% 69.0% 2.6% 17.0% - - 0.5% -

DP190
gray

1.70 5.0% 47.0% 1.7% 27.0% 6.0% 6.0% 0.05% -
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Table 4-2: The composition of the constructed planes and scintillator strips given in mass
percentage. Table is taken from [81].

Component H C O Al Si Cl Ti
Strip 7.59% 91.9% 0.51% - - - 0.77%
Plane 7.42% 87.6% 3.18% 0.26% 0.27% 0.55% 0.69%

from the most upstream nuclear target can also benefit from veto wall data. The analysis

performed in this dissertation does not include the data from veto walls because the event

topology of DIS events include a large hadronic shower event and not easily confused with

rock muon events.

4.5 Nuclear Target Region

The nuclear target region is located in the upstream part of the detector. It

contains five layers of passive targets comprised of various configurations of solid carbon,

iron, and lead; this allows MINERvA to study neutrino interactions in different nuclei

using the same beam. The passive targets are separated by either two or four tracking

modules. This ensures good vertex position resolution for events originating in the nuclear

targets as well as to measure the final state multiplicities. The identical tracking layers

allows a direct comparison of interaction rates as well as hadron production and

re-scattering between these targets.

For ease of detector construction and event containment, each solid nuclear target is

seated in the same instrumented hexagonal steel frame as the scintillator planes. The

targets are built by combining slabs of pure carbon (C), iron (Fe), and lead (Pb) that

occupy different transverse areas to allow studies of acceptance differences for various

regions of the detector. Target 4 is pure lead and serves as component of the

electromagnetic calorimeter by slowing down or stopping final state particles. Targets 1, 2,

and 5 have slabs of iron and lead that are carefully arranged to minimize systematic

uncertainties due to the development of a hadronic shower. The iron slab is larger than the

lead slab, with the dividing line 20.5 cm from the center. Target 3 is composed of carbon,

iron, and lead. Since carbon is the lightest nuclei of the three solid targets, target 3 is
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designed to be the thickest target to increase the neutrino interaction rate. The thickness

of target 3 is approximately twice the thickness of targets 1 and 2. The carbon slab

occupies half of the area of the hexagon module, while the iron occupies one-third, and the

lead occupies one-sixth. The five targets are configured such that the thicker targets are

most upstream and the thinnest targets are downstream. The thinner targets are included

to study specific reactions that contain low momenta final state particles.

The orientation of the planes, as viewed looking downstream, are shown in Figure

4-3. The elemental composition of the targets is given in Table 4-3.

The fiducial area for the passive targets is an 85-cm-apothem hexagon with a 2.5 cm

cut on each side of the division between materials. The z-location of the center of each

target and the fiducial mass of each material for each target is given in Table 4-4. The

estimated uncertainty on the fiducial masses due to density and thickness variations is less

than 2%.

In addition to the solid targets, there is also a liquid water target located between

targets 3 and 4. The water target comprises kevlar sheets hung from a circular steel frame.

Due to design considerations there is no OD frame surrounding the target. The kevlar

sheets stretch when the target is filled and the lower part expands more than the upper

part, making it difficult to get a precise measurement of the water target volume. The

estimation of the water target is done by comparing the measured volume when it was

emptied and when it was full. The water target is not included in this dissertation analysis.
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Figure 4-3: Schematic of the nuclear target region as viewed along the beamline axis. The
thicker targets are located upstream while the thinner targets are located downstream. Fig-
ure is adapted from [81]

Table 4-3: The composition of nuclear target components given as mass percentage. Table
is reprinted from [81].

Material
Density
(g/cm3)

C Si Mn Fe Cu Pb

Iron
7.83 ±
0.03

0.13% 0.2% 1.0% 98.7% - -

Lead
11.29 ±
0.03

- - - - 0.05% 99.95%

Carbon
1.74 ±
0.01

>99.5% - - - - -
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Table 4-4: Nuclear target locations, thickness and fiducial mass. The total mass refers to
the entire plane of target material. Table is from [81]

Target z-location Thickness
Fiducial
Area

Fiducial
Mass

Total Mass

(cm) (cm) (cm2) (kg) (kg)

1-Fe 452.5
2.567 ±
0.006

15999 322 492

1-Pb 452.5
2.578 ±
0.012

9029 263 437

2-Fe 470.2
2.563 ±
0.006

15999 321 492

2-Pb 470.2
2.581 ±
0.016

9029 263 437

3-Fe 492.3
2.573 ±
0.004

7858 158 238

3-Pb 492.3
2.563 ±
0.004

3694 107 170

3-C 492.3
7.620 ±
0.005

12027 160 258

Water 528.4 17-24 25028 452 627

4-Pb 564.5
0.795 ±
0.005

25028 225 340

5-Fe 577.8
1.289 ±
0.006

15999 162 227

5-Pb 577.8
1.317 ±
0.007

9029 134 204
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4.6 Electromagnetic and Hadronic Calorimetery

The ECAL is downstream of the tracker region. ECAL modules are similar to

tracker modules except that a 0.2 cm thick sheet of lead is attached to each scintillator

plane, so that lead covers the entire scintillator plane but does not extend to the OD. A

transition module exists between the last tracker module and first ECAL module. This

module contains a 0.2 cm thick lead sheet affixed to the front of the more upstream plane

and serves as a particle absorber. The ECAL has fine granulity that allows measurement of

the photon and electron energy with ≈ 5% resolution as well as a directional measurement

for each. There are 10 modules in the ECAL region.

The most downstream detector is the HCAL, which begins immediately following

the ECAL. Modules in the HCAL are composed of a 2.54 cm thick steel absorber plane

interleaved by a single scintillator plane to allow for detection of protons and pions. The

scintillator planes alternate in view, having a repeating pattern of UXVX as in the tracker.

In total, there are 20 modules in the HCAL.

4.7 The MINOS Near Detector

The MINOS detector is situated approximately 2 meters downstream of MINERvA

in the NuMI beamline. The MINOS near detector is used as a muon spectrometer to allow

reconstruction of the momentum and charge of muon tracks exiting MINERvA in the

forward direction. The MINOS detector technology and readout are described in detail in

[82]. The MINOS coordinate system is defined such that the Z-axis points downstream and

is parallel to the coil; the positive Y -axis points upward and is orthogonal to the Z plane;

the X-axis is orthogonal to the other two axes. The x− y origin of the MINOS coordinate

system is at the intersection point between the coil and the first steel plane. This section

will focus on the detector segmentation and geometry and discuss the performance aspects

that are relevant to its use in the analysis described in this dissertation.

MINOS, shown in Figure 4-4, is a tracking calorimeter composed of planes of

magnetized iron and plastic scintillator with a total mass of 1 kTon. It has a toroidal
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magnetic field with average strength of 1.3 T, produced by a current-carrying coil passing

through the entire length of the detector. The direction of curvature in the field allows for

a determination of the track charge-sign. In normal operational mode the field is set to

focus the charge-sign of the primary beam component in the peak energy region.

MINOS is composed of 282 octagonal steel plates, each 2.54 cm thick, spanning a

length of 16.6 m. The 120 planes located in the upstream region of the detector, the

calorimeter region, are fully intrumented. The calorimeter region provides a precise picture

of neutrino interactions occurring in its volume. The downstream 162 planes of the

detector (the spectrometer) has full scintillator coverage but only every fifth plane is

instrumented. The spectrometer region is used to track the through-going muons generated

by interactions upstream and to determine their momentum. The front face of MINOS is

located at z = 1200 cm in the MINERvA coordinate system.
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Figure 4-4: Left: the bird’s eye view image of the MINOS detector with the calorimeter
and muon spectrometer regions. Right: the transverse view of the MINOS detector plane.
The partially instrumented active scintillator plane is denoted by the shaded area where the
boundary of the fiducial region is indicated by the dotted line. Figure is taken from. [21]

4.8 MINERvA Detector Electronics

Fig 4-5 describes the process of detector readout.
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Figure 4-5: Explanation of the MINERvA Detector Readout. Figure is adapted from [83].
Photographs are courtesy of the MINERvA collaboration.
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4.8.1 Scintillator and Wavelength-shifting Fibers

As mentioned in section 4.3, MINERvA uses extruded plastic scintillator technology

for the ID and OD. Light produced in the scintilator is collected by a green wavelength

shifting (WLS) fiber placed in the center of the strips. The plastic in these fibers is doped

with fluorescent dyes that absorb the predominantly violet light (≈ 425 nm) from the

scintillator and emit green light (450 - 650 nm) light. The green light is partially trapped

within the fiber by total internal reflection where much of the short wavelength light (<520

nm) is attenuated while traveling through a full length of a WLS fiber. The longer

wavelengths are only weakly attenuated. The fiber is read out at only one end. To

maximize light collection, the unread end of each fiber was mirrored using techniques

developed at Fermilab.

Ice-polishing is used to prepare the fibers prior to applying the reflective coating.

Ice-polishing can give a very good finish to many fibers at once. This technique is

described in detail in [84]. The reflective coating is applied in a vacuum system dedicated

to optical fiber mirroring. Light output is measured through the unmirrored end of a fiber

with ultra-violet light incident on the fiber near the mirrored end. Then, the mirrored end

is cut off at 45o, painted black, and the light yield is remeasured with the UV light at the

same place. The mirror reflectivity is measured to be about 80%. Root mean square

(RMS) of the mirroring is 5.5%.

4.8.2 Photomultiplier Tubes

The light output of the detector for an energy deposition caused by a minimum

ionizing partlcle (MIP) is sufficient to support a low quantum efficiency photosensor.

Multi-anode photomultiplier tubes (PMTs), which have moderate gain and good linearity,

were chosen to serve as MINERvA’s signal readout photosensor. MINERvA uses the

R8804MOD-2 photomultiplier tube manufactured by Hamamatsu Photonics [85]. This

phototube has an 8 x 8 array of pixels laid out on a 2 cm x 2 cm grid. The fully

instrumented MINERvA detector uses 507 PMT’s. A steel tube called a PMT box houses
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each PMT. A PMT box contains eight connectors that are paired to an eight fiber

connector, respectively, allowing for a total of 64 fiber connections. The clear fiber cables

that bring light from the scintillator and two light injection fibers used to track the PMT

gain are the inputs to this box. Inside the box is a ”weave” of 64 fibers that are paired to a

plastic component that aligns the fibers on a ”cookie”. The weave is arranged in a

checkerboard pattern in order to mitigate optical cross-talk between adjacent channels.

4.9 Data Acquisition

Neutrino interactions produce charged particles that travel through the detector and

leave energy depositions, or hits. Information from the time and position of these hits is

used to reconstruct and classify neutrino interactions. Light from the over 32,000

scintillator bars in MINERvA is converted into electrical pulses that carry accurate timing

information with an amplitude proportional to the energy deposition.

Each PMT is read out by a Front End Board (FEB) utilizing six ASIC chips, also

called the TriP-t chips, that amplify, digitize and convert the signals from the PMTs to a

fast timing signal. The standard operating mode is to open a collection gate on the FEBs

(readout gate) synchronously with the delivery of neutrino beam spills for 16 µs.

Pulse-heights and latched times are recorded for all channels at the end of each 10 µs spill

of the NuMI beam and any delayed detector activity, such as such as electrons from muon

decays (michel electrons) is recorded in the additional 6 µs.

At the end of the spill, the readout system loops over all of the FEBs and collects

data in device frames one at a time for the state of the high-voltage (HV), hit timing, and

hit blocks. Each frame is passed through an FEB channel where it is stored briefly before

being passed to a readout computer that writes the data into a memory buffer.

Subsequently, the data can be archived to file or passed to other applications, for example,

for online monitoring.
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4.10 Data Processing and Calibration

In order to measure neutrino cross-sections to a high degree of accuracy, it is

essential that the detector is carefully calibrated. These calibration measurements ensure

that the detector components meet the experimental requirements and accurately convert

the electronics output to absolute energy deposition values. The calibration data is also

extremely useful for a final tuning of the parameters used in the detector simulation.

Minerva calibrations are divided into two type of measurements: in-situ measurement and

the ex-situ measurements.

The DIS analysis uses the latest MINERvA software framework called

“Inextinguishable” in order to process all forward horn current (FHC) ME data on disk.

This data was collected between September 12, 2013 to February 9, 2017. All of the data

presented in this dissertation correspond to this sample. During the calibration stage, the

available data are divided into several periods based on the detector configuration (for

example, if water or helium target is filled) and NuMI beam slip-stacked configuration

prior to be quality-checked. This results in 13 ME neutrino data samples known as playlist

as listed in Table 4-5. It is important to note that the data samples used in this

dissertation do not include playlist minervame1M listed in Table 4-5.

4.10.1 Ex-situ Measurements

The ex situ measurements were conducted before the MINERvA detector was

assembled. These measurements provide several of the constants required to reconstruct

energy depositions in the MINERvA detector and ensure that the components met the

experimental requirements.

4.10.1.1 Front end board response

The purpose of calculating the constants of the front end board response is to

convert the output signal of the FEB (ADC) into the equivalent charge for the low,

medium, high gain ADC channels. The constants cannot be characterized by a simple
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Table 4-5: MINERvA ME neutrino playlists based on detector and NuMI beam slip-stacked
configuration. There are 4 slip-stacked configuration: 6+0 refers to no slip stacked batches,
6+2 refers to 2 NuMI slip-stacked batches out of the 6 batches, 6+4 refers to 4 NuMI
slip-stacked batches out of the 6 batches, and 6+6 refers to 6 NuMI slip-stacked batches.

Playlist Data Taken
NuMI Batch
Configuration

Detector Configuration

minervame1A 09/12/2013-01/14/2014 6+0
Empty water target;
Empty Helium target

minervame1B 01/14/2014-02/06/2014 6+0
Empty water target;
Filling Helium target

minervame1C 02/06/2014-04/08/2014 6+0
Empty water target;
Filled Helium target

minervame1D 04/08/2014-09/05/2014 6+0
Empty water target;
Filled Helium target

minervame1E 10/24/2014-02/06/2015 6+0
Empty water target;
Filled Helium target

minervame1F 02/06/2015-06/10/2015 6+2
Empty water target;
Filled Helium target

minervame1G 10/23/2015-02/22/2016 6+4
Empty water target;
Empty Helium target

minervame1H 02/22/2016-02/22/2016 6+4
Filling water target;
Empty Helium target

minervame1L 02/22/2016-03/01/2016 6+4
Filled water target;
Empty Helium target

minervame1M 03/01/2016-06/29/2016 6+4
Filled water target;
Empty Helium target

minervame1N 11/14/2016-01/19/2017 6+6
Filled water target;
Empty Helium target

minervame1O 01/19/2017-01/31/2017 6+6
Filled water target;
Filling Helium target

minervame1P 01/31/2017-02/20/2017 6+6
Filled water target;
Filled Helium target
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linear function of the input charge. In order to characterize the non-linearity, a fit is

performed between the high, medium, and low gain response of each channel that consists

of three distinct linear segments:

PE(c, t) = ADC × FEB(c)÷ gain(c, t). (4-1)

Three sets of six parameters that describe the electronic channel’s high, medium,

and low gain response are extracted and stored in the offline database to correct the raw

ADC response to linearized charge. If the corresponding digitized output drops below the

saturation of the electronics (below 2̃500 ADC counts), the charge is calculated from the

high, medium, or low gain response, respectively.

4.10.1.2 Module mapping

The purpose of module mapping is to provide the final quality check on the module

construction and also to map the light response of strips as a function of transverse and

longitudinal position. The module mapping is done as follows. Modules are scanned

throughout using Cs-137 sources. The strip response is mapped at a number of transverse

distances from the strip. Subsequently the strip response at each longitudinal position is

also mapped. The pedestal shift is plotted as a function of the transverse position, which is

then fitted to a Lorentzian profile in order to find the maximum response amplitude at the

center of the fiber position. An attenuation response curve is then determined from the

maximum response as a function of longitudinal position along the strip and is used to

account for the attenuation when the tracking algorithms determine the position of a hit

along a strip.

4.10.2 In-situ Measurements

Calibration of ADC data is necessary to give an estimate of the energy deposited in

each of the scintillator strips. Several factors needed to convert ADC counts to an energy

deposition are best measured in the assembled detector. Because these factors can vary

88



over the course of a multi-year run, the time dependence must be accounted for in the

reconstruction and the detector simulation.

4.10.2.1 Pedestal monitoring

Regular monitoring of detector noise during beam-absent time periods is necessary

to establish the reference point, or pedestal, against which beam signals are compared.

During standard beam-on operation pedestal levels are measured for all ∼32k channels

during a special mixed beam/pedestal subrun that occurs twice every 40 subruns, about

10.5 hours apart. This subrun collects ∼750 gates from each channel over the course of

∼27 minutes. Each readout gate is open for 16 µs [86] and captures the activity from rock

muons, radioactivity, and electronic sources. Background activity in a large sample of

pedestal gates was measured to be 18 Hz. The main contributor is the rock muons. Rock

muon events produce a single high pedestal gate for the illuminated channels. An example

of a single gate well above the normal pedestal distribution for a representative channel is

shown in Figure 4-6.

An outlier removal method known as Peirce’s Criterion [87] is utilized to identify

the high-side pedestal readings that occur from background particle entry into the detector

and from spurious electronic readout. These outliers are removed prior to the mean and

RMS being calculated for each channel during the subrun. The pedestal mean values are

found to vary 7% across all channels, and each channel’s pedestal is stable to within 2%

during the pedestal subrun. See Table 4-6 for a summary of the pedestal variation for the

entire detector during a single pedestal subrun.

No organized drift of pedestal values has been observed over long time scales. The

pedestal mean computed from the mixed pedestal/beam subrun is used as the reference

point against which all signal levels are calculated for the 10.5 hours until the next pedestal

sample is taken. The RMS of pedestal means over time is much smaller than the RMS of

the pedestal values within one subrun, justifying the use of the latter as an estimate of the

uncertainty on the actual pedestal at the moment a beam signal is recorded.
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Figure 4-6: Example of a channel demonstrating a single pedestal gate with a measured signal
∼100 ADC above the pedestal level. Gates such as this are removed from the distribution
before calculating pedestal statistics. Figure is from [81]

Table 4-6: Pedestal variation across more than 32,000 detector channels for a representative
subrun (Run 3721, Subrun 1).

mean (ADC) RMS (ADC) gates
High gain 432±30 7.76±0.41 746±5

Medium gain 436±30 6.65±0.29 745±5
Low gain 440±29 6.36±0.27 746±5

4.10.2.2 PMT gain monitoring

The PMT gains are key to determining the amount of light detected and

subsequently, the energy of the incoming neutrino. MINERvA uses in situ calibration data

to measure the pixel gains of each PMT. A light injection system is utilized to measure the

single photo-electron gain of each of the less than 32000 channels. The light-injection

system is based upon pulsed blue light-emitting diodes (LEDs). The light from each LED

is fanned out to 50 PMT boxes in a cone/collar assembly. The entire system is controlled
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as part of the data acquisition program. Groups of PMTs are pulsed together and all

PMTs are read out each time the calibration system is triggered.
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Figure 4-7: An example of fitting a photoelectron distribution. The x-axis is in units of ADC
counts. Figure is from [81]

Figure 4-7 shows the results from the data taken in one channel, where the light

injection system was set to pulse at a voltage that, on average, delivers about one

photoelectron (p.e) per pulse to most PMTs. The highest peak is the pedestal. The second

highest peak is the single p.e peak. Subsequent peaks cannot be distinguished from each

other since they smear together. The gain is set in the following way:

1. Calculate the gain of all 64 pixels on a tube. Label pixels with a gain less than

8× 104 as dead.

2. Calculate the average gain of the 8 lowest gain pixels on the tube that are not dead.

3. Calculate the required HV value such that the 8 lowest gain pixels have an average

gain of 4.38× 105.
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The resulting gains of 473 of the 507 phototubes after this tuning procedure is done are

shown in Figure 4-8.
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Figure 4-8: A histogram as a funtion of gain for all channels in the MINERvA Detector.
Figure is from [81]

4.10.2.3 Relative channel to channel response variations

The light level between ID strips might vary due to several factors, for instance, due

to the differences in the composition of batches of scintillator, air bubbles in the epoxy

used to fill the fiber hole, or couplings between the optical fibers and photomultiplier tube.

A correction is applied to address these variations by applying a multiplicative constant to

strip energy deposits to make the response uniform throughout the detector. To derive the

constants, the rock muon sample is used to provide a relative energy scale for the muon

MIP energy per length. The initial step is to perform alignment of strips to correctly

measure the path length corrected charge. One iteration of alignment is adequate to align

all the planes [88]. After applying the calibration, the plane-to-plane peak energy is

consistent with flat with a p-value of 0.90, shown in Figure 4-9.
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Figure 4-9: The peak energy per unit path length is fitted for each plane. Figure is taken
from [81]

4.10.2.4 Muon Equivalent Unit

The Muon Equivalent Unit (MEU) technique is used to determine the absolute

energy scale of the detector, using a rock muon sample. The peak number of photoelectron

for each PMT is tuned to be the same in the data and simulation to ensure the same

statistical fluctuations. Rock muons that are matched to the MINOS near detector are

used to measure the energy and photoelectrons deposition in the strip.

4.10.2.5 Timing calibration

A timing calibration is performed to account for transport time in the optical fiber,

time slewing, and channel-to-channel time offsets. Time slewing is defined as a function of

hit p.e and primarily caused by the scintillator decay times. The FEBs are wired together

in sequence, and thus the channel-to-channel time offsets include cable delays between

FEBs along a chain and time offsets between the sequences. Time slewing and the

channel-to-channel offsets are measured in an iterative procedure using hit time and PE

along rock muon tracks. They are measured relative to the truncated mean hit time along
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the rock muon track, which is corrected for muon time-of-flight, transport time in the

optical fiber, and time-slewing and channel-to-channel offsets. Transport time in the

optical fiber is corrected using the fiber length and the speed of light in the fiber. The

measured time slewing as a function hit p.e (Figure 4-10) is parameterized by a 3rd order

polynomial in 1√
hitPE

, which is used to correct for time slewing in data. One time offset is

measured for each group of FEB channels read out by the same high-gain TriP-t chip. This

accounts for channels that have low statistics and takes advantage of the small time offsets

between channels on the same FEB. The time offset between channels on different FEBs is

as large as 30 ns. Since hardware swaps change the channel-to-channel time offsets, the

timing calibration is performed after each hardware change.

The calibrated time resolution is determined from calibrated hit times along rock

muon tracks. A Gaussian fit to the region above half-height gives a width of 3.0 ns that

represents the timing resolution of the detector.
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Figure 4-10: Left: Measured time slewing vs. hit p.e along rock muon tracks. Right: Cali-
brated hit time along rock muon tracks relative to the truncated mean calibrated hit time
along the track. Figure is taken from [81]
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4.10.2.6 Cross-talk

Cross-talk is a term used to describe several different effects that cause signal

migration from one channel into another. Because cross-talk can affect the final event

topology reconstructed by the software algorithms, it is important to have a system that

identifies and rejects cross-talk activity. In principle, these effects can be differentiated by

testing in laboratory prior to installation. However, once the detector components are

assembled and installed it is practically impossible to separate the different types of cross

talk from one another with any significant confidence, specifically at large pulse-heights.

The dominant types of cross-talk in MINERvA are optical (fiber-to-PMT coupling)

and PMT internal (dynode chain). Ideally, the probe to measure either cross-talk in the

detector is by illuminating individual pixels with a well-defined light pulse. However, this

method is inaccessible once the PMTs are installed on the detector. The LI system

discussed in Section 4.10.2.2 cannot be used because it illuminates multiple pixels at once.

The next best probe is to utilize data produced by neutrino interactions. For this

measurement, the rock muons data sample is used.

The measurement starts by classifying hits that are within a time window (known

also as time slice, see Section 6.1) as signal or noise based on whether or not they have

been associated to the muon track by the track reconstruction software. This is done to

account for the optical cross talk where the careful positioning between the PMT holder

and the fiber cookie was compromised. Crosstalk hits are distinguished from other noise by

assuming that they must occur in the same PMT as on-track activity, and each cross talk

hit is associated with the on-track hit that is nearest to it on the PMT pixel grid. A sketch

of how this process would work for a typical muon event is shown in Figure 4-11.

Once hits are identified as either signal or cross-talk, an average cross-talk fraction

for the PMT is formed. This is defined as

fxt =
energy of cross-talk hits

energy of on-track hits
. (4-2)
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Most often various permutations of this metric, such as a “nearest-neighbor” pixel

cross-talk average for each PMT (since the strongest cross-talking pixels are generally

nearest-neighbors) fxt,NN are reported.

The measured values of fxt,NN for the PMTs are shown as the black points in figure

4-12. The red curve in Figure 4-12 depicts the simulation’s prediction for the optical

cross-talk component only. Although the simulation implements a technique to individually

scale the cross-talk for each simulated channel to what was measured from the data,

agreement is modest at best. The disagreement is likely to be driven by individual channels

in PMTs whose response deviates significantly from the underlying model used in the

simulation (based on detailed measurements taken by MINOS [89]). Though the

simulation’s per-PMT averages do not identically match the data, the individual pulse

height spectrum for simulated cross-talk hits agrees much better as shown in Figure 4-13.

Figure 4-11: Cartoon depicting how cross-talk on the PMT face maps to scintillator strips.
The darkest blue and red (stars on the PMT diagram; strips 65 and 66 in the scintillator
sketch) are the original signal from a muon track; the cross-talk energy is colored according
to which original signal hit it will be associated with by the algorithm described in the
text (darker means stronger cross-talk). Purple represents cross-talk that will randomly be
associated to either hit due to its ambiguity. Figure is from [81]
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Figure 4-12: Measured fxt,NN in data (black points) vs. optical cross-talk simulation (red
curve). Figure is from [81]
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measured cross-talk hits. The shaded region corresponds to the systematic uncertainty
assigned to cross-talk in neutrino analyses. Within the 1-3.5 photoelectron range (where
cross-talk is most important), the divergence between data and simulation is less than 10%.
Figure is from [81]
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CHAPTER 5
SIMULATION

Accurate simulation of the interactions of particles with matter and modeling of

detector geometries are essential in order to analyze and interpret experimental data. In

order to identify the produced particles and estimate their energies, the behavior of

different types of particles in our detector must be simulated. Simulation software in

neutrino experiments is designed to produce, in an ideal scenario, events which are identical

to those resulting from the actual experiment. The output data format is typically the

same for simulated and real events (data), so that event reconstruction and physics

analysis can be performed in the same way and with the same tools on both samples.

Event simulation in MINERvA is referred to as the Monte Carlo (MC) simulation.

The simulation contains several stages as illustrated in Figure 5-1. As the energy spectrum

of the incoming neutrinos cannot be measured, the simulation process starts with the

NuMI beam simulation to determine the incoming neutrino flux, followed by the simulation

of neutrino interactions with the nuclei in the detector. The particles exiting the nucleus

are then sent to a detector simulation package that propagates the particles through the

MINERvA detector. Finally, custom simulation software is used to imitate the readout of

the detector and generate time-stamped, calibrated hits similar to what is seen in data.

Once this is done, identical reconstruction and analysis software is run on data and

simulation.

The DIS analysis uses the MINERvA “Inextinguishable” MC simulation processing.

The simulation of the physics processes within the detector is based on the neutrino

interaction event generator GENIE (Generates Events for Neutrino Interaction

Experiments) [90] version 2.8.4. GENIE is a MC event generator that is adept in modeling

neutrino flavor interactions over a range of energies from the MeV to several hundred GeV

scale. In particular, it focuses on the few-GeV energy range that is relevant to
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accelerator-based oscillation experiments. All of the MC presented in this dissertation

corresponds to approximately a factor of 2 larger than the data sample.

Figure 5-1: A schematic of MINERvA simulation chain.
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5.1 NuMI Flux Simulation

The NuMI neutrino beam has been simulated to provide an estimate of the flux of

neutrinos incident upon the MINERvA detector. The energy spectrum of the neutrino flux

used in this dissertation is shown in figure 3-4. The components that go into producing this

flux simulation are summarized below, and explained in detail in [91].

5.1.1 Hadron Production

The NuMI beamline simulation starts with a GEANT4 based [92] beamline

simulation to predict the neutrino flux. The G4Numi package is used to build a

representation of the NuMI beamline geometry and interface it with the GEANT4 physics

tools. A model of the incoming proton beam is used as a source of initial particles. The

primary output of this code is a file containing information that represents the decays of

secondaries that give rise to neutrinos. We use theoretical and experimental inputs to

constrain the flux model. Interactions not constrained by the experimental data are

predicted using the FTFP BERT hadron shower model. It uses the Bertini intranuclear

cascade model [93] for hadrons with energies less than 5 GeV. The Fritiof with

Precompound (FTFP) model [94] that assumes binary reactions for all hadron-hadron

interactions is used for high energy hadrons.

Two experimental measurements are used to constrain the hadron production. One

measurement, from NA49 [95], uses a replica of NuMI thin target and with an incident

proton energy of 158 GeV. The other measurement, from Main Injector Particle

Production (MIPP) [96], uses protons of 120 GeV impinging on a spare target that was

eventually used in the NuMI beamline after the MIPP data run [97]. For the thin target

prediction NA49’s measurement of the invariant cross-section for pion production, Eπ
d3σ
dp3

, is

used to calculate the π± yield per absorption interaction [95]:

fData =
1

σabs

Eπ
d3σ

dp3
, (5-1)
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where Eπ is the energy of the pion. The absorption cross-section σabs is the sum of the

inelastic cross-section measured by NA49, σinel, and the quasi-elastic cross-section, σqel, as

measured on a series of nuclei from different experiments in [98]. The prediction from the

simulation for the same quantity, fMC , is used to generate weights to be applied to the

simulated pion production yield:

w(xF , pT , E) =
fData(xF , pT , E)

fMC(xF , pT , E)
× s(xF , pT , E), (5-2)

where s(xF , pT , E) is the Feynman scaling [99]. The cross sections and weights are

functions of the Feynman variable xF and the transverse momentum pT .

FLUKA MC simulation [100] is used to translate NA49 measurements to proton

energies of 120 GeV using Feynman scaling [99],

s(xF , pT , E) =
σFLUKA(xF , pT , E)

σFLUKA(xF , pT , 158 GeV )
. (5-3)

As a check of this method, NA49 pion production data at 158 GeV is scaled to NA61 data

taken at 31 GeV [101]. The difference between the two was negligible.

The weights are directly applied from the NA49 data for xF < 0.5 and leverage the

dataset of Barton [102] for 0.5 < xF < 0.88 and 0.3 < pT < 0.5GeV/c. The Barton and

NA49 datasets differ by 25% where the data sets overlap, while the uncertainties on each

are only a few percent.

The flux uncertainty is further corrected by using the ratios of pion and kaon cross

sections data published by the MIPP experiment [96]. The MIPP data is used by

classifying pions leaving the simulated target as a function of xF and pT . Each function is

then weighted by the ratio of the yield measured by MIPP and the yield predicted by the

simulation. These weights are used to account for pions produced by the original proton

and also for reinteractions in the target. The MIPP statistical uncertainties range from
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approximately 2-6% in the kinematic bins of interest, and have a roughly 5% systematic

uncertainty that we assume is 75% correlated, bin-to-bin.

The K/π production ratio from the NuMI target measured in the region

0.2 < xF < 0.5 is also used with the NA49 pion yields to estimate the kaon yields [103].

The data have statistical errors generally in the 5-20% range and systematic uncertainties

in the several percentage range, which are added in quadrature.

The Package to Predict the Flux (PPFX) is a package used to implement the

hadron production corrections described above. The package provides a correction for

hadron production mis-modeling using almost all relevant external data. A file of hadrons

and muons that decay to neutrinos for each neutrino event is passed as input and a set of

correction values to be used as weights to calculate the right neutrino yield is returned.

PPFX is also used to propagate uncertainties of the NuMI beam line as well as the

uncertainty in several components of hadron production. The uncertainty is computed

using the many-universe method, where the model uncertainties are evaluated by varying

model parameters within a Gaussian width of the uncertainty of the relevant parameter

(for further discussion on the multi-universe method see Chapter 13). The contributions of

each model uncertainty to the total flux estimate are presented in Figure 5-2 and they are

as follows:

• Meson incident correction: due to scarcity of applicable data on interactions in

which mesons are the projectile. 40% uncertainty is applied in 4 xF uncorrelated

regions: 0. < xF ≤ 0.25, 0.25 < xF ≤ 0.5, 0.5 < xF ≤ 0.75, and 0.75 < xF ≤ 1.0.

• pC → πX: uncertainty on pion production cross section, as reported by NA49 [95]

measurements and scaled with FLUKA [100, 104].

• pC → KX: uncertainty on kaon production cross section, as reported by NA49 [95]

pion production measurements and tuned with MIPP ratios [96].
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• Target attenuation: uncertainty on the attenuation for the particles that pass

through the target (C). The uncertainty arises when the particle interacts and leaves

the target.

• nC → πX: uncertainty on neutron induced pion production off of carbon. The

neutrino interaction cross section is estimated by extending isoscalar symmetry:

σ(pd → π+Xd) = σ(nd → π−pX) to carbon.

• pC → nucleon X: uncertainty on nucleon production, as reported by NA49

measurements [105].

• Absorption: similar to target attenuation, but for the inner conductors of the

magnetic horns (Al), the decay pipe volume (He) and the decay pipe walls (Fe).

• Nucleon-A: uncertainty on the nucleon interactions on nuclei that are not carbon

and outside the kinematic range of the available experimental data. The uncertainty

is estimated by using an A dependent scaling in bins of momentum and angle. This

scaling is extracted by comparing the K0,Λ0, Λ̄0 production data using a 300 GeV

proton beam [106] to the of pA → πX and pA → KX measurement data

collected at 100 GeV on different materials [102].

5.1.2 Beam Focusing

The hadrons produced in the target are propagated through the inner conductors

and magnetic fields of the focusing system and through the decay pipe. For this

dissertation, the horn current was set up so as to prioritize the focusing of pions that

produce a neutrino beam energy peak around 6-6.5 GeV. The horn focusing system is

modeled in GEANT4 [92] using the G4Numi package. During the hadron propagation

there are a considerable number of parameters that will alter the neutrino energy seen at

MINERvA, and those parameters must be carefully measured and then included in the

neutrino beam simulation. These parameters are as follows:
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1. Target and horns misalignment: on the primary proton beam trajectory, target,

and horns as described in [75].

2. Target and horns position.

3. Shape of the inner conductor: the precise shape of the inner conductor and the

current itself is only known to 1%.

4. Baffle scraping: small non-gaussian tails on even a perfectly steered beam that will

hit (scrape) the baffle and produce pions. These pions can get focused in the

two-horn system. The uncertainty in the tails contribute to the uncertainty on the

flux that comes from the baffle and is estimated to be 0.25% uncertain [107].

5. Water layer: uncertainty from the residual water layer on the inner conductor that

remains from the horn cooling system between proton pulses. The water layer has

thickness of 1.0± 0.5 mm and can deflect or absorb pions.

Figure 5-2 shows the uncertainty on the neutrino flux at MINERvA as a function of

neutrino energy that comes from each of these effects. While most of these effects are less

than the hadron production uncertainties they tend to be largest at the falling edge of the

focusing peak, so it is precisely at about that energy where the focusing uncertainties

dominate the total flux uncertainty.

5.1.3 Neutrino Electron Scattering Constraint

This flux constraint technique is described in detail in [110]. This technique was

previously used to constrain the flux uncertainty in the LE data set and the identical

constraint method is applied to the ME data set. Neutrino-electron elastic scattering can

be precisely predicted in the standard electroweak model because it exclusively involves

fundamental lepton scattering without the use of neutrino-nucleus scattering information.

In the electroweak standard model and in the limit that me ≪ Eν ≪ M2
W

2me
, the νe → νe
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Figure 5-2: Contributions to flux uncertainty from hadron uncertainties (left) and beam
focusing uncertainties (right). Figures are from [108] and [109]

cross section for all active neutrinos and antineutrinos is given generically by:

dσ(νe− → νe−)

dy
=

G2
F s

π

[
C2

LL + C2
LR(1− y)2

]
, (5-4)

where GF is the Fermi weak coupling constant, s is the Mandelstam invariant representing

the square of the center-of-mass frame total energy and y ≡ Te/Eν , where Te is the kinetic

energy of the electron. CLL and CLR are constants that depend on the neutrino flavor and

determine if the initiating particle is a neutrino or anti-neutrino. For muon and tau

neutrinos, CLL = 1
2
− sin2 θW and CLR = sin2 θW , where θW is the Weinberg angle. For

anti-neutrinos the values for CLL and CLR are swapped.

A sample of 800 background-subtracted and efficiency-corrected neutrino-electron

elastic scattering candidates are isolated in the scintillator tracker of the MINERvA

detector. Since the total number of background-subtracted and efficiency-corrected

neutrino-electron scattering events is simply the product of the neutrino-electron scattering

cross section, detector mass, and flux, the total uncertainty on the number of signal events

collected can be thought of as one measurement of an energy-weighted flux integral. This

sample is used to improve the uncertainty on the predicted NuMI flux to ≈ 6%. This
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constraint is applicable to any neutrino experiment utilizing the NuMI neutrino beam, and

may be extended to experiments with multi-GeV accelerator-based neutrino beams.

Although some of the neutrino’s initial energy is lost to the final state neutrino in

neutrino-electron scattering, the final state electron’s energy spectrum can constrain both

the overall normalization and shape of the neutrino flux. This can be done by using Bayes

theorem to relate the probability of a particular flux model (M) given an observed electron

spectrum (Nνe→νe) to the a priori model and the probability of the data given the model:

P (M |Nνe→νe) ∝ P (M)P (Nνe→νe|M). (5-5)

Assuming a Gaussian approximation of the Poisson-distributed data, the probability of the

data spectrum given the model is proportional to:

P (Nνe→νe)|M) ∝ e−χ2
M , (5-6)

where χ2
M is the chi-square statistic comparing the observed electron energy distribution to

that predicted by model M . The flux is constrained by weighting each universe’s

distributions by e−χ2
M .

5.1.4 Low ν Constraint

Neutrino interactions with low nuclear recoil energy (ν) have a nearly constant cross

section as a function of incident neutrino energy. Consequently a measurement of low-ν

interactions as a function of energy can be used as to extract the shape of the neutrino flux

as a function of energy. This technique is described in [111].

The low-ν restricted cross section deviates from constant both due to the finite

value of ν0 (a recoil energy cutoff value, where ν0 ≪ Eν) in practical application and due to

the small Q2 dependence (Bjorken scaling violation) of the structure functions [112].

Therefore, the yield of neutrino interactions with ν < ν0 as a function of Eν is a

measurement of the neutrino flux shape as function of Eν . An absolute normalization is
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Figure 5-3: Beam focusing fit using a sample of neutrino events with hadronic recoil less
than 800 MeV and a number of possible focusing system effects. Left: Neutrino energy
distribution. Right: The ratio of data to simulation as a function of neutrino energy before
and after the reweighting is applied. Figure is from [113]

determined by scaling the low-ν flux such that the extracted inclusive cross section

matches the world average of σν/E at high energy.

5.1.5 Beam Focusing Fit

After constraining the flux using the methods mentioned above, the prediction for

the peak of the flux in the ME beam still appears to be shifted by a fraction of a GeV

relative to data, as shown in Figure 5-3. This figure shows the event distribution for data

and simulation of the low-ν events whose cross-section is nearly independent of the

neutrino energy. Thus, the shape discrepancy of this distribution indicates a problem in

the flux simulation rather than cross section. However, this discrepancy is not observed in

a data set where the horns are turned off, suggesting a focusing mismodeling rather than a

hadron production mismodeling. To compensate for this discrepancy MINERvA has

developed a fitting technique between the distribution on the left panel of Figure 5-3 and a

number of possible focusing system effects: alignment, horn current, and primary beam

parameters. The different alignment offsets that will affect the neutrino energy spectra in

various transverse regions of MINERvA are also taken into consideration. The data to

simulation ratio before and after this fit are shown on the right panel of Figure 5-3.
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5.2 GENIE MC Event Generator

GENIE randomly selects neutrino events from an input neutrino flux distribution to

simulate neutrinos from MINERvA’s energy spectrum. GENIE’s physics models simulate

the relative probabilities of different interactions along with a simulation of the MINERvA

detector to generate a simulated interaction chain for each neutrino. A description of the

MINERvA geometry, modeled in GEANT4, tells GENIE what materials make up the

detector and where they are positioned.

A description of the MINERvA detector geometry that includes the scintillator

planes, the nuclear targets, the helium target, and even the air gaps inside the detector is

constructed. The interactions in the calorimeters are not simulated since the backgrounds

from events coming from the outer detector or downstream calorimeters are negligible. In

addition, simulating events in the calorimeters in proportion to that in the tracker region is

computationally expensive since their masses are approximately 18 times heavier.

There are three main parts of GENIE physics modeling of neutrino interactions: the

nuclear physics model, the cross section model, and hadron production.

5.2.1 Nuclear Physics Model

The nuclear model used in GENIE is the Relativistic Fermi Gas model. It treats the

nucleus as quasi-free independent nucleons with Fermi motion in a uniform binding

potential. GENIE uses the version of Bodek and Ritchie [114] which has been modified to

include high-momentum tails resulting from short range nucleon-nucleon correlations. In

the nuclear medium the initial-state momentum of the nucleon is derived from this

distribution.

The most important physics process in this dissertation analysis is DIS. Baryon

resonance production also has a significant contribution as the background model to the

DIS process. GENIE uses the Bodek and Yang model that accounts for higher twist effects

and target mass corrections [115]. For the baryon resonance production, the Rein and

Sehgal model that incorporates electroweak interaction by the minimal coupling scheme is
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used [116]. A nuclear modification factor is also incorporated to correct for the differences

between nuclear and free nucleon structure functions. This modification factor includes

shadowing, anti-shadowing, and the EMC effect which are the important nuclear effects in

deep inelastic scattering, where xBj < 0.8 [115]. GENIE also provides a record of

intranuclear scatterings of induced particles in the neutrino interaction (see Section 5.2.3).

5.2.2 Cross Section Model

There are two cross section models that are relevant in this dissertation analysis:

1. The DIS cross section is calculated using an effective leading order (LO) calculation

that incorporates the modifications in the Bodek and Yang model [115] to describe

scattering at low Q2. The model uses a new scaling variable to account for the higher

twist and target mass corrections that modifies the low Q2 parton distributions. The

DIS cross sections are computed on the struck parton in the nucleus, where the cross

section for νq → lq′ for all pertinent sea and valence quarks are taken into account.

This model incorporates the Whitlow R (R = FL/2xF1) parameterization that

accounts for the longitudinal structure function [117], in which the default

parameters are based on the GRV98 LO parton distributions [118]. The Bodek-Yang

model has identical treatment for the modifications of the axial and vector form

resulting in imprecise simulation of neutrino data. To correct for this discrepancy for

the neutrino cross section at high energy (100 GeV), a scale factor of 1.032 is applied.

Since the DIS scale factor is extracted from the comparison of the model and

available neutrino data, the value of the scale factor will change when the underlying

cross section model is changed.

2. GENIE incorporates the Rein-Sehgal model to describe the production of baryon

resonances in charged and neutral current channels. The model uses the Feynman

Kislinger Ravndal (FKR) model of baryon resonances, which gives wavefunctions for

the resonances as excited states of a 3-quark system in a relativistic harmonic

oscillator potential with spin-flavor symmetry [116]. The baryon resonance cross
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sections are constructed using the helicity amplitudes calculated from the FKR

model and 16 different unambiguous resonance parameters where the interference

between neighboring resonances has been ignored [119]. The effect of lepton mass is

taken into account despite not included in the calculation. Resonant baryon

production includes an axial mass parameter, MRES
A , which GENIE takes to be

1.12 GeV/c2 based on the global fit performed in [120]. The resonant baryon

production cross section is the dominant background for this dissertation.

5.2.3 Neutrino-Induced Hadron Production

The hadronization model (or fragmention model) describes the formation and

propagation of neutrino-induced hadronic showers as well as determines the final state

particles and the interaction kinematics such as the four-momentum transfer, Q2, the

hadronic invariant mass W , and Bjorken-x. The formation of hadrons in DIS scattering

events is described using the Andreopoulos-Gallagher-Kehayias-Yang (AGKY) model

originally developed for the MINOS experiment. The model incorporates the

Koba-Nielsen-Olesen (KNO) based low-hadronic invariant mass model [121] that is tuned

to bubble chamber data for ν interactions on hydrogen and deuterium. At higher invariant

mass, a PYTHIA model [122] is used to generate high-energy collisions. The PYTHIA

model, based on the Lund string fragmentation framework [123], comprises a library of

hard processes and models for initial- and final-state parton showers, multiple

parton-parton interactions, beam remnants, string fragmentation and particle decays. The

interaction probability can be dramatically reduced due to the different re-interactions that

quarks may undergo as they transverse through the nuclear environment. This

re-interaction process is taken into account in GENIE before they are passed to the

intranuclear rescattering model; it is known as the formation zone. The width of the

formation zone is determined by the characteristic formation time of 0.523 fm/c as

reported by the SKAT experiment [124]. Similarly, the hadrons produced in the nuclear

environment of a heavier nuclear target have to propagate through the nuclear medium and
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may re-scatter before exiting the nucleus. This re-scattering process modifies the energy

and event topologies resulting in distortion of the observable seen by the detector as well as

the reconstructed cross section processes.

5.3 Detector Simulation

The MINERvA detector simulation starts with the GEANT4-based simulation of

the particles propagation and energy deposition through the material of the detector. A

custom simulation is used to convert the energy deposits to simulated hits that can be

analyzed in an identical fashion to MINERvA data.

5.3.1 GEANT4 Simulation

As mentioned in Section 4.1, once neutrino scattering interactions and a set of

final-state particles have been generated by GENIE, the next step in the simulation process

is to propagate the particles through the material of the detector. The full detector

geometry is used for this stage including the outer detector and the downstream

calorimeters. In the MINERvA simulation, GEANT propagates (steps) particles 1 mm at a

time where a random decision is made to have the particle interact, decay, or continue to

propagate and deposit energy in each scintillator strip. This is decided based on the QGSP

BERT list, which includes the quark gluon string precompound (QGSP) model [125] and

the Bertini cascade model [93, 126] tuned to available hadron-nucleus scattering data. The

QGSP portion of the model is used for pion, proton, and neutron interactions with

momentum above 10 GeV/c. The Bertini cascade is used for those with momentum below

10 GeV/c. There can be multiple simulated hits in one strip as the step size in GEANT4 is

much smaller than the strip size (17 mm).

5.3.2 Readout Simulation

The readout simulation is necessary to make the simulated quantities as close to

data as possible. The simulation starts by converting the true energy deposits in active

materials from GEANT4 back to the raw ADC counts so that the lower-level quantities

such as suppression and discriminator thresholds can be applied as in data. Then
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calibration is applied to the raw counts following the same procedure as in the data, to

construct reconstructed simulated energy:

• Optical model converts energy deposit to a number of p.e.

• PMT model converts p.e into a charge, applies noise hits, crosstalk and afterpulsing.

• Discriminator model determines the charges that should fire the discriminator.

• ADC model digitizes the charges, and applies the pedestal suppression.

5.3.3 Data Overlay

Pile-up occurs when multiple neutrino interactions overlap in the same time window

in the data gate. It is an important effect to be simulated because pile-up can either

confuse the reconstruction or cause an event to not be reconstructed. To do this, POT

weighted data gates are randomly selected to be overlaid on the simulated events. This is

done before the event is reconstructed and before the hits are sorted based on their hit

time (this will be described in Section 6.1). In the data overlay stage we also apply

time-dependent calibration constants to the simulation. Simulated events that are overlaid

with data gate are calibrated following the same procedure as data. This results in two

vital time-dependent effects appearing in the simulation: light levels and dead channels.

The light level decreases with time due to scintillator degradation. The decrease in light

levels reduces the number of observed p.e and increases the statistical fluctuations in the

number of p.e. Dead channels found in the overlaid data are hidden, and the GEANT4

simulated energy depositions are ignored.
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CHAPTER 6
RECONSTRUCTION

Reconstruction is the process of converting the energy depositions in the the

detector into collections of measurements associated to particles created in the neutrino

interaction. In order to analyze the patterns in the measurements and identify particle

tracks, a general reconstruction algorithm is run on all of MINERvA’s data and simulation.

The reconstruction algorithm outputs a set of derived measurements corresponding to the

properties of the particle.

There are several layers of reconstruction such that the output of one reconstruction

algorithm is often used as an input to another reconstruction algorithm. The ultimate

purpose of reconstruction is to produce a collection of objects associated to particles that

can be used in physics analyses. Reconstruction begins by separating individual event

interactions from the larger readout window into groupings known as time slices, forming

clusters of hit activity in the detector, performing tracking, and matching tracks into

MINOS. These steps are explained below; more detail can be found in [81].

6.1 Time Slicing

Neutrino interactions in MINERvA have time profiles much narrower than the 16 µs

width of a gate. Within this narrow time window multiple neutrino interactions can take

place in the detector simultaneously in a so-called pile-up event. Pile-up is mitigated by

forming time slices, clusters of activity in time formed without considering any spatial

information. This slicing serves as the foundation for the following reconstruction stages.

Hits within a gate are sorted by calibrated time, which takes into account light propagation

to the center of a strip. Time slices are initiated when hits firing the discriminator exceed a

charge threshold of 10 photoelectrons in an 25-nanosecond window in time. The window

then slides forward until the threshold is no longer met. Hits which do not fire the

discriminator are then added if they share a TriP-t with a hit already in the slice. With the
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exception of electrons from the decay of stopped muons, activity from a single neutrino

interaction is contained in a single time slice.

6.2 Cluster Formation

Charged particles that transverse through the plane typically pass through two

strips in a plane. They will deposit energy in a minimum of two strips and form a group of

neighboring hits within the same time slice called a cluster. An isolated strip without

neighbors that recorded a hit is also labeled as a cluster. The position of the cluster is

determined based on its energy deposition in the strips and the position is weighted by the

sum of energy of all hits in the cluster. The cluster time is determined by the time of the

hit with the highest energy in the cluster.

Based on the hit energy sum and the size and distribution of the hits (see Figure

6-1), clusters can be classified as low activity, trackable, heavy ionizing, superclusters, or

cross-talk:

• Low activity clusters: clusters with hit energy sum less than 1 MeV.

• Trackable clusters: the energy deposit in each hit is between 1-8 MeV and a

maximum of 12 MeV in the sum of hits.

• Heavy ionizing clusters: hit energy sum greater than 1 MeV and one to three

hits have energy greater than 0.5 MeV. The high energy single hits must be adjacent

to each other. Heavy ionizing clusters are essential in forming high angle tracks.

• Superclusters: hits distribution is broad or double peaked. Typically contains more

than 5 hits in a cluster.

• Cross-talk clusters: low energy hits within a cluster typically induced by the

optical cross talk in PMT (see Section 4.10.2.6).
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Figure 6-1: A schematic of cluster classification based on the hits topology. Figure is taken
from [127].

6.3 Track Reconstruction

Track reconstruction is the process of using the clusters to construct the estimates

for the position parameters of the charged particles inducing the hits (tracks). Unless a

particle undergoes a large angle scattering or decays into another charged particle, only one

track is needed to reconstruct the particle trajectory. A reconstructed track is used to

determine the origin, direction, and momentum of a charged particle.

The track pattern recognition scheme starts with the exhaustion of trackable and

heavy-ionizing clusters within a time slice to form a collection of objects called seeds. Each

seed is comprised of three clusters with the following requirements:

• Clusters must occupy different scintillator planes.

• Clusters must have the same plane orientation (X, U, or V).

• Clusters must occupy consecutive scintillator planes along the longitudinal position of

the detector.
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• Clusters must be successfully fitted to a two-dimensional straight line.

Based on the requirements above, two-dimensional seeds are formed using at least

three hits in each view (X, U, or V) and enforces at least a minimum of 9 planes for 3-view

tracks. The merging process moves from the downstream end of the detector towards

upstream to avoid possible high amounts of activity near the start point of the track or

vertex. Larger two-dimensional track-like objects called track candidates are built from the

seeds within the same plane orientation that are in line. The linearity of the seeds is based

on doing a least squares fit to a line where a minimum χ2 value for the fit is enforced. If

the track seeds pass this linearity cut, they are then considered in the next step of tracking.

A single track candidate is built from track candidates with similar slope and slope

intercepts. A track candidate is required to contain only a single cluster per plane. This

results in a number of track candidates composed of clusters from a single detector view.

The two dimensional track candidates from different views are subsequently

combined into a three dimensional track. A χ2 value is extracted from a least squares fit of

the three dimensional track to a straight line and it is used as a requirement to select

co-linear tracks. The amount of overlap in the longitudinal-direction is also checked and it

is also used as a requirement. If the track passes the χ2 cut and sufficient overlap is found,

the track candidates are combined into a track object.

The track is fit using a custom Kalman fitter implementation that takes multiple

scattering into account as the track propagates through the detector [128, 129]. The mass

of the muon is used to calculate multiple scattering when we are searching for a muon

track. The fit is required to converge despite no constraint placed on the fit χ2. Using the

fit, the track is projected upstream and downstream to extend the track with any cluster

object. It is also extrapolated to the planes with no clusters within the track projection. If

a cluster is found in such a plane, it is added to the track. At this stage the cluster objects

are not limited to only trackable and heavily ionizing, but low activity clusters and

superclusters are also included. If superclusters are included in the muon track, they are
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split into at least two clusters to ensure that each cluster energy is consistent with a

minimum-ionizing particle energy deposition along the path of the track.

This method ensures that:

• All the clusters consistent with MIP energy are associated with the muon track and

do not go into the recoil energy calculation (described in Section 6.6).

• The muon track is extended upstream to the interaction vertex.

• The muon track is extended to the downstream end of the detector which will help in

the MINOS track matching later, as explained in Section 6.4.

6.4 Track Matching with the MINOS Near Detector

Approximately 72% of muons created by neutrino interactions in the MINERvA

detector pass into the MINOS detector. MINERvA uses reconstruction information from

both the MINERvA and MINOS detectors for these muons to enable complete

reconstruction of the muon trajectory and energy. For this reconstruction to be feasible,

both detectors must successfully find a track and the tracks must be matched to each

other. For tracks in MINERvA and MINOS to be considered for this procedure, the two

tracks under consideration must be within 200 ns of each other in time. MINERvA tracks

must stop within the last five modules of the detector, and the MINOS vertex must be

located within one of the first four planes of MINOS.

The track-matching is done via two separate methods: a track projection method

and a closest approach method. The track projection method takes the vertex of the

MINOS track and extrapolates it to the plane where the MINERvA track stops. The

distance between the extrapolated point and the end point of the MINERvA track, also

known as the match residual, is then computed. Similarly, the MINERvA track is also

extrapolated to the plane that contains the vertex of the MINOS track and match residual

in MINOS is computed. If both match residuals are smaller than 40 cm the MINERvA
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track is considered to be MINOS-matched. If more than one possible match is found, the

track with the smallest individual match residual is assigned as the MINOS-matched track.

The closest approach method is performed when no match residuals smaller than 40

cm are found using the track projection method. This method extrapolates the MINOS

track towards MINERvA, and likewise, extrapolates the MINERvA track towards MINOS,

and finds the point of closest approach of the two tracks via an Euclidean distance

minimization for the the two points in the x and y plane. If the minimization value does

not converge after 1000 steps, then it is decided that the MINERvA track is not matched

to MINOS. This method can be useful if the muon undergoes a hard scatter in any of the

passive material between the two detectors. The MINERvA tracks that are

MINOS-matched are almost exclusively muons.

6.5 Charge Determination and Energy Reconstruction

MINERvA uses the MINOS detector as a spectrometer to reconstruct the energy of

muons escaping MINERvA. The MINOS detector can be subdivided into two sections. The

calorimeter region is designed to accurately measure the muon momenta and hadronic

shower. Due to its coarser granularity, the spectrometer region is only used for tracking

high energy muons only. Typically, MINOS-matched muons produced within an energy

range between 0.5 to 6 GeV/c at their MINERvA event vertex are contained in the

MINOS calorimeter region. Meanwhile, more energetic muons completely pass through the

calorimeter and stop in the downstream spectrometer region (Figure 6-2) or exit the

MINOS detector (Figure 6-3) [130].

The magnetic coil deflects the charged particles traversing MINOS. Information

about the charge and momentum of the particle can be extracted from this deflection. The

muon is negatively charged if it is deflected towards the coil, and the muon is positive if it

is deflected away from the coil. The details of the charge and momentum measurements

procedure in the MINOS detector can be found in [131].
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Two methods are used to determine the muon momentum: range and curvature.

For muons that are contained inside the calorimeter region, a measurement of their

momenta is obtained from a range measurement (Prange). The range method calculates the

muon momenta using the total energy loss through interactions in the detector. For muons

that pass through the calorimeter region, the curvature method (Pcurve) is used to

reconstruct the muon momenta. This method utilizes a track fitting algorithm developed

by the MINOS collaboration as follows,

K ≡ 1

R
=

0.3 B

P
, (6-1)

where K is the curvature of the track, B is the magnetic field, P is the momentum

component perpendicular to the field, and R is the radius of curvature [132].

Figures 6-4 and 6-5 illustrate the differecence between the two methods in their

ability to reconstruct momentum. The estimated systematic uncertainty on the Prange

method is 2% based from the errors of the simulation of the MINOS geometry, detector

mass and track finding [131]. We add an offset of 16.9235 MeV/c to the value of the Prange

because MINOS considers the initial interaction vertex at the middle of the steel plane.

This is different from MINERvA, where we require the range estimation to start at the

front face of MINOS.

MINERvA has developed an approach to calculate the systematic uncertainty of the

Pcurv method that is different from the method used by the MINOS collaboration. This

procedure compares the Pcurv distributions to the Prange distributions. For this method

only muon tracks that were contained in the fully instrumented part are used, so that

information is available from both the Prange and Pcurv methods.

The systematic error of Pcurv as a function of the momentum is determined by

dividing the 1/Pcurv − 1/Prange distributions of data and the simulation by the total

number of events in six Prange bins of 0.5 GeV/c of length, except for the first (< 1 GeV/c)
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and last (> 3 GeV/c) bins. The curvature difference, defined as ∆K = |µ̄data − µ̄MC |, is

obtained using the arithmetic means of the data, µ̄data, and MC, µ̄MC , distributions:

1

Pcurv

→ 1

Pcurv

±∆K =
1± Pcurv∆K

Pcurv

. (6-2)

Expressing this in terms of error on Pcurv,

Pcurv → Pcurv

1± Pcurv∆K
≈ Pcurv(1± Pcurv∆K) = Pcurv ± (Pcurv)

2∆K, (6-3)

where the error on Pcurv is given by ∆P = (Pcurv)
2∆K. Based on a sample of MINERvA

charged current inclusive events taken from March to July 2010 and November 2010 to

February 2011, the estimated systematic errors for muon momentum are overall less than

3% (See Table 6-1).
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Figure 6-2: Final muon track positions in XY, ZX and ZY planes of µ− contained inside the
MINOS calorimeter region. Figure is reprinted from [81].

Table 6-1: Summary of systematic errors regarding muon momentum reconstruction. Table
is reprinted from [81].

Reconstructed Percentage syst. Percentage
< Pcurv > error on Pcurv syst. error on
(GeV/c) with respect to Prange Prange

Less than 1.0 2.5% 2%
More than 1.0 0.6% 2%
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Figure 6-3: Final muon track positions extrapolated to XY plane of MINOS for muons
contained inside the calorimeter region of near detector (left) and for muons that escape
the calorimeter region (right). The muon events were produced by neutrino CC inclusive
interactions in MINERvA from March to July 2010 and November 2010 to February 2011
and they are the same events used in Figure 6-2. Figure is reprinted from [81].
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Figure 6-5: Left: Residual Pcurv − Prange distribution of all CC inclusive contained muon
events. Right: Residual 1/Pcurv−1/Prange distribution of the same events. Figure is reprinted
from [81].

6.6 Recoil Energy Reconstruction

The energy of the recoil system (everything other than the primary lepton) is

reconstructed by summing the calorimetrically corrected energy depositions within the

detector. For charged-current interactions, clusters within a −25 to 35 ns window around

the event time (defined by the muon) and not identified as low activity or cross-talk are

included in the sum. This time window is narrower than a typical time slice to remove

pile-up from adjacent in-time neutrino interactions and background events. While

cross-talk is a real energy deposition in the detector and should ideally be included in the

reconstruction of the recoil system, we have chosen to ignore all cross-talk clusters to

prevent energy from the muon track being included in the recoil energy sum.

MINERvA currently employs a simple sum in which energy deposits in the ECAL,

HCAL, and OD are weighted to account for the additional passive absorber. These

weights, or calorimetric constants, are determined by the dE/dx of a minimum ionizing

particle at normal incidence in an idealized detector consisting of 17mm polystyrene

scintillator planes with 2mm lead absorber planes in the ECAL and 25mm steel absorber

planes in the HCAL. The calculation produces a constant of 2.01 for the ECAL and 10.31

for the HCAL, with the tracker constant defined as 1.0. The constant for the OD is
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likewise calculated assuming normal incidence into the OD (orthogonal to the beam axis).

A material assessment of the MINERvA detector yields improved constants, lowering the

ECAL and HCAL constants relative to the tracker, but in practice it is found that the

calorimetric energy resolution is minimally affected by these improved constants.

The calorimetric-corrected reconstructed recoil energy is fit to true recoil energy for

simulated events to obtain an overall calorimetric scale. True recoil energy is obtained by

subtracting the energy of the outgoing lepton from the energy of the neutrino, and ignoring

the final state interactions:

trueErecoil ≡ Eν − Elepton. (6-4)

Calorimetric reconstructed recoil energy can be written as:

calorimetricErecoil ≡ α×
∑
i

ciEi, (6-5)

where α is the overall scale, i = {tracker,ECAL,HCAL,OD}, ci is the calorimetric constant

for sub-detector i, and Ei is the total energy in sub-detector i from clusters passing the

time, low activity and cross-talk selection criteria. α is determined by minimizing the error:

error =
∑ [

arctan(calorimetric/true)− π/4
]2

N
, (6-6)

where the summation is over events of true recoil energy between 1.0 and 10.0GeV and N is

the total number of such events. This error definition is less susceptible to the asymmetric

tails of the calorimetric/true distribution. The tail is bounded on the left at zero, but trails

off on the right due to energetic hits in the calorimeters that are weighted up by the

calorimetric constants, and overlapping events. ∆E/Erecoil = (calorimetric− true)/true is

plotted in bins of true recoil energy after fitting α.

Simulated events that start in the tracker fiducial volume with MINOS-matched

muons have α = 1.22 with a calorimetric energy resolution of σ/E = 0.152⊕ 0.265/
√
E
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(see Figure 6-6). The calorimetric energy resolution is a sum of various effects: final state

interactions, electromagnetic shower, hadronic and neutral components, passive absorber

deposition, scintillator, attenuation along scintillator strips, PMT and electronics response,

containment in the detector and pile-up events.

The simulation of MINERvA’s calorimetric response to single final state particles

was validated with a test beam program at the Fermilab Test Beam Facility. The test

beam facility is a scaled-down replica of the solid scintillator tracking and sampling

calorimeter regions of the MINERvA detector. It comprised of a stack of 40 scintillator

planes of ∼1m2 active area that was exposed to a beam of pions and protons of momentum

400MeV/c to a few GeV/c. The calorimetric response to protons, pions, and electrons are

determined from the test beam data. The proton sample is used to measure the parameter

in Birks’ law and estimate the tracking efficiency. The details about the test beam program

can be found in [133]. Overall, it has verified that the data and the simulation of the

detector and particle interactions agree to 4%.
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Figure 6-6: Calorimetric energy resolution for charged-current inclusive events in the MIN-
ERvA detector.
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CHAPTER 7
MACHINE LEARNING VERTEXING

Vertexing is the primary tool used to identify the target nucleus when studying

A-dependent nuclear effects. Therefore, it is very important for the nuclear target analysis

to precisely determine the neutrino interaction vertex. Traditional vertex reconstruction

methods in MINERvA rely only on tracking information. For events with high hadronic

energy such as DIS this method can fail when the shower activity occludes the vertex

location or when tracks created by secondary interactions or decays bias the vertex location

(see Figure 7-1). While in tracker analyses one can misreconstruct the interaction vertex by

a few centimeters, for a nuclear target analysis a few centimeters will cause you to

mis-identify the material where the neutrino interaction took place. This can have a

dramatic impact on the purity and efficiency of the event sample, thus biasing the

measured cross section.

Figure 7-1: An example when an event vertex position is misreconstructed to the wrong
target due to the large hadronic shower that confuses the traditional vertex reconstruction
algorithm.
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The general strategy to manage this type of vertex misreconstruction is by applying

a set of event selection criteria, or cuts, to reject these misreconstructed events. With the

increased neutrino beam energy in the ME configuration not only is the neutrino flux per

POT higher, but the number of POT per beam spill is higher and the neutrino events

themselves are more energetic than in the LE configuration. This may lead to more events

being rejected from the selection sample, resulting in lower efficiencies across all passive

targets.

As events in MINERvA can be represented as images, the vertex finding can be

viewed as an image classification problem that is well suited for a machine learning

application (See Figure 7-2). As the image space is not linear, regression techniques don’t

work well and therefore classification is employed to solve this localization problem. In

particular, we utilize deep convolutional neural networks (DCNN) to identify neutrino

interaction vertices in the MINERvA nuclear target region.

While machine learning techniques utilized in this dissertation analysis are

described in this chapter, it is well beyond the scope of this thesis to provide a complete

introduction to computational physics. It must be assumed that the reader has some

familiarity with the language used to discuss machine learning algorithms and applications.

Please see [134, 135, 136] for a more thorough primer on this topic.

Figure 7-2: Different types of events in MINERvA can be represented as labeled images for
training machine learning models.
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7.1 Machine Learning

Machine learning is an application that combines statistics and computer science to

enable computers to learn how to execute given tasks without being programmed to do so.

Analog to how a human’s brain improves on performing a task the more experience they

have, computers can also do the same. Input data is fed to computers, which learn how to

complete a task by looking for statistical patterns in the data and representing information

numerically in space.. The most important advantage of machine learning is that it reduces

the amount of hand-tuning done by the programmer. Instead, it utilizes the computer to

extract the crucial features from the data and establishes the algorithms by which future

data will be sorted.

Machine learning is suitable to solve a classification problem. Classification is a

supervised learning approach in which the computer program learns from the data input

given to it and then uses this learning to correctly classify unseen data [137]. To simplify

the task of classifying a large set of data, a method called feature extraction is utilized to

reduce the amount of variables necessary to describe a complex set of data [138].

Interesting features are extracted from the data and subsequently used as input to the

machine learning algorithm.

The learning algorithms have to be general enough to be able to handle unseen

data. If the training model is too simple, it will not adequately capture essential features of

the data [139]. Meanwhile, if the model is too complicated, it can model irrelevant

information that results in overfitting [140]. When a model overfits, it learns to model the

known data but does not understand the underlying patterns that connect them. As a

result, the algorithm performs impeccably well during the training but will deteriorate

when shown unknown data.

The performance of a model can be evaluated by a summation of errors for each

example in training, or validation set. A loss function, for example mean square errors or

softmax function, is utilized to assign penalty to the errors [141]. The objective of the
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training process is to acquire the best parameter values of the model by minimizing this

loss.

After the model parameters are optimized and no learning is taking place, the

accuracy of a model can be calculated. Test samples are subsequently fed to the model and

the fraction of correct predictions is determined.

A confusion matrix is a summary of prediction results on a classification problem

[142]. As the name alludes, a confusion matrix shows the way in which the classification

model is confused when it makes predictions. It gives insight not only into the errors being

made by the classifier but more importantly the types of errors that are being made.

Confusion matrices are used in conjunction with the classification algorithm to overcome

limitations of using the classification alone.

7.2 Neural Network

Machine learning can be carried out through the use of a neural network. A neural

network is a set of algorithms designed to enable a computer to mimic pattern-based

thought processes similar to the human brain. Neural networks are comprised of three

layers: input layer, hidden layer(s), and output layer [134].

The input layer typically passes data along without modifying it. Most of the

computation happens in the hidden layers. The output layer converts the hidden layer into

an output, such as a classification. Each layer has one or more nodes. The node represents

a computational unit of the model and the network describes the connections of one node

to another.

A node is loosely analogous to a neuron, in the sense that it receives input from

many other units and computes its own interest score of a function (concept), or activation

value. Each node takes in a set of inputs, combines them with a set of coefficients of

weights and bias that either will decrease or increase that input and therefore assign a

significance to inputs for the task the algorithm is trying to learn. The weighted input
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products are summed, and the result is passed through an activation function to determine

the outcome that will affect the classification.

With deep learning, there is less need for hand-tuned machine learning solutions

that were used previously. A classical pattern detection system, for example, includes a

hand-tuned feature detection phase before a machine learning phase. The deep learning

equivalent consists of a single neural network. The lower layers of the neural network learn

to recognize the basic features which are then fed forward to higher layers of the network.

A hierarchical representation of a data model can be built by chaining together copious

numbers of these nodes.

Figure 7-3: Difference between neural network and deep neural network. Illustration adapted
from [136].

Neural networks evolve into a deep neural network when the outputs of one network

become the inputs of another, creating many hidden layers in the network (see Figure 7-3).

The multitude layers enable the hierarchical representation of the data required for ”deep

learning”. Deep Convolutional Neural Networks (DCNN) are a type of deep neural

networks where the inputs of each layer are mapped into outputs by convolving a small

matrix, or kernel, with the inputs [143, 144].

130



Figure 7-4: An example of detecting horizontal edges from an input image using convolution
kernel. Image sources: [145, 146].

The term convolution in machine learning is related to a form of mathematical

convolutions, which is the process of adding each element of the image (sub-image) to its

local neighbors, weighted by the kernel. Convolution is used in image processing to filter

images to produce different visible effects as demonstrated in Figure 7-4. This method

involves taking a small sub-image and shifting it up and down with some overlaps. A

convolutional filter that is tuned by hand detects horizontal edges from an image. The

convolution operation between a sub-image f and a filter matrix g is denoted as follows:

h[x, y] = f [x, y]ġ[x, y] =
∑
n

∑
m

f [n,m]g[x− y, y −m]. (7-1)

The sub-image f has the same dimensions as g. The dot product of the filter g and a

sub-image of f centered on coordinates (x, y) produces the pixel value of h at coordinates

(x, y). The size of the feature map is adjusted by the size of the filter matrix. Arranging

the filter consecutively with each sub-image of f produces the of output pixel matrix h

which is also called a feature map.

Image edges are handled as a special case. A method called padding is used to

preserve the image dimensionality and allow the output matrix dimension to only decreases

slightly with every convolution. Padding improves performance by keeping information at

the edges of image.
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Figure 7-5: An example of convolutional neural net [148].

A convolutional layer of a neural network is formed by combining a set of

convolutional filters [147]. The matrix values of the filters are treated as neuron parameters

and trained using machine learning. The convolution operation replaces the multiplication

operation of a regular neural network layer.

The output of the layer is usually described as a volume. The height and width of

the volume depends on the dimensions of the feature map. The depth of the volume

depends on the number of filters. The number free parameters are reduced drastically

compared to a fully-connected neural layer since the same filters are utilized for all parts of

the image [135]. The same parameters are shared by the neurons of the convolutional layer

which are only connected to a local region of the input to ensure translation invariance.

A convolutional neural network (CNN) is formed by consecutive convolutional

layers. An example of a convolutional network is shown in Figure 7-5. There is evidence

that the layers closer to the input learn to identify low-level features of the image, such as

edges and corners, and the layers closer to the output learn to combine these features to

distinguish more meaningful shapes [147]. In this dissertation, the method of deep

convolutional network is applied to find the location of the interaction vertex.

Since the deep layers of the network require more filter matrices to distinguish

various high-level patterns, the feature map size in the deep end of the network can be

reduced to make the network more adaptable for classification.
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To increase depth of the network while keeping the computation time efficient, the

dimensionality of the feature map can be reduced by adding a pooling layer after a

convolutional layer [134]. The most common type of pooling layer is a max pooling layer,

where the feature map is down-sampled in such a way that the maximum value within a

sub-image of the activation map is retained. Max pooling causes the loss of spatial

information by selecting the maximum value in the activation in a sub-image, which

subsequently forces the detectors to be less precise and allows the resulting network to be

more ”translation invariant”.

A neural network is trained by adjusting the weights of all neurons so that the

network learns to predict the target outputs from known inputs. Analytically solving the

neuron weights of a multi-layer network has proven to be a difficult task, however an

algorithm called back propagation can provide an effective iterative solution for solving the

weights [149]. Back propagation is a form of supervised learning for multi-layer nets using

gradient descent, also known as the generalized delta rule. The error values at the output

layer are back propagated through the network to compute the error values of the hidden

layers, allowing incoming weights to these layers to be updated. It is most often used as a

training algorithm in current neural network applications.

To introduce non-linearity into the network, the convolutional layer typically

includes a non-linear activation function. Since the activation function ϕ decides the final

output of each neuron, it is essential to select the function properly in order to create an

effective network. One of the acivation functions is the rectified linear activation function.

The Rectified linear units (ReLu) is an effective method to introduce non-linearity to the

network. This method produces an output using a ramp function such as:

ϕ(s) = max(0, s). (7-2)
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This type of function is easy to compute and differentiate for back-propagation. The

function is not differentiable at zero, but this has not prevented its use in practice. ReLus

have become quite popular lately, often replacing sigmoidal activation functions which have

smooth derivatives but suffer from gradient saturation problems and slower computation.

To solve multi-class classification problems, the softmax activation function is

employed in the output layer of the network:

ϕ(s) =
exp(sk)∑K
k=1 expsk

. (7-3)

The softmax function computes the probabilities distribution of the event over k different

events over all possible K events and outputs a vector of K values ranging between 0...1

that sums to 1. The output values of the softmax function can be used as class

probabilities, where the target class will have the high probability.

The final hidden layers of a CNN are typically fully-connected layers [134]. The

output from the convolutional layers describes high-level features in the data. Whereas the

output can be flattened and connected to the output layer, adding a fully-connected layer

is an inexpensive computationally way of learning about the non-linear combinations of

these features.

The weights between the connected layers are learned with back propagation. The

error ”back-propagates” through the fully-connected layer to the convolutional and pooling

layers allowing non-linear combination of features. The activations of the most outer layers

can also be used directly to generate a hierarchical representation of an image.

A typical way to minimize overfitting in a machine learning algorithm is to employ

a regularization term that assigns penalty to large weights or non-sparse weights. One of

the techniques used for this purpose is called dropout [150]. Dropout switches off some

neurons from neural network during training and subsequently forces other active neurons

to learn harder and to make predictions for the missing neurons. This results in a network
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that is capable of better generalization because it is less sensitive to a specific weights of

neurons and therefore it will be less likely to overfit the training data. In convolutional

networks, dropout is typically used in the final fully-connected layers [151].

7.3 Methodology

Stacking multiple hidden layers with many kernels per layer allows a DCNN to

automatically extract features that describe the input image as it creates a hierarchical

representation of data. In the DCNN application, the localization is effectively treated as a

classification problem.

The vertex identification in MINERvA is treated as a classification of multi-class

problem. The finely segmented detector is categorized into 173 segments, where each

scintillator plane and passive target is assigned a number starting from segment 0 for the

region upstream of the detector all the way to segment 173 which is located in the

upstream end of the ECAL region. Figure 7-6 shows the schematic of the segment

assignment. The segment number will then mapped into the plane number in the detector

space, where each passive target will occupy at least two planes. See Table 7-1.

A neural network takes numbers as input. To a computer, an image is merely a grid

of numbers that represent the darkness of each pixel. For the image classification for vertex

finding in MINERvA, each unit of grid or lattice stores the energy deposited by the

charged particle and the time when that energy is deposited. The muon vertex time is used

as the reference time and to teach the network that the time associated with the track that

is matched to MINOS detector is special.

The machine learning machinery starts by creating input files that can be passed on

to machine learning software packages, for instances, Theano [152], Caffe [153], or

TensorFlow [154]. The input files are created by having all the digits in the inner detector

and downstream ECAL region encoded into a two-dimensional array that is handled in the

MINERvA Gaudi framework. The 127x50 pixel image is treated as an array of 6400

numbers in order to feed an image into the neural network.
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MC datasets were drawn from the ME data configurations of the NuMI beam. A

three-way split for training, validation, and testing is employed, with test data saved until

training was finished to provide a final evaluation. The simulated datasets are split based

on a list of MINERvA runs/subruns corresponding to a specific beam and detector

configuration. For instance, we use playlists minervame1F and minervame1G as the

datasets for the training models to test or classify events in playlist minervame1A. We

perform the same splitting method to classify other ME playlists. Two-channel images are

built using deposited energy and hit time. Each event contains images for the X, U, and V

views that are fed into different convolutional towers in the DCNN.

The second step is to run a ROOT [155] script to produce a set of file formats

designed to store and organize large amounts of data with support in deep learning

frameworks called HDF5 [156]. The next step is to use the HDF5 and the model file

(DCNN) as image input files (shown in Figure 7-7) to create an sqlite database comprising

the DCNN vertexing. This database will then be used to split the analysis sample based on

the vertex prediction.

Figure 7-6: Schematic of the target class (segment) assignment for nuclear target region
extending from segment 1 all the way to segment 173 in the downstream end of ECAL. Note
that segment 0 is assigned for region upstream of the nuclear target.
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Table 7-1: Segment/plane number assignment for the passive targets.

Target Segment number Plane Number (Detector)
1 9 9,10
2 18 19, 20
3 27 29, 30, 31, 32
4 44 49, 50
5 49 55, 56

Figure 7-7: Plots from HDF5 that encode the energy and timing information. Top: Energy
Lattice only - there are two overlapping neutrino events but it’s hard to tell if both are true
neutrino events or if one of them comes from overlay. Bottom: Time lattice information.
Now it can be clearly seen that one of the events have different timing information as those
that are not coming from overlay.
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7.4 Network Topology

The goal of the DCNN is to predict the location of the interaction vertex along the

beam axis. The incoming neutrino beam is nearly parallel to the z-axis of MINERA and

the three views that define the detector geometry all include the z-axis. Due to this,

pooling is only performed along the X, U and V view along the z-axis using a non-square

kernels to extract the features (the kernels are larger along the transverse direction than

they are along the z-direction). It is found that there is a significant advantage in using

non-square kernels and non-square pooling units. By using the non-square kernels we

conserve the image aspect size along the z-axis and allow the network to simultaneously

learn the features concerning where an activity stops, starts, and peaks. The network is

viewed as a hybrid-classifier-localizer with classification elements operating along the

transverse axis and localization elements operating along the z-axis.

As shown in Figure 7-8, the network is comprised of three separate towers

corresponding to the ”X”, ”U”, and ”V” views. Four iterations of convolution and max

pooling layers with ReLUs are performed for each tower. Each pooling layer comprises a

kernel that shrinks the dimension along the transverse axis by one. A fully connected layer

with 196 semantic output features is attached at the end of four iterations. The outputs for

the three views are concatenated and fed to another fully connected layer with 98 outputs

which in turn is input for a final fully connected layer with an 173-output softmax.

Training was performed with cross-entropy loss that treated all mistakes as equally

important, but a localization function in the network is achieved by using convolutional

kernels that are larger in the transverse direction than in the beam direction. Images of

neutrino interactions are then utilized to train the neural network so that the network will

be able to learn how to tell them apart.

The class probabilities will be returned in a form of a vector of plane or segment

probabilities. The index of the vector refers to the segment number, while each element

will represent (on a scale of 0 to 1) how confident the DCNN is that the vertex is
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originating from that segment number. For instance, an output of [0.02; 0.03; 0.95,...]

would mean that the network is about 2% confident that the interaction is coming from

segment 0, 3% confident that it is coming from segment 1, and 95% confident that it is

originating from segment 2, and so on. The segment with the highest confidence is then

chosen as the primary vertex of interaction. In a case where the network is not confident of

its predictions, there usually are two or three competing segments to choose from. For

example, an output of [0.35,0.33,0.32,...] would imply that the network is having a

”confusion” in determining the origin of the real events as coming from segment 0, segment

1, or segment 2. Out of a handful of ”confused vertex” events scanned by eye, we found

that this happens when we have a large hadronic shower events that would even confuse

human eyes.

These confidence measures are then employed to build a more reliable system by

automatically processing only those images that the networks are confident about. To

decide on the confidence threshold, the lowest accuracy (probability) threshold of 40% is

chosen based on the DIS Figure of Merit (Signal divided by square root of Signal and

Background) and DIS Purity, as shown in Figure 7-9. The purpose of this study is to

optimize the signal (correct segment events) selection while maintaining a statistically

significant distribution. Once the 40% threshold has been applied the segment prediction

can be performed and the segment prediction can be then assigned as the new vertex

plane. The segment number is subsequently used to split the analysis samples based on the

vertex location.
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Figure 7-8: Structure of the 173 target class network used to predict the location of the
interaction vertex.
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Figure 7-9: Left: DIS Figure of Merit. The lines are mostly constant between 40 to 50%
for most of the targets except for target 4 where a decline between 40 to 50% is observed.
Right: DIS Purity. The higher the the threshold, the more confident the network is of its
predictions and therefore the higher the purity. Some improvements in purity are gained at
40% threshold.

7.5 Comparison to Track Based Vertexing

The results obtained from implementing DCNN for vertex finding are then

compared to the track-based vertexing. The comparison is done using MC so that one can

get the true information about where the neutrino interacted and compare to where it was

reconstructed. The metric for comparison is given as a function of plane number that

defines the z-position of the vertex of interaction.

In DCNN vertexing, an event is a candidate DIS event if it originated in the same

target location as predicted by the DCNN. For track-based vertexing, an event is a a

candidate DIS event if it comes from either one plane upstream or two planes downstream

of the passive target. The wider ”correct target” selection in the track-based algorithm is

done to account for the event smearing surrounding the passive target due to activities

around the vertex. An improvement in event selection after applying the DCNN method

for vertexing can be seen in Figure 7-10. There is less signal leakage from the passive

target region to the surrounding scintillator tracker and less contamination coming from

the scintillator tracker around the passive target.
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Figures 7-10 and 7-11 compare the perforance of the two vertexing methods for the

DIS analysis. Plots in Figure 7-10 show the the event distributions as a function of plane

number and separated by the type of target where the vertex originated. The green color

represents true DIS events. In the track based vertex reconstruction, there are are more

true DIS events (signal) being incorrectly reconstructed as having come from the planes

upstream and downstream of the passive target. In order to retain these true DIS events, a

wider cut is applied to define the passive target region as shown by arrow in the figure. On

the other hand, DCNN based vertexing shows cleaner separation between plastic

scintillator upstream and downstream of the target compared to the track-based method.

DCNN predicts the correct location of the interaction vertex more often, and there is

almost no signal leakage to the neighboring planes. Hence, we can apply a tighter selection

for our event sample by only taking events that are predicted to be coming from the target.

Figure 7-11 shows the improvement in the vertex-z resolution seen in DCNN

vertexing in comparisons to the track-based vertexing. The samples used in these

resolution plots are selected as follows:

1. Events that are truly originating from the target and predicted to be coming from

either the target region or 8 modules upstream or 8 modules downstream of the

target are selected for the DNN vertexing resolution plot.

2. Events that are truly originating from the target and reconstructed in the target

region or 8 modules upstream or 8 modules downstream of it are selected for the

track-based vertexing resolution plot.

3. For the DNN vertexing, the vertex-z residual is taken as the difference between the

true vertex of interaction and the center of the plane where an event is predicted to

occur.
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4. For the track-based vertexing, the vertex-z residual is taken as the difference between

the true vertex of interaction and vertex-z location as given by the reconstruction

algorithm.

A study to examine the impact of DNN vertexing on the signal efficiency and purity

was performed. Background subtraction and unfolding, steps usually performed prior to

calculating purity and efficiency, are not implemented in this study to compare vertexing

methods. Background subtraction and unfolding as they relate to this dissertation analysis

are described in more detail in Chapters 10 and 11.

A signal event is defined as an event that is truly DIS and truly originating from the

passive target. True DIS is defined as true reconstructed Q2 > 1.0 GeV2/c2 and true

reconstructed W > 2.0 GeV/c where true reconstructed (true reco) means the variables are

calculated using the true charged lepton kinematics variables. The purity and efficiency are

defined as follow:

DIS Purity =
DIS signal events passing all reco cuts

All reco DIS events truly in the passive target
(7-4)

DIS Efficiency =
DIS signal events passing all reco cuts

All generated DIS events truly in the passive targets
. (7-5)

The improvement on the signal efficiency and purity for the DIS analysis is shown in

Figure 7-12. The improvements are largely coming from better handling of events with

high shower topology in the DNN vertexing. This leads to an improvement in

distinguishing events that truly originate in passive targets from events that truly originate

in the scintillator between the passive targets.
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Figure 7-10: Comparisons between track-based vertexing and machine learning vertexing as
a function of plane number. Top: Track-based vertexing. Target 2 covers plane number 18
to 22 while target 4 covers the plane number 48 to 52. Bottom: DCNN vertexing. Target
2 covers plane number 19 to 20 while target 4 covers plane number 49 to 50. The color
represents the location of the true interaction vertex.
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Figure 7-11: Plots of vertex z residual for Target 2. Black line on the plot corresponds to the
vertex-z residual of DNN vertexing, while the red line corresponds to the vertex z residual
for track-based vertexing.

Figure 7-12: Left: Purity improvements of DNN vertexing to track-based vertexing as a
function of target number. Sample in DNN is defined as all of the events that are predicted
to be coming from the plane of the passive target. Sample in track based vertexing is defined
as all the events that are reconstructed in 1 plane/2 planes downstream of the passive target.
Right: Efficiency improvements of DNN vertexing to track-based vertexing as a function of
target number.
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CHAPTER 8
OVERVIEW OF THE MEASUREMENT

This dissertation presents a measurement of the charged current muon-neutrino

deep inelastic cross section on iron, lead, carbon, and plastic. The analysis focuses on a

neutrino interaction channel whose final-state particles are a muon and a variety of

hadrons. The interaction equation is:

νµ +N → µ+X,

where most of the interactions involve target neutrons (νµ + n) bound within iron, lead,

carbon, and plastic nuclei.

8.1 A Note on Units

The DIS sample used in this dissertation is isolated using two kinematic variables,

the transfer momentum squared Q2 and the invariant mass W . Thus, this analysis

comprises many studies of backgrounds in Q2 and W kinematic regions that differ from the

canonical Q2 > 1.0 (GeV/c)2 and W > 2.0 (GeV/c2) region. To clearly distinguish between

the transfer momentum squared and invariant mass, SI units will be used in the remainder

of this document; momentum squared has units of (GeV/c)2 and mass has units of

(GeV/c2).

8.2 Cross Section Formula

The total DIS cross section is measured as a function of neutrino energy using the

standard cross-section formula:

σi =
Uij (Nj − bj)

∆i ϵi Φi N
, (8-1)

where Nj is the total number of selected events in data in the reconstructed energy bin j,

bj is the number of background events in the reconstructed energy bin j, Uij is an

unfolding matrix which maps events reconstructed in the jth bin to their true ith bin, ∆i is
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the width of bin i, ϵi is the total event selection efficiency, Φi is the neutrino flux (measured

in bins of neutrino energy), and N is the number of scattering centers (nucleons) in a

particular target, C, Fe, Pb, or CH.

The differential cross section may be measured in terms of a variable x. In this case

the per-bin flux Φi is replaced with the integrated flux Φ as follows:

dσ

dx i
=

Uij (Nj − bj)

∆i ϵi ΦN
, (8-2)

where d, b, U , and ϵ are now all functions of the variable x. The differential DIS cross

section presented in this dissertation is measured in terms of Bjorken-x (xbj).

The signal definition and event selection as well as their purity and efficiency are

given in Chapter 9. The background classifications for the selected sample and sideband

studies are presented in Chapter 10. The unfolding method used to obtain measurements

independent of detector effects is presented in Chapter 11. The efficiency correction and

target normalization of the unfolded DIS sample is discussed in Chapter 12. Finally, the

systematic uncertainties attached to the measurements and the DIS cross sections results

are given in Chapters 13 and 14, respectively.
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CHAPTER 9
EVENT SELECTION

The first step to measure a cross section is to count the number of events passing a

set of signal selection cuts. This set of selection cuts is used to isolate the DIS events from

all the events recorded by the detector and distribute them into bins of Eν and xbj based

on the reconstruction. Recalling the formula for total cross section (Equation 8-1):

σi =
Uij (Nj − bj)

∆i ϵi Φi N
, (9-1)

where Nj refers to the number of candidate DIS events found in data.

9.1 Event Selection Requirements

The DIS nuclear target analysis inherits a set of event selection cuts from the

previously published nuclear target inclusive analysis [157] and the DIS analysis in the LE

era [67]. The cuts that are inherited by this analysis are as follows:

• Only MINOS matched muons tracks are reconstructed and analyzed.

• The MINOS matched muons must have a negative curvature in the MINOS magnet

field to ensure that the muon is negatively charge and thus a νµ event.

• The interaction vertex must be contained in an 850 mm apothem hexagonal fiducial

area in x and y.

• For the passive target sample, the z position of the interaction vertex must be

located within 1 plane upstream and 2 planes downstream of the passive targets 1, 2,

3, 4 and 5.

• For events in targets 1, 2, 3 or 5, the interaction vertex must not be within 25 mm

from the barrier of materials.

• To mitigate the rate of rock muons mis-reconstructed in the fiducial volume, a cut is

applied on the maximum allowed dead time upstream of the interaction vertex. An
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event is rejected if it has more than one dead TriP-t upstream of the projected muon

track.

• Reject events if there are more than 7 planes upstream of the interaction vertex with

average energy between 1.5 and 6.5 MeV. This selection cut ensures that events

where the vertexing algorithm mis-identified an event in an upstream target as

coming from a target downstream are removed.

• Muons reconstructed by curvature in the MINOS magnetic field must have a

curvature significance of at least 5 σ.

• The endpoints of muon tracks in MINOS must be at least 210 mm away from the

MINOS magnetic coil, but within 2500 mm from the coil (210 < R < 2500 mm).

• Events must have a neutrino energy within 5 ≤ Eν < 50 GeV, and a muon angle

θµ ≤ 17◦. The muon angle cut is imposed due to the acceptance to the MINOS

detector.

The ME DIS cross section analysis requires several modifications to this set of

inherited event selection cuts. A modification to the reconstruction-based vertexing cut is

required for this analysis as we employ machine learning vertexing. For the ME DIS

analysis, we removed the cut applied on the neutrino energy and instead we apply the cut

on the kinematic variable that is directly measured in the detector, muon energy. The

muon must have a minimum energy of 2 GeV. This is the minimum energy necessary for a

muon coming from the most upstream passive target (target 1) to exit the back of the

MINERvA detector and travel a minimum of 100 mm in the MINOS fiducial region. The

maximum muon energy cut is kept at 50 GeV to retain a large statistics DIS sample, as the

DIS events dominate at the high energy tail of the flux.

The ME DIS analysis also removes the upstream energy cut which depends on the

reconstruction-based vertexing algorithm. This upstream cut is employed to account for
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the fact that hadronic energy from showers obscuring the muon were far more likely to

cause failures in the vertexing algorithm than muon tracks which are mis-reconstructed.

The machine learning vertexing performed well in handling this type of vertexing failure.

As the machine learning vertexing performs better in clearly distinguishing between

plastic events and passive targets, we modified the requirement that the interaction vertex

must have a z location between 1 plane upstream and 2 planes downstream of the nuclear

targets 1, 2, 3, 4 and 5. Instead, we only accept events with a reconstructed vertex position

located in the passive nuclear targets region. This narrower region cut results in an

improved purity of the sample as the reconstructed DIS events that truly come from

interactions in the scintillator immediately upstream and downstream of the target are

removed.

Summarizing all the modifications described above, the updated set of event

selection cuts used for the DIS analysis using ME data are presented below. Cuts that

differ from the DIS analysis using LE data are listed in italics :

• Only MINOS matched muons tracks are reconstructed and analyzed.

• The MINOS matched muons must have a negative curvature in the MINOS magnet

field to ensure that the muon is negatively charge and thus a νµ event.

• The interaction vertex must be contained in an 850 mm apothem hexagonal fiducial

area in x and y.

• For the passive target sample, the z position of the interaction vertex must be located

within the passive targets 1, 2, 3, 4 and 5.

• For events in targets 1, 2, 3 or 5, the interaction vertex must not be within 25 mm

from the barrier of materials.

• To mitigate the rate of rock muons mis-reconstructed in the fiducial volume, a cut is

applied on the maximum allowed dead time upstream of the interaction vertex. An
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event is rejected if it has more than one dead TriP-t upstream of the projected muon

track.

• Muons reconstructed by curvature in the MINOS magnetic field must have a

curvature significance of at least 5 σ.

• The endpoints of muon tracks in MINOS must be at least 210 mm away from the

MINOS magnetic coil, but within 2500 mm from the coil (210 < R < 2500 mm).

• Events must have a muon energy within 2 ≤ Eµ < 50 GeV and a muon angle

θµ ≤ 17◦. The minimum muon energy and angle cuts are imposed due to the

acceptance to the MINOS detector.

Kinematic cuts on the reconstructed Q2 and W of the event are employed in order

to isolate a DIS sample from the inclusive nuclear target sample. An event is selected as a

DIS event if the reconstructed Q2 ≥ 1 (GeV/c)2 and the reconstructed W ≥ 2 GeV/c2. A

MC event is considered to be a true DIS event if it had a true generated Q2 ≥ 1 (GeV/c)2,

a true generated W ≥ 2 GeV/c2, and a GENIE channel = 3 (i.e. DIS). The additional cut

on GENIE channel = 3 is required to eliminate CCQE events that produce charm quarks

that could potentially pass the Q2 and W cuts. Table 9-1 provides a breakdown of the

number of events remaining after each selection cut.

Events which pass the W and Q2 cuts based on reconstructed W and Q2 are called

“reco events,” events which pass based on the true W and Q2 are called “true events,” and

events which pass both are called “true reco events.” Events in data may only be reco

events or not reco events. Events in MC may be any (or all) the three types.

9.2 Event Efficiencies and Purities

We considered two types of efficiency when choosing event selection cuts to isolate

the DIS sample. The first efficiency describes the efficiency of the DIS cut compared to the

existing Inclusive sample. This efficiency is defined as the number of events in the true

material passing the reconstructed CCInclusive cuts, the reconstructed and truth DIS cut,
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Table 9-1: A breakdown of event rates after each cut for the iron events in nuclear target 3.
These numbers are scaled to represent the size of our data sample, 8.89× 1020 POT.

Number of Events Survival Rate (%)
Total Generated DIS Events in the target
with true θµ < 17 degrees

2789 100

Matched to MINOS 1274 46
Reco θµ < 17 degrees 1248 45
MINOS track quality < 9.0 1016 36
MINOS coil cut 942 34
Helicity cut 931 33
In fiducial area 793 28
Dead time cut < 1 769 28
Muon Energy Cut 2-50 GeV 761 27
Reconstructed as W > 2 GeV 697 25
Reconstructed as Q2 > 1 GeV 2 700 25
Reconstructed as DIS 633 23

divided by the number of events in the true material passing the reconstructed CCInclusive

cuts and the truth DIS cut. Since the Q2 and W are calculated from the reconstructed

observable quantities, this efficiency depends on the resolution of the hadronic and muon

reconstruction. This efficiency is referred to as the “inelastic efficiency” in the text.

An “inelastic purity” is related to inelastic efficiency. The number of events in the

true material passing the reconstructed CCInclusive cuts, the reconstructed and truth DIS

cut is divided by the number of events in the true material passing the reconstructed

CCInclusive cuts and the reconstructed DIS cut. Both inelastic purity and inelastic

efficiency quantify the efficacy of the DIS cuts.

The second type of efficiency is the ”overall efficiency”. This quantity has the same

numerator: the number of events in the true material passing the reconstructed

CCInclusive cuts, the reconstructed and truth DIS cut. However, the denominator is

instead all true generated CC DIS events in the true fiducial volume with true muon angle

< 17o. This quantity describes the overall efficiency of the DIS cut, the MINOS matching,

and the algorithm which builds vertices in the nuclear targets. The overall efficiency is

lower than the inelastic efficiency since the number of generated events in the denominator
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is much larger. The overall efficiency is used in the calculation of the total and differential

cross-sections, as described in Section 12.1.

The “overall purity” is related to the overall efficiency. It is defined as the number

of events in the true material passing the reconstructed CCInclusive cuts, the reconstructed

and truth DIS cut, divided by the number of events passing the reconstructed CCInclusive

cuts and reconstructed DIS cut. The overall purity accounts for the loss of events

mis-reconstructed in the fiducial volume, which was not considered in the inelastic purity.

The inelastic and overall efficiencies and purities for the DIS cuts are listed in Table

9-2. The errors are statistical only. The inelastic efficiency along with the numbers of

events that correspond to this efficiency is given in Table 9-3. The contamination (1 minus

the inelastic purity) is given in Table 9-4.

Table 9-2: Inelastic and overall efficiencies and purities of the DIS cut for the five nuclear
targets. These numbers are scaled to represent the size of our data sample, 8.89×1020 POT.

Target / Z
Inelastic
Efficiency

Inelastic Purity
Overall

Efficiency
Overall Purity

1/26 82± 0.9% 75± 1% 14± 0.3% 58± 1%
1/82 82± 1% 73± 1% 15± 0.4% 61± 1%
2/26 82± 0.9% 75± 1% 15± 0.3% 63± 1%
2/82 80± 1% 75± 1% 15± 0.4% 66± 1%
3/6 83± 1% 78± 1% 20± 0.5% 67± 1%
3/26 81± 1% 77± 1% 17± 0.5% 67± 1%
3/82 82± 2% 74± 2% 14± 0.6% 69± 2%
4/82 82± 0.9% 77± 1% 18± 0.4% 61± 1%
5/26 86± 1% 78± 1% 21± 0.6% 65± 1%
5/82 81± 1% 79± 1% 20± 0.6% 67± 1%

9.3 Event Sample (Data and MC)

The DIS analysis produces histograms by running over the inclusive events (tuples)

created by the NukeCCInclusive algorithm twice. The NukeCCInclusive algorithm is run

first to create a set of lattice information describing event topology that will be passed to

the machine learning algorithm. The machine learning algorithm will produce predictions

of the location of the vertex for each of the inclusive events. The predictions are converted
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into a set of tuples containing all of the necessary event information and prediction of

vertex-z location and how confident the algorithm is of its prediction. The

NukeCCInclusive algorithm is then run again with the vertex location prediction, where it

will correct the event vertex position by moving it to the vertex location prediction. The

energy related to the muon and hadronic system must also be corrected to account for the

energy loss or gain due to vertex location displacement. The algorithm then will produce a

set of NukeCCInclusive tuples and divide the entire sample into different sub-samples

depending on the predicted z vertex of the event. The machine learning initially sorts each

event based on their predicted plane numbers into nuclear target 1, 2, 3, 4 or 5, or the

tracker. An event is then classified according to its’ target nuclei based on the x, y position

of the vertex in each target.

Histograms are produced target by target and material by material, so each of

tracker modules in the tracker region (36 modules) and 5 nuclear targets are analyzed

separately. Figure 9-1 shows the DIS selection of recontructed events for data and MC as a

function of neutrino energy. The MC is broken down into its constituent channels. Each

MC channel is defined in terms of true W and Q2 (except for the QE channel, which is all

QE events regardless of W or Q2). The true DIS signal is colored dark purple. The full

collection of these histograms are found in Appendix A.
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Figure 9-1: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the iron of target 2 (left) and tracker modules 27-32 (right). The data and MC
correspond to 8.89× 1020 POT.

Table 9-3: The number of true DIS events (True Events), the number of true DIS events
passing the reconstructed DIS cuts (True Reco Events) and the inelastic efficiency of the
nuclear targets. These numbers are for an energy range of 2 ≤ Eµ < 50 GeV, and correspond
to 8.89× 1020 POT.

Target Target Z True Events
True Reco
Events

Inelastic
Efficiency (%)

1 26 940 760 82± 0.9%
1 82 800 660 82± 1%
2 26 970 800 82± 0.9%
2 82 850 680 80± 1%
3 6 660 550 83± 1%
3 26 550 450 81± 1%
3 82 320 260 82± 2%
4 82 920 750 82± 0.9%
5 26 670 570 86± 1%
5 82 570 460 81± 1%
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Table 9-4: The number of reconstructed DIS events (Reco Events), the number of true DIS
events passing the reconstructed DIS cuts (True Reco Events) and the non-DIS contamina-
tion of the nuclear targets. These numbers are for an energy range of 2 ≤ Eµ < 50 GeV,
and correspond to 8.89× 1020 POT.

Target Target Z Reco Events
True Reco
Events

Contamination
(%)

1 26 1000 760 24± 1%
1 82 900 660 26± 1%
2 26 1100 800 24± 1%
2 82 910 680 24± 1%
3 6 710 550 22± 2%
3 26 580 450 22± 2%
3 82 350 260 23± 2%
4 82 980 750 21± 1%
5 26 730 570 21± 2%
5 82 590 460 19± 2%
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CHAPTER 10
BACKGROUNDS

The inelastic purity described in Section 9.2 indicates the DIS cuts will also select

events with a reconstructed Q2 ≥ 1.0 and W ≥ 2.0 when in fact the true Q2 < 1.0 or the

true W < 2.0. This is considered a source of contamination, or background, to our DIS

sample. These contamination events must be removed from the reconstructed DIS sample

before extracting a cross section. Backgrounds in the jth bin of Eν and xbj are expressed

as bj in cross section expression:

σi =
Uij (Nj − bj)

∆i ϵi Φi N
. (10-1)

We estimate the amount of background to subtract using the MC sample. To minimize

model dependency on the background in the measurement, we constrain the MC

background to data before subtraction.

For any analysis with low purity, the model dependence of the background is critical

and additional background-enhanced control samples are used to ensure the background is

properly accounted for. These background-enhanced control samples are referred to as

sidebands. Sidebands are regions to the side of a peak in some variable that can be used to

constrain the background under the peak. Applying the same principle for the DIS

cross-section measurements we select a region distinct from the signal selection. This

region is then used to constrain the backgrounds present in the signal region and reduce

the modeling uncertainty.

The goal of the background subtraction is to eliminate background components in a

selected DIS sample. We select a distribution of reconstructed DIS events predicted to be

originating from a nuclear target, Tr, and transform that distribution to a distribution of

true DIS events truly originating from the nuclear target, Tt. The reconstructed DIS event

sample contains backgrounds from events that truly originate in the plastic scintillator

surrounding the nuclear targets. Kinematically, it also contains events that don’t truly pass
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the Q2 and W cut. As a result, the background subtraction is more complicated than

analyses done in the tracker fiducial region and special care must be taken.

We classify the background events for this DIS analysis into two types: according to

target where the interaction took place and according to the kinematics background. The

background subtraction is performed to address these two background components, as

illustrated in Figure 10-1.

Figure 10-1: Left: The four sub-categories of the DIS sample based on their physical and
kinematics space. Green box is the DIS signal, while the other boxes refer to three main
type of backgrounds to this analysis. Right: The type of background subtraction performed
on the three backgrounds. Plastic background subtraction handles the two types of back-
grounds in physical space (wrong target) while non-DIS background subtraction handles the
backgrounds in the kinematic space (non-DIS).

10.1 Wrong Target Background

10.1.1 Constructing Plastic Background Sidebands

Figure 10-2 presents the event distribution for the combination of all the passive

targets that contain lead as one of its target material. This refers to target 1, 2, 3, 4, and

5. It is important to note that the plastic background sideband construction described in

this section uses the inclusive sample and not the DIS sample. This can be done because

the wrong target background subtraction is performed before subtracting the non-DIS

background. Therefore, we don’t have to discriminate the sample based on its kinematics
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space at this stage. It is preferable to combine targets materials to obtain a more precise

measurement of the background contamination since per target per material sideband is

statistically limited. The procedure to combine the material is performed as follows:

1. Loop over each passive target for specific nuclei.

2. For each event where the vertex is predicted to be originating from the upstream

sidebands region of the target or downstream sideband of the target (6 planes

upstream only or 6 planes downstream only), we make histogram of the true material

of the vertex.

Each of these sidebands is based on the nuclei where the vertex originated for the

upstream region only or downstream region only. For this sideband construction method,

we exclude the scintillator region upstream of target 1 from the merged sideband template.

We perform the exclusion because our data is very statistically limited in that region due

to the rock muon rejection cut (we reject events where the interaction vertices originate in

the first 2 modules of the detector). An example of the sideband distribution is shown in

Figure 10-3.

To perform the background subtraction, we have to ensure that the kinematic

properties of events in the sideband region (scintillator region) are representative of those

in the signal region (passive target region). As the kinematic shapes between the sideband

region and the signal region are similar enough (shown in Figure 10-4), we can use these

sideband regions to estimate the contribution from this background to the signal region.

Please note that the body of this dissertation includes only a representative set of

plots to illustrate the analysis techniques. The complete set of distributions used to

estimate the wrong target background are found in Appendix C.
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Figure 10-2: Event distribution of the DIS sample in the nuclear target region. Downstream
plastic and passive target (left). Upstream plastic and passive target (right).

Figure 10-3: Event distribution of the DIS sample in the sideband region of a target material.
Downstream plastic region (left). Upstream plastic sideband region (right). Note that a few
events that truly originate in our target nuclei do make it in to the sideband sample, but
this contribution is negligible.
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Figure 10-4: The shape of the upstream plastic backgrounds as a function of Eν , separated
by their true vertex interaction, in the sideband region (top left) compared to the signal
region (top right). The shape of the downstream plastic backgrounds as a function of Eν ,
separated by their true vertex interaction, in the sideband region (bottom left) compared to
the signal region (bottom right). The colors represent the true material.
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10.1.2 Plastic Background Fitting Prescription

For events in the Inclusive sample, two MC plastic background templates are fit to

the data. The first template (upstream plastic template) consists of the sum of all events

where the interaction vertex is reconstructed in the plastic region that is shadowing the

target material upstream. The second template (downstream plastic template) consists of

the sum of all events where the interaction vertex is reconstructed in the plastic region that

is shadowing the target material downstream. The two templates are fit simultaneously to

the data in both sidebands using a χ2 minimization for each plane number bin i,

χ2 =
∑
bin i

(NDATA −NMC)
2

σ2
DATA

. (10-2)

The fits are performed for each passive target material between plane number 11 to

65. This set of plane numbers encompasses the plastic scintillator tracker immediately

downstream of passive target 1 through four scintillator modules downstream of target 5.

The results of the fits are two scale factors for each material (Table 10-1). We extract the

scale factor as follows:

• Extract upstream plastic scale factors using the ROOT Minuit2Minimizer function

[158] by allowing the amount of events occurring in the upstream plastic to float

while keeping the signal, the event from other passive targets upstream of the

reconstructed target, and downstream plastic events fixed.

• Extract downstream plastic scale factors using the ROOT Minuit2Minimizer function

by allowing the amount of events occurring in the downstream plastic to float while

keeping the signal, the event from other passive targets downstream of the

reconstructed target, and upstream plastic events fixed.

• MC is scaled to data using POT normalization, then the data to MC ratio is

compared before the tuning and after the tuning (Figure 10-5). The fitting procedure

is considered acceptable if the χ2 is close to 1,
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χ2 =
∑

bin i, bin j

(Nbin i,Data −Nbin i,MC)× σMbin i, bin j × (Nbin j,Data −Nbin j,MC) . (10-3)

Table 10-1: Upstream and downstream scale factors for each material.

Material Upstream Downstream
Carbon 1.08± 0.01 1.09± 0.01
Iron 1.09± 0.01 1.01± 0.01
Lead 1.1± 0.01 1.09± 0.01

Figure 10-5: Data to MC ratio before the plastic background tuning (left). Data to MC
ratio after the plastic background tuning (right).

10.1.3 Tuning Plastic Background

We apply the scale factors in Table 10-1 to the upstream plastic background

templates and downstream plastic background templates in each of the nuclei in the

passive targets. After the plastic backgrounds are tuned, the tuned plastic backgrounds are

subtracted from data. This procedure is illustrated in Figure 10-6.

163



Figure 10-6: Top row: Event distribution as a function of plane number before the MC
plastic background is tuned. Middle row: Event distribution as a function of plane number
after the MC plastic background is tuned. Bottom row: Event distribution as a function
of plane number after the MC plastic background is tuned and the tuned background is
subtracted from data.
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10.1.4 Plastic Background Fit Results

The upstream and downstream distribution of the plastic background is modeled

using simulation. To improve the statistical precision each material is combined across all

passive targets. This procedure is validated in sideband and fiducial regions that contain

events from the signal and sideband regions. As demonstrated in Figure 10-5, the fit at

higher energy (30 GeV < Eν < 50 GeV) tends to lead to higher discrepancy between data

and MC as those bins tend to underestimate the number of plastic events in the sideband

region as opposed to the overestimation seen in lower energy bins.

The table of the χ2 for each material as a function of various kinematics variables

before and after the tuning are presented in Table 10-2 and Table 10-3. It is important to

note that the χ2 calculated here includes the errors coming from systematic uncertainties.

Figure 10-5 shows that the systematic uncertainties improve across all energy spectrum but

significantly so at the low energy bins. This causes the ratio after the fit at the two last bins

to sit just outside the systematic errors band and increases the value of the χ2 after the fit.

The fit can be improved by increasing the statistical size of the MC sample. The

MC sample used in this dissertation is less than 20% of the projected MC sample that is

going to be utilized for the nuclear target DIS analysis publication. Despite some

discrepancy, the plastic background procedure works sufficiently well in removing most of

the plastic background in data prior to cross-section extraction.

Table 10-2: χ2/ndf for Upstream Plastic Sideband.

Variable
Carbon Iron Lead

Before Fit After Fit Before Fit After Fit Before Fit After Fit

Neutrino Energy 2.06 2.28 2.08 2.42 1.08 0.88
Muon Energy 3.17 3.13 2.28 2.26 0.85 0.62
Hadronic Energy 1.23 2.89 2.09 0.87 0.61 0.38
Muon Angle 0.80 0.78 0.37 0.37 1.30 0.34
Q2 1.06 1.18 1.72 0.69 0.61 0.54
W 2.08 1.94 2.11 2.10 0.99 0.47
Bjorken-x 0.93 0.77 0.66 0.16 1.59 1.43
y 0.94 0.73 0.83 0.40 1.12 1.06
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Table 10-3: χ2/ndf for Downstream Plastic Sideband.

Variable
Carbon Iron Lead

Before Fit After Fit Before Fit After Fit Before Fit After Fit

Neutrino Energy 1.56 1.53 1.67 1.71 1.69 1.76
Muon Energy 3.08 2.96 2.70 2.58 2.96 2.87
Hadronic Energy 1.90 2.42 1.58 1.68 2.25 1.30
Muon Angle 2.18 2.12 0.65 0.62 0.70 0.67
Q2 1.39 1.57 1.19 1.42 0.88 0.88
W 1.62 1.76 2.67 2.13 1.45 1.69
Bjorken-x 1.31 1.13 1.50 1.29 1.65 1.36
y 1.33 1.12 0.85 0.51 0.78 0.47

10.2 Non-DIS Background

The DIS sample is selected by isolating events with reconstructed Q2 < 1 (GeV/c)2

and reconstructed W > 2 GeV/c2. The non-DIS background events are the events that

erroneously pass the kinematic selection cuts but that are not truly DIS events. These

backgrounds can be separated into two categories with comparable statistics. Comparing

across the target materials, the largest background within the non-DIS category consists of

events with true W > 2 GeV/c2, but true Q2 < 1 (GeV/c)2, known as the continuum

region. The next background comes from events having true W < 2 GeV/c2, referred to as

the transition region. Table 10-4 gives the breakdown of the different components of each

category.

It is observed that with this method of classification, backgrounds that include

Q2 < 1 are the larger contributor for passive targets located further downstream. These

type of events are typically dominated by events with low muon energy. As the interaction

vertex moves further downstream, muons with lower reconstructed energy (compared to

true muon energy) are more likely to exit the detector and reach the MINOS detector to be

charged analyzed. Initially, two sidebands with reconstructed 0.4 < Q2 < 0.8, W ≥ 2.0 (low

Q2 sideband) and 1.5 ≤ W < 1.9, Q2 ≥ 1.0 (low W sideband) were selected to estimate the

background present in the signal region (see Figure 10-7).
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The true number of DIS events, truly occurring in a nucleus N , TN , is equal to the

number of reconstructed DIS events reconstructed in a nucleus N , RN , minus the number

of reconstructed DIS events truly in the surrounding scintillator CH, RCH , and minus the

true non-DIS events reconstructed in the nucleus N , CN :

TN = (RN −RCH)− CN (10-4)

RCH is estimated from the MC. This MC simulation is tuned to the data following the

procedure outlined in Section 10.1.1. RCH is measured for the data and MC, by using the

plastic-enriched sideband region of the scintillator modules surrounding the passive target.

The number RCH is obtained by constraining the sideband region to data using the

procedure described in section 10.1.2.

Table 10-4: Breakdown of contamination events which passed the reconstructed DIS cuts.
The percentage quoted is the percentage of total contamination events falling into that W
and Q2 region. The W and Q2 values are true values.

Target / Z W < 2.0 All Q2 W ≥ 2.0 Q2 < 1.0
1 / 26 51.% 48.5%
1 / 82 52.8% 46.9%
2 / 26 48.1% 51%
2 / 82 53.5% 45.3%
3 / 6 40.06% 58.5%
3 / 26 44.6% 55.1%
3 / 82 43.16% 56.2%
4 / 82 46.7% 51.7%
5 / 26 45.32% 54.2%
5 / 82 46.2% 52.9%
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10.2.1 Constructing Non-DIS Background Sidebands

Figure 10-7: Reconstruced W vs. reconstructed Q2, with the two sidebands labeled. The
green dots are true DIS events. The blue and orange dots in the top-right box labeled signal
are from non-DIS backgrounds.

The boundary on the reconstructed sideband regions are adjusted to reduce the

amount of signal events in the sideband, while still ensuring the kinematics of the sideband

sufficiently emulate the kinematics of the true non-DIS background present in the signal

region. The procedure for DIS sideband construction in ME inherits the framework from

the LE, with several updates. The higher statistics in the ME allows the regions for

reconstructed sidebands in low W and low Q2 to be reduced and moved closer to the

reconstructed signal region as shown in Figure 10-7. Subsequently, this allows the events in

the sidebands region to better model the background in the signal region.

The low Q2 sideband boundary region is further adjusted to determine the lowest

Q2 boundary where the kinematics of the sideband still resemble the kinematics of the true

contamination. The boundary of the low Q2 sideband is lowered to Q2 = 0. The shape of

this sample (Q2 < 0.9 W ≥ 2.0) is compared to the shape of the backgrounds. It is
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concluded that the shape of the backgrounds in W with an extension to the Q2 < 0.4,

W ≥ 2.0 events closely resembles the shape of the W of the true contamination in the

signal region, and the Q2 cut of the sideband may be lowered to Q2 = 0. This is

demonstrated in Figures 10-8 and 10-9.

The MC is separated into each of the different true components. The reconstructed

low Q2 band contains 20 % true DIS events, and the low W band contains approximately 5

% true DIS events. The MC templates were fit by keeping the true signal template fixed at

the default GENIE prediction and allowing the fit to change the amount of the low W and

low Q2 background events. Plots of the POT normalized data and MC of each sideband as

a function of Eν , xbj, Q
2, Eµ and θµ may be found in Appendix C.

Figure 10-8: The shape of the backgrounds as a function of W in the sideband region
compared to the signal region. The overall shape of the backgrounds in the sideband regions
closely resembles the shape of the true contamination found in the signal region as a function
of W .

169



Figure 10-9: The shape of the backgrounds as a function of Q2 in the sideband region
compared to the signal region. The overall shape of the backgrounds in the sideband regions
closely resembles the shape of the true contamination found in the signal region as a function
of Q2.

10.2.2 Non-DIS Background Fitting Prescription

We fit the two MC background templates to the data after we subtract the true

plastic background from each sideband. The first template (template 1) consists of the sum

of all events with W < 2.0. The second template (template 2) consists of all events with

W ≥ 2.0 but Q2 < 1.0. We simultaneously fit the two templates to the data in both

sidebands using a χ2 minimization technique, with χ2 defined as:

χ2 =
i∑ (Ndata −NMC)

2

σ2
data

, (10-5)

for each energy bin i.

We perform the fits for each passive target material combination and tracker region

as a function of Eµ over the energy range 2 ≤ Eµ < 50 GeV. The results of the fits for each

target are two scale factors α and β. We use the fit results to scale template 1 and

template 2 respectively.

Once again, since each sideband is statistics limited, it is preferable to combine

materials from passive targets to obtain a more precise measurement of each scale factor.

To prove that the fits to each target individually were consistent with a fit to the sum, a
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statistical analysis was performed for each material with multiple targets (CH, Fe and Pb).

The procedure and the results of the study is described in more detail in [159]. This

analysis compares the consistency of α (W < 2.0) and β (W ≥ 2.0, Q2 < 1.0) of each

target material combination to the error-weighted mean α and β of each material. In all

but two cases, the average and individual scale factors did not differ by more than 1 σ.

10.2.3 Non-DIS Background Fit Results

After summing targets of identical materials, scale factors were derived for each

material and each MC template. The extracted scale factors can be found in Table 10-5.

The scale factors are applied to non-DIS events passing the DIS event selection cuts in the

MC. This re-weighted MC is then subtracted from the candidate DIS events in data. For

this fitting procedure, the plastic (wrong-nuclei) background subtraction is performed

before subtracting the non-DIS events. In this sense, the plastic background predicted at

each nuclear target comprises both DIS and non-DIS predictions. This is explained in

further detail in Section 10.1.1. Data to MC comparisons of selected DIS events before and

after background tuning are in Figure 10-10. These plots sum the different background

components into true W < 2.0 and true Q2 < 1.0 W ≥ 2.0.

The complete set of distributions used to evaluate the non-DIS background are

found in Appendix C.

Table 10-5: Scale factors of the two templates, derived from data and MC tuning for each
material analyzed. The errors quoted in the table are statistical errors.

Material low W scale (α) low Q2 scale (β)
CH 1.21± 0.14 1.29± 0.15
C 1.14± 0.21 1.11± 0.21
Fe 1.07± 0.1 1.03± 0.97
Pb 1.04± 0.99 1.02± 0.97
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Figure 10-10: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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CHAPTER 11
UNFOLDING

The final piece required for the numerator to calculate a cross-section is the

unfolding matrix. Unfolding is the general term for removing the effect of a measuring

device from a measurement. Following Equation 8-1, this means taking a measurement in

bins of the reconstructed variable, j, and producing a result in bins of the true variable, i.

This process is performed by the unfolding matrix Uij, which describes the mapping

between true and reconstructed bins.

11.1 Introduction to Unfolding

The act of measuring a physics observable will introduce smearing, or deviations

away from the true value of the observable. What is measured is the reconstructed value of

the observable, not the true value. To facilitate comparison with theoretical models and

between experiments, physics analyses must unfold their distributions, removing detector

effects from their results. Some examples of detector effects are losses due to the efficiency

of the detector (acceptance), and smearing due to the finite resolution of the measuring

device.

To understand smearing, consider a neutrino energy spectrum as a function of

neutrino energy bin number. If the resolution is not perfect, some neutrinos with true

incoming energy falling in one bin will be reconstructed in the neighboring bin instead

(demonstrated in Figure 11-1).

In MINERvA, the smearing is somewhat complicated. Bin widths and resolution

vary as a function of neutrino energy. As neutrino energy is reconstructed from summing

up the muon energy and the recoil energy, edge effects in the smearing may occur since

muons with true energy less than 2 GeV are not likely to reach the MINOS detector. An

example of the edge effect is demonstrated in Figure 11-1 where events have been allowed

to smear out of the distribution to the left and right while no events are permitted to
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smear in, resulting in a suppressed spectrum at the low edge. In the data, edge effects and

efficiency turn-on result in suppressing the low end of the neutrino spectra.

The reconstructed and true variable quantities are related by the migration matrix

Mij:

xi = Mijxj. (11-1)

Mij is separately computed for each target from the MC. The goal of unfolding is to find

the inverse of the migration matrix, the unfolding matrix, such that:

xj = M−1
ji xi. (11-2)

Typically, a migration matrix is not directly invertible. Inverting the migration

matrix often causes the statistical uncertainty in bins of the reconstructed variable to

inflate, leading to large fluctuations in the data. This is because neighboring bins in true

space have very similar responses in reconstructed space. Thus, a small fluctuation in

reconstructed space will, upon inversion, result in a large fluctuation of one true bin, with

compensating changes in neighboring true bins to preserve the total normalization. This

gives the characteristic bin-to-bin anti-correlations between adjacent bins where higher

values of one bin tend to be associated with lower values of the adjacent bin.

The Bayesian unfolding method is employed in this analysis to regularize the

unfolded results. This unfolding method is fully described in [160] and will be summarized

in Section 11.3. This method restricts the allowed solutions to those in which the result fits

some prior expectation. The two variables selected for unfolding were neutrino energy Eν

and Bjorken-x xbj.
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Figure 11-1: Eν smearing effect on a neutrino energy spectrum as a function of neutrino
energy bin number. Left: Each generated bin records the number of events smeared across
the reconstructed bins. Right: Each generated bin records the fraction of events migrating
across the reconstructed bins.

11.2 Bin Width Optimization

Unfolding is mostly affected by choice of the bin width. If the bin size of the

unfolded distribution is too narrow compared to the resolution, the migration matrix has

large off-diagonal elements. On the other hand, if the bin size is too large, the unfolded

distribution will lose the sensitivity to high-frequency components of the true distribution.

To determine the binning on the unfolded distribution, we start by choosing a reasonably

large size of bin and then decrease the size in subsequent steps. We stop the process before

the correlation between adjusted bins become too big.

The procedure described above is performed for all variables of interest in this

analysis, except for xbj. Specifically for xbj, we have chosen the bin width based on the

three regions of nuclear effects in DIS: shadowing (0.01 < xbj < 0.1), anti-shadowing

(0.1 < xbj < 0.3), and the EMC effect (0.3 < xbj < 0.8). We then divide the bin size in two

to increase the sensitivity of the unfolded distribution. The statistics and the smearing

effects in one bin are taken into consideration to decide the bin width in these regions of

interest.
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11.3 Unfolding Procedure

MINERvA employs the D’Agostini unfolding technique [160] that has been

characterized as an algorithm for maximum-likelihood estimation with early stopping.

When the algorithm converges, the result is equivalent to a matrix inversion in the

Gaussian limit.

Unfolding is based on the Bayesian statistics, so bias is introduced to this method

due to uncertainties in the underlying theoretical models of our MC. The unfolding matrix

is calculated based on Bayes theorem [160]:

P (Ci | E) =
P (E | Ci)Ṗ (Ci)∑ne

l=1 P (E | Ci)Ṗ (Ci)
, (11-3)

where Ci is the ith cause that can produce an effect E. In this case, the Ci represents the

true kinematic variables, and the effect is the measured kinematic observable. P (E | Ci) is

the same as Mij in Equation 11-1; the probability that an event in a reconstructed bin

representing E comes from a true bin i. We can apply this method for several effects or

several reconstructed variable bins, by noting that:

P (Ci | Ej) =
P (Ej | Ci)Ṗ (Ci)∑ne

l=1 P (Ej | Ci)Ṗ (Ci)
, (11-4)

where Ej represents the reconstructed variable bin j. Unfolding the reconstructed variable

spectrum should yield the true spectrum, or the number of events in each true bin n̂(Ci).

The number of events in each bin must be given by:

n̂(Ci) =

Nj∑
j=1

P (Ej | Ci )̇̂n(Ej). (11-5)

The procedure for obtaining n̂(Ci) is as follows:
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• Select an initial distribution for P0(Ci), the initial guess at the unfolded distribution,

subject to the constraint that
Nj∑
j=1

P0(Ci) = 1. (11-6)

In this analysis, the true MC distribution (true signal distribution) functions as the

”best” initial guess at the spectrum. This guess also selects the initial expected

number of events n̂0(Ci) = P0(Ci)Ṅobs.

• Calculate n̂(Ci) and P (Ci)

• Perform a χ2 comparison between n̂(Ci) and n̂0(Ci).

• Replace P0(Ci) with P (Ci) and n̂0(Ci) with n̂(Ci) and restart the process. After the

second iteration, if the χ2 value < 0.001, stop the iteration; otherwise we will repeat

step 2.

Unfolding using the Bayesian method provides several advantages over other

methods. First, the method does not depend on the shape of the distribution being

unfolded. Second, although a realistic starting guess produces the best results, the method

can still provide a satisfactory result from a uniform initial distribution. Finally, the

Bayesian unfolding does not require matrix inversion which can fail when the migration

matrix is singular.

A systematic error will be assigned to cover the signal model dependence. This is

calculated by varying the Mij matrix by changing systematics so uncertainties in the signal

cross section is part of the final error. This method, however, will fail if Mij is highly

non-diagonal.

The entire reconstructed MC sample used for building the migration matrix is

composed of events that are truly DIS and truly originating from the measured target. The

migration matrices of each target and material combination are constructed from the

reconstructed and true (generated) xbj and Eν . The number of unfolded iterations was
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tuned using fake data studies described in section 11.4. The reconstructed data from each

target combination is then unfolded using the MinervaUnfold package with Bayesian

unfolding described above.

Each event in the migration matrix passed all reconstruction cuts, as well as the

true DIS and true material cuts. In general, the measured migrations are similar from

target to target (see Figure 11-2 and 11-3 ).

Plots of migration matrix variables target by target may be found in Appendix D

Figure 11-2: Neutrino energy migration for tracker modules 45 - 50 (left) and target 4 (right).
The y-axis is generated (true) Eν and the x-axis is reconstructed Eν . Each cell records the
percent of true and reconstructed DIS events.

11.4 Unfolding Tuning

Prior to unfolding, a fake data study is conducted to determine the number of

unfolding iterations as well as to monitor any biases that may occur in unfolding. The

study re-weights the non-DIS background data tuned MC and uses the migration matrices

that are reconstructed following the procedure described in Section 11.3. Fake data is

generated by re-weighting the MC according to a re-weighting function f(xbj), which

mimics the data to MC ratio in each bin. The details of this procedure are given in [159].

The analysis generates 500 universes of fake data and unfolds the fake data using 0 to 6

iterations. For each iteration, the difference between the mean unfolded and true number

of events is calculated. As the number of iterations increases, the mean tends to stay
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Figure 11-3: Bjorken-x migration for tracker modules 45 - 50 (left) and target 4 (right).
The y-axis is generated (true) xbj and the x-axis is reconstructed xbj. Each cell records the
percent of true and reconstructed DIS events.

constant. However, it is important to note that with each successive iteration, statistical

uncertainty is introduced to the distribution. This fake data study shows that using one

iteration as a minimum number of iterations is sufficient to stabilize the unfolding.

11.5 Event Yields Prior to Unfolding

After finalizing all event selection cuts, the background estimations (CH and

non-DIS), and unfolding, the analysis measures the number of DIS events per Eν and xbj

bin for the nuclei C, CH, Fe, and Pb. The targets are summed material-by-material prior

to making these plots. The C originates from nuclear target 3, the Fe from nuclear targets

1, 2, 3, 5, the Pb from nuclear targets 1, 2, 3, 4 and 5, and the CH from tracker modules 26

through 80.

Figures 11-4 through 11-7 show the DIS event distributions for C, CH, Fe, and Pb as

a function of reconstructed neutrino energy along with the extracted plastic and non-DIS

background. In each case, the non-DIS events and CH events are not yet subtracted.

Figures 11-8 through 11-11 present the same information as a function of reconstructed

Bjorken-x. The extracted CH and non-DIS backgrounds are then subtracted. Distributions

after background subtraction, but still prior to unfolding, are shown in 11-12 through 11-19.
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All figures do include a systematic error band, and a plot of the errors included in

that band. Further discussion of the systematic errors is found in Chapter 13.
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Figure 11-4: DIS events reconstructed in carbon per neutrino energy in data (black points)
and Monte Carlo (red line) prior to background subtraction. The pink band around the line
is the systematic error displayed on the right. The extracted CH background from the data
(triangles) and MC (hatched plot) are drawn as well.

Figure 11-5: DIS events reconstructed in iron per neutrino energy in data (black points) and
Monte Carlo (red line) prior to background subtraction. The pink band around the line is
the systematic error displayed on the right. The extracted CH background from the data
(triangles) and MC (hatched plot) are drawn as well.
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Figure 11-6: DIS events reconstructed in lead per neutrino energy in data (black points) and
Monte Carlo (red line) prior to background subtraction. The pink band around the line is
the systematic error displayed on the right. The extracted CH background from the data
(triangles) and MC (hatched plot) are drawn as well.

Figure 11-7: DIS events reconstructed in scintillator per neutrino energy in data (black
points) and Monte Carlo (red line) prior to background subtraction. The pink band around
the line is the systematic error displayed on the right. The extracted CH background from
the data (triangles) and MC (hatched plot) are drawn as well.
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Figure 11-8: DIS events reconstructed in carbon per Bjorken-x in data (black points) and
Monte Carlo (red line) prior to background subtraction. The pink band around the line is
the systematic error displayed on the right. The extracted CH background from the data
(triangles) and MC (hatched plot) are drawn as well.

Figure 11-9: DIS events reconstructed in iron per Bjorken-x in data (black points) and
Monte Carlo (red line) prior to background subtraction. The pink band around the line is
the systematic error displayed on the right. The extracted CH background from the data
(triangles) and MC (hatched plot) are drawn as well.
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Figure 11-10: DIS events reconstructed in lead per Bjorken-x in data (black points) and
Monte Carlo (red line) prior to background subtraction. The pink band around the line is
the systematic error displayed on the right. The extracted CH background from the data
(triangles) and MC (hatched plot) are drawn as well.

Figure 11-11: DIS events reconstructed in scintillator per Bjorken-x in data (black points)
and Monte Carlo (red line) prior to background subtraction. The pink band around the line
is the systematic error displayed on the right. The extracted CH background from the data
(triangles) and MC (hatched plot) are drawn as well.
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Figure 11-12: DIS events in carbon per neutrino energy in data (black points) and Monte
Carlo (red line) after background subtraction. The pink band around the line is the system-
atic error displayed on the right.

Figure 11-13: DIS events in iron per neutrino energy in data (black points) and Monte Carlo
(red line) after background subtraction. The pink band around the line is the systematic
error displayed on the right.
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Figure 11-14: DIS events in lead per neutrino energy in data (black points) and Monte Carlo
(red line) after background subtraction. The pink band around the line is the systematic
error displayed on the right.

Figure 11-15: DIS events in scintillator per neutrino energy in data (black points) and
Monte Carlo (red line) after background subtraction. The pink band around the line is the
systematic error displayed on the right.
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Figure 11-16: DIS events in carbon per Bjorken-x in data (black points) and Monte Carlo
(red line) after background subtraction. The pink band around the line is the systematic
error displayed on the right.

Figure 11-17: DIS events in iron per Bjorken-x in data (black points) and Monte Carlo (red
line) after background subtraction. The pink band around the line is the systematic error
displayed on the right.
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Figure 11-18: DIS events in lead per Bjorken-x in data (black points) and Monte Carlo (red
line) after background subtraction. The pink band around the line is the systematic error
displayed on the right.

Figure 11-19: DIS events in scintillator per Bjorken-x in data (black points) and Monte Carlo
(red line) after background subtraction. The pink band around the line is the systematic
error displayed on the right.
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11.6 Unfolded Kinematics

Unfolding is performed after subtracting the non-DIS and CH backgrounds. The

neutrino energy and Bjorken-x distributions are unfolded separately for each target and

nuclei, however for brevity only the plots of the sum of each nuclei after unfolding are

presented.

Plots of the events in C, CH, Fe, Pb as a function of unfolded neutrino energy and

Bjorken-x, along with the uncertainty are displayed in Figures 11-20 through 11-27. The

process of unfolding introduces correlations into the statistical uncertainty. As a result, the

statistical error of the data, calculated only from the diagonal errors, appears to decrease

post unfolding. The separate universes used in calculating the systematic uncertainties are

unfolded using a separate migration matrix calculated in that universe.

To gain a better understanding of the effect of unfolding, the reconstructed and

unfolded versions are plotted side by side in Figures 11-28 through 11-35. Two trends are

observed. In the case of Eν , the unfolding does very little. The neutrino energy

distribution has large bins necessary to get sufficient statistics in each bin. These bins, at

least 5 GeV wide, are much larger than the neutrino energy resolution of the event sample.

As a result, there is not much smearing bin to bin in neutrino energy. In the case of xbj,

most events are smeared from the peak of the xbj distribution (0.2 < xbj < 0.4) to the high

xbj tail (0.4 < xbj < 0.75). This effect is seen across all nuclei.
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Figure 11-20: DIS events in carbon per unfolded neutrino energy in data (black points) and
Monte Carlo (red line) after background subtraction. The pink band around the line is the
systematic error displayed on the right.

Figure 11-21: DIS events in iron per unfolded neutrino energy in data (black points) and
Monte Carlo (red line) after background subtraction. The pink band around the line is the
systematic error displayed on the right.
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Figure 11-22: DIS events in lead per unfolded neutrino energy in data (black points) and
Monte Carlo (red line) after background subtraction. The pink band around the line is the
systematic error displayed on the right.

Figure 11-23: DIS events in scintillator per unfolded neutrino energy in data (black points)
and Monte Carlo (red line) after background subtraction. The pink band around the line is
the systematic error displayed on the right.
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Figure 11-24: DIS events in carbon per unfolded Bjorken-x in data (black points) and Monte
Carlo (red line) after background subtraction. The pink band around the line is the system-
atic error displayed on the right.

Figure 11-25: DIS events in iron per unfolded Bjorken-x in data (black points) and Monte
Carlo (red line) after background subtraction. The pink band around the line is the system-
atic error displayed on the right.
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Figure 11-26: DIS events in lead per Bjorken-x in data (black points) and Monte Carlo (red
line) after background subtraction. The pink band around the line is the systematic error
displayed on the right.

Figure 11-27: DIS events in scintillator per unfolded Bjorken-x in data (black points) and
Monte Carlo (red line) after background subtraction. The pink band around the line is the
systematic error displayed on the right.
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Figure 11-28: DIS events in carbon per reconstructed Eν (left) and unfolded Eν (right).

Figure 11-29: DIS events in iron per reconstructed Eν (left) and unfolded Eν (right).
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Figure 11-30: DIS events in lead per reconstructed Eν (left) and unfolded Eν (right).

Figure 11-31: DIS events in scintillator per reconstructed Eν (left) and unfolded Eν (right).
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Figure 11-32: DIS events in carbon per reconstructed xbj (left) and unfolded xbj (right).

Figure 11-33: DIS events in iron per reconstructed xbj (left) and unfolded xbj (right).
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Figure 11-34: DIS events in lead per reconstructed xbj (left) and unfolded xbj (right).

Figure 11-35: DIS events in scintillator per reconstructed xbj (left) and unfolded xbj (right).
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CHAPTER 12
EFFICIENCY CORRECTION AND FLUX DIVISION

The final step in converting event yields to cross-sections is to divide by the overall

efficiency, flux, and the number of targets.

12.1 Efficiency Correction

The set of event selection cuts used to isolate the DIS signal in Chapter 9 is unable

to reconstruct some fraction of the signal events. The reconstruction efficiency for signal

events is approximately 15% in this analysis. Therefore, an efficiency correction is applied

to the cross-section calculation to recover the true signal distribution. For the efficiency

correction, two true signal distributions are used. The first distribution is the true

distribution for the reconstructed signal events and the second one is the true distribution

for all the signal events. The efficiency is calculated completely from the MC, and defined

the same way as in Section 9.2:

Overall Efficiency 1 Reconstructed DIS events that pass the true DIS cuts, truly in a

nuclear target A / the total number of DIS events generated by the MC in nuclear target A.

Each nuclear target has its own efficiency correction as a function of true xbj and

Eν . Figure 12-1 shows the efficiency correction as a function of Eν for the lead of target 4,

as well as the uncertainty on the efficiency correction. The efficiency and its uncertainty as

a function of true xbj are plotted in Figure 12-2.

Plots of the overall efficiency correction, as well as the systematic error on the

correction, may be found in Appendix E.
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Figure 12-1: Overall efficiency of events in the lead of target 4 as a function of true Eν (left)
and the systematic uncertainty on the overall efficiency (right).

Figure 12-2: Overall efficiency of events in the lead of target 4 as a function of true xbj (left)
and the systematic uncertainty on the overall efficiency (right).
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12.2 Flux Division, Target Counting, and Bin Width Normalization

In the case of the total cross section, σ(Eν), the flux is averaged over each Eν bin i:

σi =
Uij (Nj − bj)

∆i ϵi Φi N
. (12-1)

The flux distribution is rebinned to match the binning of the neutrino energy

measurement. In contrast, the differential cross section with respect to Bjorken-x (dσ
dx
) is

divided by the integrated flux over 2 ≤ Eν < 120 GeV, and each bin is divided by its bin

width (∆i) to express the result in the appropriate units:

dσ

dx i
=

Uij (Nj − bj)

∆i ϵi ΦN
, (12-2)

The final step in the calculation of the cross-section is the application of

normalization factors. These factors appear in the denominator of Equations 12-1 and 12-2

and they refer to the flux normalization, the target number normalization, and the bin

width normalization (for xbj).

The cross-section results of this dissertation are reported per nucleon. Consequently,

the cross-section calculation includes division by the number of nucleons inside the fiducial

volume (Tn). The number of nucleons in each target is computed from the measured

density of each material. The number is converted into a mass by multiplying by the

fiducial area and thickness of each target.
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CHAPTER 13
SYSTEMATICS UNCERTAINTIES

Systematic uncertainties arise from uncertainties related to the limitation of the

measurement apparatus, or the model utilized to draw conclusion based on the observed

data. Due to the limited and incomplete theoretical understanding to interpret these

uncertainties in hypothesis testing, these uncertainties are typically correlated from one

measurement to another. Systematic errors on the cross section measurement in MINERvA

can be separated into three broad categories: flux, reconstruction, and the theoretical cross

sections used in the simulation.. These uncertainties are sub-categorized into different error

groups: Detector Resolution, Flux and Mass, Interaction Models, and FSI Models.

13.1 Calculating Systematic Uncertainties

The standard MINERvA method of computing the systematic uncertainty on the

distribution of any parameter is used in this analysis. We use the baseline simulation to

produce a ”central value” distribution as a function of parameter x. To calculate the

systematic uncertainty, we vary the model parameters with a known covariance matrix to

produce shifted distributions. The uncertainty is the difference between the central value

distribution and the mean of the varied distributions in each bin of the distribution. The

error band represents the effect of model uncertainties on any distribution influenced by

the model.

A multi-universe method is used in MINERvA to asses uncertainty with many

correlated parameters, such as flux. In order to ensure the accurate measurement of

uncertainty, we vary each of the parameters randomly within a ±1σ Gaussian width

distribution. This is performed up to n times, generating up to n shifted distributions of x,

also known as universes. For each set of parameters in each universe, a new simulated

distribution is generated. The RMS of the resulting n universes in one bin is then taken to

be the uncertainty on x in that bin. The total uncertainty comprises the sum of the
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uncertainties on each parameter, and correlation between parameters are also taken into

account when relevant.

13.2 GENIE Uncertainties

Ideally, a neutrino cross section measurement should only depend on data and the

detector response model, not the neutrino interaction model used by a particular

experiment. The cross-section calculation process relies on the Monte Carlo simulation to

estimate background fractions, unfolding, efficiency correction, and flux estimation.

The GENIE uncertainties affect the cross section model in two different ways:

• Primary interaction rate uncertainties.

• Final-state interaction rate uncertainties.

GENIEs parameter values and their uncertainties come from the results of previous

experiments. The model dependence in this analysis comes from the background model

that enters into cross section measurements, resulting in larger uncertainties on the

measurement. The use of background enhanced control regions (sideband method) helps

reduce some of the dependence on the background model, although the extrapolation of

the background constraint into the signal region still relies on the model. This model

dependence is mitigated by utilizing a sideband regions with similar underlying kinematics

to the background in the signal region.

13.2.1 GENIE FSI Uncertainties

The GENIE event generator uses the INTRANUKE (hA) intranuclear hadron

transport model to model the final-state interaction. Some of the quantum effects

incorporated in the model are the Pauli blocking, formation time, and nucleon correlations.

A description of the operation of GENIE’S FSI model is described briefly in [161].

The uncertainties affecting the INTRANUKE (hA) intranuclear hadron transport

model can be classified into two types:

202



• Uncertainties in the sum of the rescattering probabilities (mean free path) for

hadrons as they travel through the nuclear medium.

• Uncertainties in each of the hadron rescattering mode probabilities if rescattering did

occur. The re-scaterring modes include the pion production and absorption, charge

exachange, inelastic, elastic, and other re-scattering modes.

All of the GENIE parameters associated with final state interactions are assigned a ±1 σ

systematic uncertainty in the cross-section measurements.

13.2.2 Reweightable GENIE Uncertainties

The GENIE uncertainties in the interaction model can modify the probability for a

particular type of interaction to occur and thus, the uncertainties for a physics quantity x

must be calculated via an event reweighting procedure. In this procedure, a systematic

parameter sx is used to modify the physics quantity x as follows,

x → x′ = x

(
x+ sx ∗

δx

x

)
. (13-1)

In the GENIE framework in MINERvA, the systematic parameter is changed by

±1 σ. Thus, the corresponding physics quantity x is modified by ±δx.

For the DIS cross section model, the most important parameters of the Bodek-Yang

(BY) model, CV1uBY and CV2uBY, are considered. To avoid overlapping uncertainties

with the transition/resonance region, these BY uncertainties are taken into account only

for events with Q2 > 1 and W > 2. For the uncertainties related to the neutrino-induced

hadronization, the uncertainties in the in-medium modifications of the hadronization

process are considered.

The default GENIE ±1 σ uncertainty is included in the error budget for the

cross-section measurements. The uncertainty is calculated from the mean of the two

universes. The GENIE cross section uncertainties in MINERvA are explained in detail in

[162]. The calculation of the GENIE weights is decribed in [161]. The GENIE systematic

203



uncertainties are evaluated on the efficiency, as well as the wrong target and non-DIS

background events and the reconstructed signal.

13.2.3 Non-Reweightable GENIE Uncertainties

Some GENIE uncertainties can modify the particle ”fates” as they propagate

through the nuclear medium and cannot be modeled simply by the re-weighting method or

by assigning a simple error band as in the case of the FSI. To accommodate cases like this,

it is necessary to generate an alternative simulated sample in which these models have been

altered.

There are three GENIE uncertainties that are categorized into the non-reweightable

uncertainties:

• Formation-zone uncertainties. In deep inelastic interactions, the neutrino scatters

directly off a quark. As the quark travels through the nuclear medium it will have a

low probability of interaction as it has not materialized as hadrons yet, and this

therefore reduces the probability of final-state interactions. The formation zone is

directly related to the formation time, τ0, via,

fz =
pcτ0
m

, (13-2)

where p is the momentum of the hadron, m is the mass of the hadron, and c is the

speed of light. The formation time is the time required to form fully developed

hadron and is estimated from experiment. GENIE uses a formation time of 0.342

fm/c as reported by the SKAT experiment [124]. When the formation zone is

reduced, it increases the amount of nuclear matter the hadron must propagate

through before it escapes the target nucleus. Thus, the hadron has a higher

probability to undergo a final state interaction.

When the formation zone is included in the simulation, there is less possibility for

any strong interaction to occur until a hadron is formed. Therefore a hadron is more
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likely to escape the nucleus without undergoing final state interactions. This results

in higher average energy and narrower transverse momentum, pT , of particles exiting

the nucleus.

• Effective nuclear radius correction. The nuclear radius affects the probability of

particles to undergo FSI. When the nuclear radius is increased, the probability of a

particle to undergo FSI is also increased as they will have to propagate through a

longer distance before escaping the nucleus. GENIE uses Rnucl = R0A
1/3 , where

R0 = 1.4 fm is the fermi radius, to calculate the effective nuclear radius for different

nuclei depending on their atomic masses A.

• Alternative hadronization model. The AGKY hadronization model is employed by

GENIE for deep inelastic scattering processes. It includes a phenomenological

description of the low invariant mass region based on Koba-Nielsen-Olesen (KNO)

scaling [121]. As the invariant mass increases gradually, it transitions to

PYTHIA/JETSET [122] at the intermediate invariant mass. To calculate the

uncertainties arising from the hadronization model, the inclusive analysis is

performed on alternative hadronization model samples between an Ehad of 2 and 20

GeV. As the peak of the DIS sample falls in this region, it is expected that the

inclusion of the high energy tail from DIS will have a trivial effect. The procedure to

calculate the systematic related to the hadronization model is described in [163].

13.3 Flux

Flux uncertainty comes from three sources. The first source of uncertainty is the

error introduced by the interaction of the proton beam and the target to create pions and

kaons. The production rate is estimated using data from CERN’s NA49 experiment, but

since it must be extrapolated from their energy range to MINERvA’s range of energy, it

leads to uncertainties. The second source of uncertainty is related to the possibility of

re-interaction of particles created in the target as they traverse the long target. This is
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called the tertiary particle production, and results in an uncertainty on the production rate.

The third source of uncertainty comes from the beam focusing with the magnetic horns.

This is an uncertainty on how well particles at each energy will be focused into our beam.

All of the components of the flux error are estimated by varying the flux model

parameters to produce 100 different universes for beam focusing, PPFX uncertainties (see

Chapter 3), and flux effects. In each universe, the underlying model parameters are shifted

and the flux prediction is calculated again generating 100 different weights for each

uncertainty. These individual uncertainties are then summed in quadrature producing a

single systematic uncertainty.

The flux uncertainty in the DIS nuclear target analysis is assigned to the yield of

events in each bin. This is done due to historical reasons as the inclusive framework that

this analysis inherits from used to serve as a cross-check on detector calibrations and

reconstruction algorithms. Assigning the flux uncertainty to the event distribution allows

us to check if the differences seen in normalization could be attributed to the flux model.

The flux uncertainty remains on distributions of event yields for the reconstructed

and unfolded distributions. Dividing by the flux to obtain the absolute cross sections as

outlined in Chapter 14 therefore does not cause additional uncertainty. The uncertainties

on the absolute cross section are similar to the uncertainties on the unfolded distribution

and they differ only due to the efficiency correction.

13.4 Absolute Normalization

Uncertainty on the absolute normalization arises from the uncertainty on the

detector mass, POT counting, and MINOS and MINERvA tracking efficiency. The mass

uncertainty comes from the discrepancy between the estimated mass in the MINERvA

geometry model and the actual mass of the detector. In the study performed in [164], it

was found that the mass model overestimates the amount of mass by approximately 2%.
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POT counting is the uncertainty attached to the counting precision of the number

of primary protons orginating from the NuMI beam. It was found that the precision is

approximately 1%. Details of these uncertainties may be found in [163].

MINOS and MINERvA tracking efficiency uncertainties comes from how well the

MC can reconstruct muons. In this study, we look at how many tracks escaping the back of

MINERvA and pointing towards the fiducial volume of the MINOS detector are matched

to MINOS tracks. The MC event must be corrected to account for for this inefficiency in

tracking. MINERvA’s tracking efficiency varies accross all playlists. For the minervame1A

dataset used in this analysis, it was found that we do not have to apply a correction for

MINERvA’s tracking efficiency, while a scale factor of 0.96 and 0.99 needs to be applied to

MC to correct for muons with momenta below 3 GeV and muons with higher momenta,

respectively.

13.5 Detector Resolution

Reconstruction uncertainties can arise due to the limitations of the detector, the

reconstruction algorithms, or the fact that some particles can mimic others. Detector

resolution uncertainties include the uncertainties associated with the tracking and energy

estimation for muon energy, muon angle, and hadronic energy.

Uncertainties on derived quantities (Q2, W , etc.) are largely affected by the

detector’s reconstruction of Eµ, θµ and Ehad. Since Q2 and W are used to isolate the

reconstructed DIS events from the sample, the number of DIS events reconstructed will

also be affected by these shifts.

The same multi-universe method as the flux uncertainties is also used to calculate

the uncertainties for detector resolution. Since the excursions in each universe of detector

resolution are expected to be smaller than for the flux model, the number of universes used

was only 60 instead of 100. In addition, weights are not calculated for detector resolution

uncertainties. Instead, each basic quantity Eµ, θµ and Ehad is shifted individually according

to a Gaussian random number with variance equal to the ±1σ variance of the variable in
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question. All the derived quantities and their effects on the analysis selection cuts are then

re-calculated, and the RMS of all the shifted quantities in the universe is assigned as the

uncertainty.

Shifts in Q2, W , and Eµ can cause events to move in or out of the selected DIS

sample. If an event passed the DIS selection cut in the central value universe or any of the

60 shifted universes, then the events will be included in the calculation for the error band.

However, if an event passed the DIS selection cut in the central value universe but not any

of the 60 shifted universes, then the event will be skipped in the calculation for the error

band.

13.6 Plastic Background Subtraction

After fitting and extracting the scale factor for the central-value histogram, we use

our same cuts and plot another histogram for each of our universes. Each event is

reweighted by its shifted value for the corresponding universe. The value of the uncertainty

in each bin is the difference between the central-value event count in the bin and the

shifted one. With two universes, it is the average difference between each shifted histogram

and the central value.

In order to calculate the systematic uncertainties on the plastic background, we

start by filling the histograms of reconstructed DIS events with the shifted value in 100 flux

universes, 60 hadronic energy universes, 60 muon energy universes, 60 muon angle

universes, 40 GENIE interaction model universes, and 40 final state interactions universes.

The systematic error before data tuning is calculated in each universe. We then fit the MC

event distribution in each universe to the data for both plastic background templates

(upstream plastic events and downstream plastic events) and extract the scale factors

separately for each template in each of the universes. We then use the scale factors to tune

the upstream and downstream tempate respectively in each of the universes and calculate

the systematic uncertainties after the tuning. The fractional error summary plots for all

the systematic uncertainties associated with the plastic backgrounds in iron are shown in
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Figure 13-1. The fractional error summary plots for all of the systematic uncertainties

associated with the plastic backgrounds in lead are shown in Figure 13-2.

The dominant uncertainties as a function of neutrino energy in this procedure come

from our flux estimate. The hadronic energy resolution drives the uncertainty in Detector

Resolution. The two dominant uncertainties in the Interaction Model are the CV1uBY and

axial mass for resonant production. Meanwhile, the pion inelastic and absorption

interactions are the dominant uncertainties in FSI models.
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Figure 13-1: Uncertainty on the wrong target event prediction in iron before data tuning
(left) and after data tuning (right). The majority of the improvement is below 30 GeV,
where the neutrino electron and low-ν constraints are applied to the flux.

Figure 13-2: Uncertainty on the wrong target event prediction in lead before data tuning
(left) and after data tuning (right). The majority of the improvement is below 30 GeV,
where the neutrino electron and low-ν constraints are applied to the flux.
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13.7 Non-DIS Background Subtraction

The systematic error for the non-DIS background tuning is calculated by re-running

the fits to the sidebands in each different universe. In the case of GENIE and FSI errors,

each universe corresponds to the ±1σ change to one of GENIE’s reweightable parameters.

In the case of flux errors, each universe corresponds to one of the 100 shifted flux universes.

The weight derived for each universe is applied to the two different sidebands described in

Section 10.2. After applying the weights, the fit is re-run over the same data set and MC

templates. In the end, a set of fit values are derived for each universe and each variation.

At the creation of each distribution of the predicted non-DIS events, each universe

which makes up the systematic error was scaled by the scale factor derived for that

universe. In this way, each universe (and its universe central value) of the non-DIS events

is pinned to the data in some way. This procedure reduced systematic errors considerably

(see Figures 13-3 and 13-4).

211



Figure 13-3: Uncertainty on the non-DIS event prediction in lead before data tuning (left)
and after data tuning (right). The majority of the improvement is below 20 GeV, where the
data sidebands are well populated.

Figure 13-4: Uncertainty on the non-DIS event prediction in plastic before data tuning (left)
and after data tuning (right). The majority of the improvement is below 20 GeV, where the
data sidebands are well populated.
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CHAPTER 14
CROSS SECTION RESULTS

14.1 Closure Tests

A method called closure tests is performed to validate the internal consistency of

the analysis. In a closure test, the analyzed MC events are treated as fake data and are

compared to the truth values at each analysis stage. The first closure test is performed at

the background estimation stage. A reconstructed MC sample is used as fake data to

estimate the plastic and non-DIS background. Then this estimated background is compared

to the true MC background distribution. The second closure test is performed at the

background subtraction stage. Again, a reconstructed MC sample is used as fake data for

the plastic and non-DIS background subtraction, and the result is compared with the true

signal distribution of the MC sample. The third closure test is performed at the unfolding

step. The reconstructed MC sample is used as fake data which is then unfolded, and the

result is compared to the truth distribution of selected signal events. The final closure test

is performed at the efficiency correction step. A reconstructed MC sample is used as fake

data, it is efficiency-corrected, and the result is compared to the truth distribution of all

signal events. Distributions in Eν and xbj are subjected to these closure tests and the

closure tests are performed for all individual passive target material and the scintillators in

the trackers. As an example, the closure plots for carbon are shown in Figure 14-1. The

ratio between the fake data and the simulation is close to one in the closure tests.
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Figure 14-1: Left: Neutrino energy closure test plots for background subtracted, unfolded,
and efficiency corrected MC sample. Right: Bjorken x closure test plots for background
subtracted, unfolded, and efficiency corrected MC sample.

Figure 14-2: Left: Neutrino energy closure test plots ratio for background subtracted, un-
folded, and efficiency corrected MC sample. Right: Bjorken x closure test ratio plots for
background subtracted, unfolded, and efficiency corrected MC sample. The ratio for recon-
structed MC to true MC for both distributions are close to 1.
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14.2 Absolute Cross Sections

The absolute cross section per nucleon as a function of neutrino energy is calculated

for C, CH, Fe, and Pb. In each nuclei, the data is compared to the simulation. Each of the

data points contains the statistical uncertainty on the cross section measurement. The red

band surrounding the MC contains all of the systematic errors, including those on the MC

statistics. The cross sections and the breakdown of uncertainties as a function of unfolded

Eν are in Figures 14-3 through 14-6. In general, the MC tends to under-predict the cross

section at low energies (Eν < 30 GeV) and over-predict at high energies (Eν ≥ 30 GeV).

None of these differences are significant taking into account the systematic uncertainty

assigned to each bin. Since this trend is observed across the different nuclei, a likely

explanation is a shape-difference between the actual and predicted neutrino flux.
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Figure 14-3: The absolute DIS cross section per nucleon on carbon as a function of unfolded
neutrino energy for data (black points) and simulation (red line). The total systematic error
is shown as a red band around the simulation, and the breakdown of the systematic errors
is shown in the right hand plot.

Figure 14-4: The absolute DIS cross section per nucleon on iron as a function of unfolded
neutrino energy for data (black points) and simulation (red line). The total systematic error
is shown as a red band around the simulation, and the breakdown of the systematic errors
is shown in the right hand plot.
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Figure 14-5: The absolute DIS cross section per nucleon on lead as a function of unfolded
neutrino energy for data (black points) and simulation (red line). The total systematic error
is shown as a red band around the simulation, and the breakdown of the systematic errors
is shown in the right hand plot.

Figure 14-6: The absolute DIS cross section per nucleon on scintillator as a function of un-
folded neutrino energy for data (black points) and simulation (red line). The total systematic
error is shown as a red band around the simulation, and the breakdown of the systematic
errors is shown in the right hand plot.
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14.3 Differential Cross Section

The differential cross section per nucleon as a function of Bjorken-x is calculated for

C, CH, Fe, and Pb. Similar to absolute cross section, the data is compared to the

simulation in each nuclei. Each of the data points contains the statistical uncertainty on

the cross section measurement. The red band surrounding the MC contains all of the

systematic errors, including those on the MC statistics. In general, the MC tends to

under-predict the cross section. None of these differences are significant taking into account

the systematic uncertainty assigned to each bin.

Figures 14-7 through 14-10 show the differential cross section as a function of

Bjorken-x. No significant differences between the data and MC are observed.
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Figure 14-7: The differential DIS cross section per nucleon on carbon as a function of unfolded
neutrino energy for data (black points) and simulation (red line). The total systematic error
is shown as a red band around the simulation, and the breakdown of the systematic errors
is shown in the right hand plot.

Figure 14-8: The differential DIS cross section per nucleon on iron as a function of unfolded
Bjorken-x for data (black points) and simulation (red line). The total systematic error is
shown as a red band around the simulation, and the breakdown of the systematic errors is
shown in the right hand plot.
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Figure 14-9: The differential DIS cross section per nucleon on lead as a function of unfolded
Bjorken-x for data (black points) and simulation (red line). The total systematic error is
shown as a red band around the simulation, and the breakdown of the systematic errors is
shown in the right hand plot.

Figure 14-10: The differential DIS cross section per nucleon on scintillator as a function of
unfolded Bjorken-x for data (black points) and simulation (red line). The total systematic
error is shown as a red band around the simulation, and the breakdown of the systematic
errors is shown in the right hand plot.
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CHAPTER 15
CONCLUSIONS

A deep inelastic sample is selected from the nuclear charged current inclusive

analysis, by requiring reconstructed Q2 ≥ 1.0 (GeV/c)2 and W ≥ 2.0 GeV/c2. The

neutrino energy range of 5 < Eν < 50 previously applied to this analysis in the LE analysis

is removed and the energy range cut is imposed on the muon energy from 2 < Eµ < 50

GeV. Machine learning vertexing is used to improve the track-based vertexing resulting in

higher purity and efficiency of the sample. A local sideband method is utilized to remove

the plastic background for the events reconstructed in the target. After plastic

backgrounds and non-DIS backgrounds are subtracted, the reconstructed neutrino energy

and Bjorken-x are unsmeared to their true quantities via Bayesian unfolding. The unfolded

distributions of carbon, iron, lead, and plastic are efficiency corrected and then divided by

the flux and the number of nucleons in the target to produce the absolute cross section as a

function of Eν and differential cross section as function of xbj.

The results of the analysis show good agreement between data and MC for Eν and

xbj (see Figures 14-3 through 14-10). None of the distributions displayed significant

differences with the theoretical models underlying MINERvAs MC. None of the differences

between the data and MC observed have significances greater than 3σ.

For the updated results using complete set of MINERvA Monte Carlo simulation,

please refer to: For the updated results using complete set of MINERvA Monte Carlo

simulation, please refer to: https://ccd.fnal.gov/techpubs/fermilab-reports-thesis.html
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APPENDIX A
DIS CANDIDATE PLOTS

A.1 Reconstructed DIS events as a function of Eν

Figure A-1: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the iron of target 1 (left) and lead of target 1 (right). The data and MC correspond
to 8.89× 1020 POT.

Figure A-2: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the iron of target 2 (left) and lead of target 2 (right). The data and MC correspond
to 8.89× 1020 POT.
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Figure A-3: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the carbon of target 3 (left) and iron of target 3 (right). The data and MC
correspond to 8.89× 1020 POT.

Figure A-4: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the lead of target 3 (left) and lead of target 4 (right). The data and MC correspond
to 8.89× 1020 POT.
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Figure A-5: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the iron of target 5 (left) and lead of target 5 (right). The data and MC correspond
to 8.89× 1020 POT.

Figure A-6: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the scintillator tracker moduless 27-32 (left) and scintillator tracker moduless 33-38
(right). The data and MC correspond to 8.89× 1020 POT.
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Figure A-7: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the scintillator tracker moduless 39-44 (left) and scintillator tracker moduless 45-50
(right). The data and MC correspond to 8.89× 1020 POT.

Figure A-8: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the scintillator tracker moduless 51-56 (left) and scintillator tracker moduless 57-62
(right). The data and MC correspond to 8.89× 1020 POT.
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Figure A-9: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the scintillator tracker moduless 63-68 (left) and scintillator tracker moduless 69-74
(right). The data and MC correspond to 8.89× 1020 POT.

Figure A-10: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the scintillator tracker moduless 75-80 (right). The data and MC correspond to
8.89× 1020 POT.
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A.2 Reconstructed DIS events as a function of xbj

Figure A-11: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the iron of target 1 (left) and lead of target 1 (right). The data and MC correspond
to 8.89× 1020 POT.
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Figure A-12: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the iron of target 2 (left) and lead of target 2 (right). The data and MC correspond
to 8.89× 1020 POT.

Figure A-13: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the carbon of target 3 (left) and iron of target 3 (right). The data and MC
correspond to 8.89× 1020 POT.
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Figure A-14: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the lead of target 3 (left) and lead of target 4 (right). The data and MC correspond
to 8.89× 1020 POT.

Figure A-15: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the iron of target 5 (left) and lead of target 5 (right). The data and MC correspond
to 8.89× 1020 POT.
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Figure A-16: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the scintillator tracker moduless 27-32 (left) and scintillator tracker moduless 33-38
(right). The data and MC correspond to 8.89× 1020 POT.

Figure A-17: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the scintillator tracker moduless 39-44 (left) and scintillator tracker moduless 45-50
(right). The data and MC correspond to 8.89× 1020 POT.
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Figure A-18: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the scintillator tracker moduless 51-56 (left) and scintillator tracker moduless 57-62
(right). The data and MC correspond to 8.89× 1020 POT.

Figure A-19: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the scintillator tracker moduless 63-68 (left) and scintillator tracker moduless 69-74
(right). The data and MC correspond to 8.89× 1020 POT.
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Figure A-20: The reconstructed DIS events for data (black points) and MC (various colored
bands) in the scintillator tracker moduless 75-80 (right). The data and MC correspond to
8.89× 1020 POT.
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APPENDIX B
PLASTIC BACKGROUND

B.1 Event distribution of the DIS sample in the nuclear target region as a

function of plane number

Figure B-1: Event distribution of the DIS sample in the nuclear target region. Downstream
plastic and passive target (left). Upstream plastic and passive target (right).

Figure B-2: Event distribution of the DIS sample in the nuclear target region. Downstream
plastic and passive target (left). Upstream plastic and passive target (right).
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Figure B-3: Event distribution of the DIS sample in the nuclear target region. Downstream
plastic and passive target (left). Upstream plastic and passive target (right).

B.2 Event distribution of the DIS sample in the sideband region of a target

material

Figure B-4: Event distribution of the DIS sample in the sideband region of a target material.
Downstream plastic region (left). Upstream plastic sideband region (right). Note that a few
events that truly originate in our target nuclei do make it in to the sideband sample, but
this contribution is negligible.
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Figure B-5: Event distribution of the DIS sample in the sideband region of a target material.
Downstream plastic region (left). Upstream plastic sideband region (right). Note that a few
events that truly originate in our target nuclei do make it in to the sideband sample, but
this contribution is negligible.

Figure B-6: Event distribution of the DIS sample in the sideband region of a target material.
Downstream plastic region (left). Upstream plastic sideband region (right). Note that a few
events that truly originate in our target nuclei do make it in to the sideband sample, but
this contribution is negligible.
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B.3 Breakdown of Kinematics for sideband and passive target region

Figure B-7: The shape of the upstream plastic backgrounds as a function of Eν , separated
by their true vertex interaction, in the sideband region (top left) compared to the signal
region (top right). The shape of the downstream plastic backgrounds as a function of Eν ,
separated by their true vertex interaction, in the sideband region (bottom left) compared to
the signal region (bottom right). The colors represent the true material.
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Figure B-8: The shape of the upstream plastic backgrounds as a function of Eν , separated
by their true vertex interaction, in the sideband region (top left) compared to the signal
region (top right). The shape of the downstream plastic backgrounds as a function of Eν ,
separated by their true vertex interaction, in the sideband region (bottom left) compared to
the signal region (bottom right). The colors represent the true material.
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Figure B-9: The shape of the upstream plastic backgrounds as a function of Eν , separated
by their true vertex interaction, in the sideband region (top left) compared to the signal
region (top right). The shape of the downstream plastic backgrounds as a function of Eν ,
separated by their true vertex interaction, in the sideband region (bottom left) compared to
the signal region (bottom right). The colors represent the true material.
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B.4 Data To MC Ratio Before And After The Background Constraint In The

Sideband Region.

Figure B-10: Data to MC ratio before the plastic background tuning (left). Data to MC
ratio after the plastic background tuning (right).

Figure B-11: Data to MC ratio before the plastic background tuning (left). Data to MC
ratio after the plastic background tuning (right).
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Figure B-12: Data to MC ratio before the plastic background tuning (left). Data to MC
ratio after the plastic background tuning (right).

B.5 Data To MC Ratio Before And After The Background Constraint In The

Sideband Region.

Figure B-13: Data to MC ratio before the plastic background tuning (left). Data to MC
ratio after the plastic background tuning (right).
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Figure B-14: Data to MC ratio before the plastic background tuning (left). Data to MC
ratio after the plastic background tuning (right).

Figure B-15: Data to MC ratio before the plastic background tuning (left). Data to MC
ratio after the plastic background tuning (right).
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B.6 Data and MC ratio before and after the background constraint in the

target material region.

Figure B-16: Top row: Event distribution as a function of plane number before the MC
plastic background is tuned. Middle row: Event distribution as a function of plane number
after the MC plastic background is tuned. Bottom row: Event distribution as a function
of plane number after the MC plastic background is tuned and the tuned background is
subtracted from data.
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Figure B-17: Top row: Event distribution as a function of plane number before the MC
plastic background is tuned. Middle row: Event distribution as a function of plane number
after the MC plastic background is tuned. Bottom row: Event distribution as a function
of plane number after the MC plastic background is tuned and the tuned background is
subtracted from data.
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Figure B-18: Top row: Event distribution as a function of plane number before the MC
plastic background is tuned. Middle row: Event distribution as a function of plane number
after the MC plastic background is tuned. Bottom row: Event distribution as a function
of plane number after the MC plastic background is tuned and the tuned background is
subtracted from data.
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APPENDIX C
NON-DIS BACKGROUND

C.1 DIS signal and background before and after background tuning as a

function of Eν

Figure C-1: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-2: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-3: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-4: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-5: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-6: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-7: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-8: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-9: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-10: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-11: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-12: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-13: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-14: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-15: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-16: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-17: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-18: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-19: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

C.2 DIS signal and background before and after background tuning as a

function of Eµ

Figure C-20: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-21: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-22: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-23: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-24: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-25: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-26: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-27: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-28: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-29: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-30: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-31: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-32: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-33: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-34: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-35: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-36: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-37: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-38: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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C.3 DIS signal and background before and after background tuning as a

function of Bjorken x

Figure C-39: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-40: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-41: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-42: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-43: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-44: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-45: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

267



Figure C-46: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-47: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-48: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-49: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-50: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-51: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-52: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-53: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-54: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-55: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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Figure C-56: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.

Figure C-57: Events passing the DIS selection cuts in data (black points) as well as the MC
signal (green) and background (orange and blue). The left plot is prior to the background
tuning to data, and the right plot is after tuning.
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APPENDIX D
MIGRATION MATRICES

D.1 Migration matrix fraction as a function of Eν

Figure D-1: Eν migration matrix for iron of target 1 (left) and lead of target 1 (right).
The y-axis is generated (true) Eν and the x-axis is reconstructed Eν . Each cell records the
percent of true and reconstructed DIS events.

Figure D-2: Eν migration matrix for iron of target 2 (left) and lead of target 2 (right).
The y-axis is generated (true) Eν and the x-axis is reconstructed Eν . Each cell records the
percent of true and reconstructed DIS events.
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Figure D-3: Eν migration matrix for carbon of target 3 (left) and iron of target 3 (right).
The y-axis is generated (true) Eν and the x-axis is reconstructed Eν . Each cell records the
percent of true and reconstructed DIS events.

Figure D-4: Eν migration matrix for lead of target 3 (left) and lead of target 4 (right).
The y-axis is generated (true) Eν and the x-axis is reconstructed Eν . Each cell records the
percent of true and reconstructed DIS events.

275



Figure D-5: Eν migration matrix for iron of target 5 (left) and lead of target 5 (right).
The y-axis is generated (true) Eν and the x-axis is reconstructed Eν . Each cell records the
percent of true and reconstructed DIS events.

Figure D-6: Eν migration matrix for scintillator tracker modules 27-32 (left) and scintil-
lator tracker modules 33-38 (right). The y-axis is generated (true) Eν and the x-axis is
reconstructed Eν . Each cell records the percent of true and reconstructed DIS events.
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Figure D-7: Eν migration matrix for scintillator tracker modules 39-44 (left) and scintil-
lator tracker modules 45-50 (right). The y-axis is generated (true) Eν and the x-axis is
reconstructed Eν . Each cell records the percent of true and reconstructed DIS events.

Figure D-8: Eν migration matrix for scintillator tracker modules 51-56 (left) and scintil-
lator tracker modules 57-62 (right). The y-axis is generated (true) Eν and the x-axis is
reconstructed Eν . Each cell records the percent of true and reconstructed DIS events.
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Figure D-9: Eν migration matrix for scintillator tracker modules 63-68 (left) and scintil-
lator tracker modules 69-74 (right). The y-axis is generated (true) Eν and the x-axis is
reconstructed Eν . Each cell records the percent of true and reconstructed DIS events.

Figure D-10: Eν migration matrix for scintillator tracker modules 75-80. The y-axis is
generated (true) Eν and the x-axis is reconstructed Eν . Each cell records the percent of true
and reconstructed DIS events.
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D.2 Migration matrix fraction as a function of xbj

Figure D-11: xbj migration matrix for iron of target 1 (left) and lead of target 1 (right).
The y-axis is generated (true) xbj and the x-axis is reconstructed xbj. Each cell records the
percent of true and reconstructed DIS events.

Figure D-12: xbj migration matrix for iron of target 2 (left) and lead of target 2 (right).
The y-axis is generated (true) xbj and the x-axis is reconstructed xbj. Each cell records the
percent of true and reconstructed DIS events.
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Figure D-13: xbj migration matrix for carbon of target 3 (left) and iron of target 3 (right).
The y-axis is generated (true) xbj and the x-axis is reconstructed xbj. Each cell records the
percent of true and reconstructed DIS events.

Figure D-14: xbj migration matrix for lead of target 3 (left) and lead of target 4 (right).
The y-axis is generated (true) xbj and the x-axis is reconstructed xbj. Each cell records the
percent of true and reconstructed DIS events.
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Figure D-15: xbj migration matrix for iron of target 5 (left) and lead of target 5 (right).
The y-axis is generated (true) xbj and the x-axis is reconstructed xbj. Each cell records the
percent of true and reconstructed DIS events.

Figure D-16: xbj migration matrix for scintillator tracker modules 27-32 (left) and scintil-
lator tracker modules 33-38 (right). The y-axis is generated (true) xbj and the x-axis is
reconstructed xbj. Each cell records the percent of true and reconstructed DIS events.
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Figure D-17: xbj migration matrix for scintillator tracker modules 39-44 (left) and scintil-
lator tracker modules 45-50 (right). The y-axis is generated (true) xbj and the x-axis is
reconstructed xbj. Each cell records the percent of true and reconstructed DIS events.

Figure D-18: xbj migration matrix for scintillator tracker modules 51-56 (left) and scintil-
lator tracker modules 57-62 (right). The y-axis is generated (true) xbj and the x-axis is
reconstructed xbj. Each cell records the percent of true and reconstructed DIS events.
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Figure D-19: xbj migration matrix for scintillator tracker modules 63-68 (left) and scintil-
lator tracker modules 69-74 (right). The y-axis is generated (true) xbj and the x-axis is
reconstructed xbj. Each cell records the percent of true and reconstructed DIS events.

Figure D-20: xbj migration matrix for scintillator tracker modules 75-80. The y-axis is
generated (true) xbj and the x-axis is reconstructed xbj. Each cell records the percent of true
and reconstructed DIS events.
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D.3 Migration matrix fraction as a function of Eµ

Figure D-21: Eµ migration matrix for iron of target 1 (left) and lead of target 1 (right).
The y-axis is generated (true) Eµ and the x-axis is reconstructed Eµ. Each cell records the
percent of true and reconstructed DIS events.

Figure D-22: Eµ migration matrix for iron of target 2 (left) and lead of target 2 (right).
The y-axis is generated (true) Eµ and the x-axis is reconstructed Eµ. Each cell records the
percent of true and reconstructed DIS events.
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Figure D-23: Eµ migration matrix for carbon of target 3 (left) and iron of target 3 (right).
The y-axis is generated (true) Eµ and the x-axis is reconstructed Eµ. Each cell records the
percent of true and reconstructed DIS events.

Figure D-24: Eµ migration matrix for lead of target 3 (left) and lead of target 4 (right).
The y-axis is generated (true) Eµ and the x-axis is reconstructed Eµ. Each cell records the
percent of true and reconstructed DIS events.
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Figure D-25: Eµ migration matrix for iron of target 5 (left) and lead of target 5 (right).
The y-axis is generated (true) Eµ and the x-axis is reconstructed Eµ. Each cell records the
percent of true and reconstructed DIS events.

Figure D-26: Eµ migration matrix for scintillator tracker modules 27-32 (left) and scintil-
lator tracker modules 33-38 (right). The y-axis is generated (true) Eµ and the x-axis is
reconstructed Eµ. Each cell records the percent of true and reconstructed DIS events.
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Figure D-27: Eµ migration matrix for scintillator tracker modules 39-44 (left) and scintil-
lator tracker modules 45-50 (right). The y-axis is generated (true) Eµ and the x-axis is
reconstructed Eµ. Each cell records the percent of true and reconstructed DIS events.

Figure D-28: Eµ migration matrix for scintillator tracker modules 51-56 (left) and scintil-
lator tracker modules 57-62 (right). The y-axis is generated (true) Eµ and the x-axis is
reconstructed Eµ. Each cell records the percent of true and reconstructed DIS events.
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Figure D-29: Eµ migration matrix for scintillator tracker modules 63-68 (left) and scintil-
lator tracker modules 69-74 (right). The y-axis is generated (true) Eµ and the x-axis is
reconstructed Eµ. Each cell records the percent of true and reconstructed DIS events.

Figure D-30: Eµ migration matrix for scintillator tracker modules 75-80. The y-axis is
generated (true) Eµ and the x-axis is reconstructed Eµ. Each cell records the percent of true
and reconstructed DIS events.
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D.4 Migration matrix fraction as a function of θµ

Figure D-31: θµ migration matrix for iron of target 1 (left) and lead of target 1 (right). The
y-axis is generated (true) θµ and the x-axis is reconstructed θµ. Each cell records the percent
of true and reconstructed DIS events.

Figure D-32: θµ migration matrix for iron of target 2 (left) and lead of target 2 (right). The
y-axis is generated (true) θµ and the x-axis is reconstructed θµ. Each cell records the percent
of true and reconstructed DIS events.
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Figure D-33: θµ migration matrix for carbon of target 3 (left) and iron of target 3 (right).
The y-axis is generated (true) θµ and the x-axis is reconstructed θµ. Each cell records the
percent of true and reconstructed DIS events.

Figure D-34: θµ migration matrix for lead of target 3 (left) and lead of target 4 (right). The
y-axis is generated (true) θµ and the x-axis is reconstructed θµ. Each cell records the percent
of true and reconstructed DIS events.
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Figure D-35: θµ migration matrix for iron of target 5 (left) and lead of target 5 (right). The
y-axis is generated (true) θµ and the x-axis is reconstructed θµ. Each cell records the percent
of true and reconstructed DIS events.

Figure D-36: θµ migration matrix for scintillator tracker modules 27-32 (left) and scintil-
lator tracker modules 33-38 (right). The y-axis is generated (true) θµ and the x-axis is
reconstructed θµ. Each cell records the percent of true and reconstructed DIS events.

291



Figure D-37: θµ migration matrix for scintillator tracker modules 39-44 (left) and scintil-
lator tracker modules 45-50 (right). The y-axis is generated (true) θµ and the x-axis is
reconstructed θµ. Each cell records the percent of true and reconstructed DIS events.

Figure D-38: θµ migration matrix for scintillator tracker modules 51-56 (left) and scintil-
lator tracker modules 57-62 (right). The y-axis is generated (true) θµ and the x-axis is
reconstructed θµ. Each cell records the percent of true and reconstructed DIS events.
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Figure D-39: θµ migration matrix for scintillator tracker modules 63-68 (left) and scintil-
lator tracker modules 69-74 (right). The y-axis is generated (true) θµ and the x-axis is
reconstructed θµ. Each cell records the percent of true and reconstructed DIS events.

Figure D-40: θµ migration matrix for scintillator tracker modules 75-80. The y-axis is
generated (true) θµ and the x-axis is reconstructed θµ. Each cell records the percent of true
and reconstructed DIS events.
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D.5 Migration matrix fraction as a function of Q2

Figure D-41: Q2 migration matrix for iron of target 1 (left) and lead of target 1 (right).
The y-axis is generated (true) Q2 and the x-axis is reconstructed Q2. Each cell records the
percent of true and reconstructed DIS events.

Figure D-42: Q2 migration matrix for iron of target 2 (left) and lead of target 2 (right).
The y-axis is generated (true) Q2 and the x-axis is reconstructed Q2. Each cell records the
percent of true and reconstructed DIS events.
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Figure D-43: Q2 migration matrix for carbon of target 3 (left) and iron of target 3 (right).
The y-axis is generated (true) Q2 and the x-axis is reconstructed Q2. Each cell records the
percent of true and reconstructed DIS events.

Figure D-44: Q2 migration matrix for lead of target 3 (left) and lead of target 4 (right).
The y-axis is generated (true) Q2 and the x-axis is reconstructed Q2. Each cell records the
percent of true and reconstructed DIS events.
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Figure D-45: Q2 migration matrix for iron of target 5 (left) and lead of target 5 (right).
The y-axis is generated (true) Q2 and the x-axis is reconstructed Q2. Each cell records the
percent of true and reconstructed DIS events.

Figure D-46: Q2 migration matrix for scintillator tracker modules 27-32 (left) and scintil-
lator tracker modules 33-38 (right). The y-axis is generated (true) Q2 and the x-axis is
reconstructed Q2. Each cell records the percent of true and reconstructed DIS events.
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Figure D-47: Q2 migration matrix for scintillator tracker modules 39-44 (left) and scintil-
lator tracker modules 45-50 (right). The y-axis is generated (true) Q2 and the x-axis is
reconstructed Q2. Each cell records the percent of true and reconstructed DIS events.

Figure D-48: Q2 migration matrix for scintillator tracker modules 51-56 (left) and scintil-
lator tracker modules 57-62 (right). The y-axis is generated (true) Q2 and the x-axis is
reconstructed Q2. Each cell records the percent of true and reconstructed DIS events.
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Figure D-49: Q2 migration matrix for scintillator tracker modules 63-68 (left) and scintil-
lator tracker modules 69-74 (right). The y-axis is generated (true) Q2 and the x-axis is
reconstructed Q2. Each cell records the percent of true and reconstructed DIS events.

Figure D-50: Q2 migration matrix for scintillator tracker modules 75-80. The y-axis is
generated (true) Q2 and the x-axis is reconstructed Q2. Each cell records the percent of true
and reconstructed DIS events.
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D.6 Migration matrix fraction as a function of W

Figure D-51: W migration matrix for iron of target 1 (left) and lead of target 1 (right).
The y-axis is generated (true) W and the x-axis is reconstructed W . Each cell records the
percent of true and reconstructed DIS events.

Figure D-52: W migration matrix for iron of target 2 (left) and lead of target 2 (right).
The y-axis is generated (true) W and the x-axis is reconstructed W . Each cell records the
percent of true and reconstructed DIS events.
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Figure D-53: W migration matrix for carbon of target 3 (left) and iron of target 3 (right).
The y-axis is generated (true) W and the x-axis is reconstructed W . Each cell records the
percent of true and reconstructed DIS events.

Figure D-54: W migration matrix for lead of target 3 (left) and lead of target 4 (right).
The y-axis is generated (true) W and the x-axis is reconstructed W . Each cell records the
percent of true and reconstructed DIS events.

300



Figure D-55: W migration matrix for iron of target 5 (left) and lead of target 5 (right).
The y-axis is generated (true) W and the x-axis is reconstructed W . Each cell records the
percent of true and reconstructed DIS events.

Figure D-56: W migration matrix for scintillator tracker modules 27-32 (left) and scintil-
lator tracker modules 33-38 (right). The y-axis is generated (true) W and the x-axis is
reconstructed W . Each cell records the percent of true and reconstructed DIS events.
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Figure D-57: W migration matrix for scintillator tracker modules 39-44 (left) and scintil-
lator tracker modules 45-50 (right). The y-axis is generated (true) W and the x-axis is
reconstructed W . Each cell records the percent of true and reconstructed DIS events.

Figure D-58: W migration matrix for scintillator tracker modules 51-56 (left) and scintil-
lator tracker modules 57-62 (right). The y-axis is generated (true) W and the x-axis is
reconstructed W . Each cell records the percent of true and reconstructed DIS events.
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Figure D-59: W migration matrix for scintillator tracker modules 63-68 (left) and scintil-
lator tracker modules 69-74 (right). The y-axis is generated (true) W and the x-axis is
reconstructed W . Each cell records the percent of true and reconstructed DIS events.

Figure D-60: W migration matrix for scintillator tracker modules 75-80. The y-axis is
generated (true) W and the x-axis is reconstructed W . Each cell records the percent of true
and reconstructed DIS events.
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APPENDIX E
OVERALL EFFICIENCY

E.1 Overall Efficiencies as a function of Eν

Figure E-1: Overall efficiency of events in the iron of target 1 as a function of true Eν (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-2: Overall efficiency of events in the lead of target 1 as a function of true Eν (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-3: Overall efficiency of events in the iron of target 2 as a function of true Eν (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-4: Overall efficiency of events in the lead of target 2 as a function of true Eν (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-5: Overall efficiency of events in the carbon of target 3 as a function of true Eν

(left) and the systematic uncertainty on the overall efficiency (right).

Figure E-6: Overall efficiency of events in the iron of target 3 as a function of true Eν (left)
and the systematic uncertainty on the overall efficiency (right).

306



Figure E-7: Overall efficiency of events in the lead of target 3 as a function of true Eν (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-8: Overall efficiency of events in the lead of target 4 as a function of true Eν (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-9: Overall efficiency of events in the iron of target 5 as a function of true Eν (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-10: Overall efficiency of events in the lead of target 5 as a function of true Eν (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-11: Overall efficiency of events in the scintillator tracker module 27-32 as a function
of true Eν (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-12: Overall efficiency of events in the scintillator tracker module 33-38 as a function
of true Eν (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-13: Overall efficiency of events in the scintillator tracker module 39-44 as a function
of true Eν (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-14: Overall efficiency of events in the scintillator tracker module 45-50 as a function
of true Eν (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-15: Overall efficiency of events in the scintillator tracker module 51-56 as a function
of true Eν (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-16: Overall efficiency of events in the scintillator tracker module 57-62 as a function
of true Eν (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-17: Overall efficiency of events in the scintillator tracker module 63-68 as a function
of true Eν (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-18: Overall efficiency of events in the scintillator tracker module 69-74 as a function
of true Eν (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-19: Overall efficiency of events in the scintillator tracker module 75-80 as a function
of true Eν (left) and the systematic uncertainty on the overall efficiency (right).

E.2 Overall Efficiencies as a function of xbj
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Figure E-20: Overall efficiency of events in the iron of target 1 as a function of true xbj (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-21: Overall efficiency of events in the lead of target 1 as a function of true xbj (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-22: Overall efficiency of events in the iron of target 2 as a function of true xbj (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-23: Overall efficiency of events in the lead of target 2 as a function of true xbj (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-24: Overall efficiency of events in the carbon of target 3 as a function of true xbj

(left) and the systematic uncertainty on the overall efficiency (right).

Figure E-25: Overall efficiency of events in the iron of target 3 as a function of true xbj (left)
and the systematic uncertainty on the overall efficiency (right).

316



Figure E-26: Overall efficiency of events in the lead of target 3 as a function of true xbj (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-27: Overall efficiency of events in the lead of target 4 as a function of true xbj (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-28: Overall efficiency of events in the iron of target 5 as a function of true xbj (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-29: Overall efficiency of events in the lead of target 5 as a function of true xbj (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-30: Overall efficiency of events in the scintillator tracker module 27-32 as a function
of true xbj (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-31: Overall efficiency of events in the scintillator tracker module 33-38 as a function
of true xbj (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-32: Overall efficiency of events in the scintillator tracker module 39-44 as a function
of true xbj (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-33: Overall efficiency of events in the scintillator tracker module 45-50 as a function
of true xbj (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-34: Overall efficiency of events in the scintillator tracker module 51-56 as a function
of true xbj (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-35: Overall efficiency of events in the scintillator tracker module 57-62 as a function
of true xbj (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-36: Overall efficiency of events in the scintillator tracker module 63-68 as a function
of true xbj (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-37: Overall efficiency of events in the scintillator tracker module 69-74 as a function
of true xbj (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-38: Overall efficiency of events in the scintillator tracker module 75-80 as a function
of true xbj (left) and the systematic uncertainty on the overall efficiency (right).

E.3 Overall Efficiencies as a function of Eµ
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Figure E-39: Overall efficiency of events in the iron of target 1 as a function of true Eµ (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-40: Overall efficiency of events in the lead of target 1 as a function of true Eµ (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-41: Overall efficiency of events in the iron of target 2 as a function of true Eµ (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-42: Overall efficiency of events in the lead of target 2 as a function of true Eµ (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-43: Overall efficiency of events in the carbon of target 3 as a function of true Eµ

(left) and the systematic uncertainty on the overall efficiency (right).

Figure E-44: Overall efficiency of events in the iron of target 3 as a function of true Eµ (left)
and the systematic uncertainty on the overall efficiency (right).

326



Figure E-45: Overall efficiency of events in the lead of target 3 as a function of true Eµ (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-46: Overall efficiency of events in the lead of target 4 as a function of true Eµ (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-47: Overall efficiency of events in the iron of target 5 as a function of true Eµ (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-48: Overall efficiency of events in the lead of target 5 as a function of true Eµ (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-49: Overall efficiency of events in the scintillator tracker module 27-32 as a function
of true Eµ (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-50: Overall efficiency of events in the scintillator tracker module 33-38 as a function
of true Eµ (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-51: Overall efficiency of events in the scintillator tracker module 39-44 as a function
of true Eµ (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-52: Overall efficiency of events in the scintillator tracker module 45-50 as a function
of true Eµ (left) and the systematic uncertainty on the overall efficiency (right).

330



Figure E-53: Overall efficiency of events in the scintillator tracker module 51-56 as a function
of true Eµ (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-54: Overall efficiency of events in the scintillator tracker module 57-62 as a function
of true Eµ (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-55: Overall efficiency of events in the scintillator tracker module 63-68 as a function
of true Eµ (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-56: Overall efficiency of events in the scintillator tracker module 69-74 as a function
of true Eµ (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-57: Overall efficiency of events in the scintillator tracker module 75-80 as a function
of true Eµ (left) and the systematic uncertainty on the overall efficiency (right).

E.4 Overall Efficiencies as a function of θµ
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Figure E-58: Overall efficiency of events in the iron of target 1 as a function of true θµ (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-59: Overall efficiency of events in the lead of target 1 as a function of true θµ (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-60: Overall efficiency of events in the iron of target 2 as a function of true θµ (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-61: Overall efficiency of events in the lead of target 2 as a function of true θµ (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-62: Overall efficiency of events in the carbon of target 3 as a function of true θµ
(left) and the systematic uncertainty on the overall efficiency (right).

Figure E-63: Overall efficiency of events in the iron of target 3 as a function of true θµ (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-64: Overall efficiency of events in the lead of target 3 as a function of true θµ (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-65: Overall efficiency of events in the lead of target 4 as a function of true θµ (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-66: Overall efficiency of events in the iron of target 5 as a function of true θµ (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-67: Overall efficiency of events in the lead of target 5 as a function of true θµ (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-68: Overall efficiency of events in the scintillator tracker module 27-32 as a function
of true θµ (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-69: Overall efficiency of events in the scintillator tracker module 33-38 as a function
of true θµ (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-70: Overall efficiency of events in the scintillator tracker module 39-44 as a function
of true θµ (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-71: Overall efficiency of events in the scintillator tracker module 45-50 as a function
of true θµ (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-72: Overall efficiency of events in the scintillator tracker module 51-56 as a function
of true θµ (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-73: Overall efficiency of events in the scintillator tracker module 57-62 as a function
of true θµ (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-74: Overall efficiency of events in the scintillator tracker module 63-68 as a function
of true θµ (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-75: Overall efficiency of events in the scintillator tracker module 69-74 as a function
of true θµ (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-76: Overall efficiency of events in the scintillator tracker module 75-80 as a function
of true θµ (left) and the systematic uncertainty on the overall efficiency (right).

E.5 Overall Efficiencies as a function of Q2
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Figure E-77: Overall efficiency of events in the iron of target 1 as a function of true Q2 (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-78: Overall efficiency of events in the lead of target 1 as a function of true Q2 (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-79: Overall efficiency of events in the iron of target 2 as a function of true Q2 (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-80: Overall efficiency of events in the lead of target 2 as a function of true Q2 (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-81: Overall efficiency of events in the carbon of target 3 as a function of true Q2

(left) and the systematic uncertainty on the overall efficiency (right).

Figure E-82: Overall efficiency of events in the iron of target 3 as a function of true Q2 (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-83: Overall efficiency of events in the lead of target 3 as a function of true Q2 (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-84: Overall efficiency of events in the lead of target 4 as a function of true Q2 (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-85: Overall efficiency of events in the iron of target 5 as a function of true Q2 (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-86: Overall efficiency of events in the lead of target 5 as a function of true Q2 (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-87: Overall efficiency of events in the scintillator tracker module 27-32 as a function
of true Q2 (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-88: Overall efficiency of events in the scintillator tracker module 33-38 as a function
of true Q2 (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-89: Overall efficiency of events in the scintillator tracker module 39-44 as a function
of true Q2 (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-90: Overall efficiency of events in the scintillator tracker module 45-50 as a function
of true Q2 (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-91: Overall efficiency of events in the scintillator tracker module 51-56 as a function
of true Q2 (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-92: Overall efficiency of events in the scintillator tracker module 57-62 as a function
of true Q2 (left) and the systematic uncertainty on the overall efficiency (right).

351



Figure E-93: Overall efficiency of events in the scintillator tracker module 63-68 as a function
of true Q2 (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-94: Overall efficiency of events in the scintillator tracker module 69-74 as a function
of true Q2 (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-95: Overall efficiency of events in the scintillator tracker module 75-80 as a function
of true Q2 (left) and the systematic uncertainty on the overall efficiency (right).

E.6 Overall Efficiencies as a function of W
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Figure E-96: Overall efficiency of events in the iron of target 1 as a function of true W (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-97: Overall efficiency of events in the lead of target 1 as a function of true W (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-98: Overall efficiency of events in the iron of target 2 as a function of true W (left)
and the systematic uncertainty on the overall efficiency (right).

Figure E-99: Overall efficiency of events in the lead of target 2 as a function of true W (left)
and the systematic uncertainty on the overall efficiency (right).
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Figure E-100: Overall efficiency of events in the carbon of target 3 as a function of true W
(left) and the systematic uncertainty on the overall efficiency (right).

Figure E-101: Overall efficiency of events in the iron of target 3 as a function of true W
(left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-102: Overall efficiency of events in the lead of target 3 as a function of true W
(left) and the systematic uncertainty on the overall efficiency (right).

Figure E-103: Overall efficiency of events in the lead of target 4 as a function of true W
(left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-104: Overall efficiency of events in the iron of target 5 as a function of true W
(left) and the systematic uncertainty on the overall efficiency (right).

Figure E-105: Overall efficiency of events in the lead of target 5 as a function of true W
(left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-106: Overall efficiency of events in the scintillator tracker module 27-32 as a function
of true W (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-107: Overall efficiency of events in the scintillator tracker module 33-38 as a function
of true W (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-108: Overall efficiency of events in the scintillator tracker module 39-44 as a function
of true W (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-109: Overall efficiency of events in the scintillator tracker module 45-50 as a function
of true W (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-110: Overall efficiency of events in the scintillator tracker module 51-56 as a function
of true W (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-111: Overall efficiency of events in the scintillator tracker module 57-62 as a function
of true W (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-112: Overall efficiency of events in the scintillator tracker module 63-68 as a function
of true W (left) and the systematic uncertainty on the overall efficiency (right).

Figure E-113: Overall efficiency of events in the scintillator tracker module 69-74 as a function
of true W (left) and the systematic uncertainty on the overall efficiency (right).
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Figure E-114: Overall efficiency of events in the scintillator tracker module 75-80 as a function
of true W (left) and the systematic uncertainty on the overall efficiency (right).
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