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ABSTRACT

Superconducting niobium accelerating cavities are devices operating in radio-

frequency and able to accelerate charged particles up to energy of tera-electron-volts.

Such accelerating structures are though limited in terms of quality factor and acceler-

ating gradient, that translates—in some cases—in higher capital costs of construction

and operation of superconducting rf accelerators. Looking forward for a new genera-

tion of more affordable accelerators, the physical description of limiting mechanisms in

superconducting microwave resonators is discussed. In particular, the physics behind

the dissipation introduced by vortices in the superconductor, the ultimate quench lim-

itations and the quality factor degradation mechanism after a quench are described

in detail.

One of the limiting factor of the quality factor is the dissipation introduced

by trapped magnetic flux vortices. The radio-frequency complex response of trapped

vortices in superconductors is derived by solving the motion equation for a magnetic

flux line, assuming a bi-dimensional and mean free path-dependent Lorentzian-shaped

pinning potential. The resulting surface resistance shows the bell-shaped trend as a

function of the mean free path, in agreement with the experimental data observed.

Such bell-shaped trend of the surface resistance is described in terms of the interplay

of the two limiting regimes identified as pinning and flux flow regimes, for low and

large mean free path values respectively. The model predicts that the dissipation

regime—pinning- or flux-flow-dominated—can be tuned either by acting on the fre-

quency or on the electron mean free path value. The effect of different configurations

of pinning sites and strength on the vortex surface resistance are also discussed.

Accelerating cavities are also limited by the quench of the superconductive

state, which limits the maximum accelerating gradient achievable. The accelerating

field limiting factor is usually associated to the superheating field, which is intimately

xviii



correlated to the penetration of magnetic flux vortices in the material. Experimental

data for N-doped cavities suggest that uniform Ginzburg-Landau parameter cavities

are statistically limited by the lower critical field, in terms of accelerating gradient.

By introducing a Ginzburg-Landau parameter profile at the cavity rf surface—dirty

layer—the accelerating gradient of superconducting resonators can be enhanced. The

description of the physics behind the accelerating gradient enhancement as a conse-

quence of the dirty layer is carried out by solving numerically the Ginzburg-Landau

equations for the layered system. The enhancement is showed to be promoted by the

higher energy barrier to vortex penetration, and by the enhanced lower critical field.

Another serious threat to the quality factor during the cavity operation is

the extra dissipation introduced by the quench. Such quality factor degradation

mechanism due to the quench, is generated by the trapping of external magnetic flux

at quench spot. The purely extrinsic origin of such extra dissipation is proven by

the impossibility of decrease the quality factor by quenching in a magnetic field-free

environment. Also, a clear relation of the dissipation introduced by quenching to the

orientation of the applied magnetic field is observed. The full recover of the quality

factor by re-quenching in compensated field is possible when the trapped flux at the

quench spot is modest. On the contrary, when the trapped magnetic flux is too large,

the quality factor degradation may become irreversible by this technique, likely due

to the outward flux migration beyond the normal zone opening during the quench.

xix
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CHAPTER 1

INTRODUCTION

1.1 Why Superconducting Radio-Frequency Accelerators?

High energy particle accelerators take advantage of radio-frequency (rf) accel-

eration technology in order to provide energy to charged particles. The main advan-

tage of the rf technology is indeed to provide a progressive acceleration to charged

particles, instead of a single-shot energy gain as typically achieved in electrostatic

accelerators such as Cockcroft-Walton or Van der Graaff, minimizing the probability

of voltage break-down.

The normal-conducting rf technology is conventionally copper dominated, and

a large variety of resonating structures exits. Usually, copper cavities are water-cooled

in order to extract the heat deposited on the cavity rf surface by the electromagnetic

field, and keep the resistance at acceptable values. Cooling a normal-conducting

resonator to low temperature, in order to minimize the cavity loss, is not always

helpful because of the anomalous skin effect [12], that limits the minimum resistance

of normal-conducting metals. Normal-conducting resonators are indeed not energet-

ically efficient, a large part of the power fed to the structure is lost in Joule heating

and not transferred to the beam.

A smart way to increase the energy efficiency of the resonator is to decrease the

ohmic losses at the cavity surfaces taking advantage of the superconducting rf (SRF)

technology. The SRF technology is bulk niobium dominated, since this latter is the

elemental superconductor with the highest critical temperature. Also, metallic Nb

can be shaped and welded with conventional methods to generate even complicated

accelerating structures.

In applications demanding continuous wave (CW) operation or long puls-
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es/high duty cycles (> 1%), the SRF technology is required. Following that reported

in [13, 14], let us consider the a simple accelerating structure 1 m long, operating

in CW at 3 MV/m and 1.3 GHz with R/Q = 1.8 kΩ (see Section 3.1.5). Assuming

that the structure is made of copper with a quality factor of Q0 ≃ 2 × 104 (see Sec-

tion 3.1.4), the power dissipation is calculated to be 250 kW. If we also consider the

efficiency of the rf high power amplifier η = 0.6, the total power consumption is then

about 420 kW.

Let us consider now an analogous structure 1 m long operating at 1.3 GHz

in CW at 3 MV/m but made in superconducting niobium operating at 2 K. Since

superconducting the R over Q ratio is usually chosen to be about three times lower

than the normal conducting case [13], hence R/Q = 600 Ω. The power consumption

due to Joule heating is way lower than the normal-conducting case, and equal to

0.89 W. We should now consider also that the total power consumption depends on

the cryogenic system needed to cool-down the cavity as well. Assuming a static power

dissipation of 1 W per cavity (for TESLA type cavity cryomodules this value is of

the order of 3 W per cryomodule [15]), Carnot efficiency ηc = 2/(300 − 2) = 0.0067

and cryo-plant technical efficiency of about η = 0.2, the total power consumption

in the superconducting rf case is about 1.4 kW. In CW operation the total power

consumption is then about 297 times lower for the SRF technology with respect to

the normal-conducting one.

It is important to point out that such gain in power consumption is in prin-

ciple larger when lower frequencies are adopted. As it is discussed in Chapter 2,

the resistance of superconductors is proportional to ω2. On the other hand, normal-

conductors have a surface resistance proportional to
√
ω in the normal skin effect

regime [12]. Hence, the gain in lower values of dissipated power for SRF cavities de-

creases with increasing frequencies approximately as ω−3/2. In order to calculate the
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total power consumption, it is important to consider though that as the cavity fre-

quency decreases, its dimension, and therefore the static power dissipation, increases

with it.

Since their low dissipated power allows for large shunt impedance (see Subsec-

tion 3.1.5), superconducting rf cavities give the possibility of increasing the dimension

of the beam pipes, assuring better beam stability. Larger beam pipes permits a more

efficient higher order modes extraction, lower beam impedance and greatly reduces

the probability of beam-loss and therefore of activation of the beam pipe.

1.2 Performance Limitation Impact on the Cost of Accelerators

Several factors must be considered in order to discuss the cost of high energy

particle accelerators. In principle, three big cost driving contributions can be de-

fined [16]: i) the civil engineering cost of the facility per unit of length, ii) the electric

energy cost per unit of consumed power and iii) the accelerating technology cost per

unit of beam energy.

The total project cost (TPC)—cost considering also components, conventional

systems, R&D, engineering design, management, contingency, over-head founds, site

development, labor, etc.—can in principle be defined by the following phenomeno-

logical equation [16] that considers the sum of the three cost driving contributions

defined above. Assuming SRF accelerating technology the TPC is:

TPC ≈ 2 B$

√

L

10 km
+ 10 B$

√

E

1 TeV
+ 2 B$

√

P

100 MW
, (1.1)

where L is the total length of the tunnel, E the center-of-mass energy in colliders or

energy per beam in linacs and P the total ac power consumption of the facility. For

example, the International Linear Collider (ILC), a superconducting rf e+ e− linear

collider, is estimated to have a cost around 7.8 B$ (in 2013), with a TPC range of

13-19 B$ [16].
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Figure 1.1. Pie diagram of the percentage contributions to the cost of the ILC. Data
reported in [1]. Acronyms meaning: cryomodules (CM), high level rf (HLRF) and
low level rf (LLRF).

The fundamental understanding of the SRF cavities limitations is extremely

important in order to cut the cost of high energy accelerators like the ILC, and to

limit the TPC as well. In Figure 1.1, the cost of the ILC divided into percentage

subsections is reported.

Important to notice that the bigger cost slice (35%) is associated to cavities

and cryomodules production and assembly. The second big slice comes from the

civil engineering side, for the construction of the tunnels and facilities. The third

and fourth cost driving contributions are the HLRF/LLRF (klystrons, amplifiers,

waveguides, power distribution, electronics, etc.) and the cryogenic cost respectively.

By understanding the fundamental limitations of SRF cavities, and by pushing

their limit to higher accelerating gradients and lower power dissipation, a substantial

reduction of the accelerator cost may be achievable. Higher operational gradients

implies a shorter accelerator per same center-of-mass energy, ad therefore:

• shorter tunnel,

• less cryomodules and cavities,
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• less static heat load on the cryogenic plant,

• less klystrons (or solid state amplifiers), wave guide, distribution systems, etc.

The minimization of the ohmic dissipation of the cavity implies instead a sub-

stantial reduction of the dynamic heat load. The cavity can be operated at higher

gradients and magnify the cost reduction contribution introduced by the higher gra-

dients.

For example, increasing the nominal accelerating gradient of the ILC by 10 MV/m

(from 31.5 MV/m to 41.5 MV/m), form the civil engineering point of view the TPC is

reduced of about 0.4 B$ (calculated with Eq. 1.1). The main limitation in achieving

that is the current limitations of SRF cavities. Adopting conventional high gradient

SRF technology, the dissipation at accelerating gradients larger than 31.5 MV/m is

not sustainable in terms total power consumption (cryogenic cost included). Lower

power dissipation is mandatory in order to affordably operate at high gradients.

Therefore, in order to allow for new powerful particle accelerators, fundamental

R&D is needed to understand and overcome the current limitations in terms of power

consumption and accelerating gradient, and push the SRF cavities performance to

the next level.

1.3 Thesis Organization

The dissertation begins with a brief introduction on some aspects of super-

conductivity (Chapter 2). Most of the attention is addressed to the description of

the main concepts needed to understand the following chapters, especially Ginzburg-

Landau theory, magnetic vortex dynamics and Mattis-Bardeen surface impedance.

Chapter 3 contains the description of electromagnetic waves in resonators and

basic definitions of quantities and concepts commonly used in the accelerating cavities
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community. The same chapter is also addressed to the description of measurement

system and measurement process to test SRF cavities, as well as to an introduction

on the SRF cavities performance for different surface finishing.

In Chapter 4 a first principles model of the vortex surface resistance is discussed

with particular interest on the description of its dependence with the electron mean

free path. The description is then also extended to define the resistance dependencies

on frequency, pinning point position and pinning strength.

The fundamental accelerating gradient limitation of SRF cavities is discussed

in Chapter 5, where the numerical calculation of the lower critical field and super-

heating fields, from the Ginzburg-Landau equations, are compared with experimental

data for SRF cavities.

Always in the framework of the Ginzburg-Landau theory, the energetics of

the vortex penetration is addressed in Chapter 6. In particular, the effect on the

accelerating gradient enhancement due to a dirty layer at the rf surface is described

and verified by the comparison with experimental data.

The study and the description of the extra dissipation associated to the quench

phenomena is presented in Chapter 7. The possibility of quality factor degradation

recovery without thermally cycling the cavity is discussed.

Except for the introductory chapters, all the others are organized with an

initial overview and a final summary of the results. The overall summary of the dis-

sertation, that takes in consideration all the chapters, is presented in the conclusions

section of Chapter 8.
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CHAPTER 2

ELEMENTS OF SUPERCONDUCTIVITY

2.1 Historical Overview

The phenomenon of superconductivity was discovered in the 1911 by the Duch

physicist H. K. Onnes while measuring the resistivity of pure mercury at liquid helium

temperatures [17, 18, 19]. He observed that at the temperature of 4.2 K the resistivity

of mercury drops to zero, and that no power dissipation was associated to dc current

flow. For such a reason this phenomenon was called superconductivity. Since then

many new superconducting materials were discovered and several descriptions of the

superconducting state where developed. Such remarkable discovery by Onnes had

worth him the Nobel prize in Physics in the 1913.

The first model to explain the superconductivity phenomenon was proposed in

the 1934 by J. C. Gorter and H. Casimir [20], where the superconducting state was de-

scribed in analogy to the superfluidity of He-II below the lambda point (Tλ ≈ 2.17 K).

In their description, when the temperature is decreased below the critical tempera-

ture Tc, a boson-like condensation takes place, and the electrons in the material may

be represented as separated in two fluid-like groups: “superfluid” and “normalfluid”

electrons.

As the temperature is decreased to zero, the number of “suprefluid” electrons

(νs) increases, the number of “normalfluid” electrons (νn) decreases, while the total

number of particles (ν) is conserved (νs/ν + νn/ν = 1). In order to explain the zero

resistivity below Tc in such scenario, we need to assume the “superfluid” electrons

current as not affected by any resistance. Therefore, in the circuit analogy of a

superconductor, “superfluid” electrons can be in principle thought as subjected only

to a shunt inductor placed in parallel the “normalfluid” electrons resistor. When a
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dc current is flowing, it will be carried by “superfluid” electrons though the shunt

inductance and the resistance will then be zero.

One year later, the two brothers F. and H. London described for the first time

the electrodynamics of supercoductors by introducing the so-called London equa-

tions [21]. The great success of such equations resides in their good description of

the Meissner-Ochsenfeld effect [22]. The perfect diamagnetic behavior of supercon-

ductors is explained by the introduction of the London penetration depth λ0, as the

characteristic exponential decay depth of the magnetic field in the superconductor:

B(z) = B(0) e−z/λ0 ; λ0 =

√

m

µ0nnq2
, (2.1)

where m, nn and q are respectively the mass the number density and charge of the

current carriers. This simple description of superconductivity is though unable to

describe the superconductive transition.

In the 1950, the Soviet scientists V. L. Ginzburg and L. D. Landau proposed

the first thermodynamic description of the superconducting transition [23]. The su-

perconductive transition was framed as a second order transition, as introduced by L.

D. Landau alone several years before [24], where the order parameter was identified as

a macroscopic pseudo-wave function Ψ. One of the most remarkable findings of such

description is the first definition of the coherence length ξ(T ), as the characteristic

length of variation of the order parameter in the superconductor. Important to men-

tion that the Ginzburg-Landau theory returns a temperature independent definition

of the penetration depth of the field λ0 in agreement with the London electrodynam-

ics [25].

Ginzburg and Landau introduced also the parameter κ, which is related to the

purity of the material:

κ =
λ(T )

ξ(T )
, (2.2)
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where λ(T ) is the temperature dependent penetration depth related to λ0. Both

λ(T ) and ξ(T ) temperature dependencies are valid in the limit T . Tc. In general κ

varies with the electron mean free path l and defines the separation between type-I

(κ < 1/
√
2) and type-II (κ > 1/

√
2) superconductors.

The formal description of the two different classes of superconductors (type-I

and type-II) was proposed by A. A. Abrikosov seven years later [26]. He formalized the

F. London’s idea of magnetic flux quantization [27] in the framework of the Ginzburg-

Landau theory, being able to describe the Mixed state of type-II superconductors.

Such rigorous description of the type-II superconductivity was rewarded with the

Nobel prize in Physics to A. A. Abrikosov in 2003 (shared with V. L. Ginzburg and

A. J. Leggett “for pioneering contributions to the theory of superconductors and

superfluids”).

As a generalization of the London brothers electrodynamics, in the 1953 A. B.

Pippard proposed a new equation for the supercurrent, in which the current is related

to an average of the vector potential over a region governed by the coherence length

ξ [28]. Such new definition of the coherence length depends as well on the electron

mean free path l, but was formulated independently from V. L. Ginzburg and L. D.

Landau. The alternative definition of ξ in the Pippard’s electrodynamics is:

1

ξ
=

1

ξ0
+

1

l
, (2.3)

with ξ0 the coherence length for the pure superconductor:

ξ0 = a
ℏvF
κBTc

, (2.4)

where a is a constant near to unity and vF the Fermi velocity.

Pippard did also introduce a new definition of the penetration depth λ, that

is now assumed to be an effective penetration depth inversely proportional the the
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square root of the coherence length:

λ = λ0

√

ξ0
ξ

= λ0

√

1 +
ξ0
l
, (2.5)

where λ0, the London penetration depth, is now representing the characteristic pen-

etration depth of the clean superconductor.

The superconductor electrodynamics changes with the purity of the material,

so that when the mean free path is large, ξ0 << l or λ << ξ, then the Pippard non-

local description is appropriate. In the opposite regime where ξ0 >> l or λ >> ξ, the

local London description shall instead be used. The Pippard’s electrodynamics has a

more general validity than the London electrodynamics, we may indeed consider the

London theory as the limit of the Pippard theory for dirty superconductors (ξ0 >> l).

The most complete and exhaustive description of conventional superconduc-

tors (low temperature superconductors) was published by J. Bardeen, L. N. Cooper

and J. R. Schrieffer in the 1957 [29]. Such theory denominated BCS after its authors

was worth them the Nobel price in physics in the 1972.

In the BCS theory, the interaction between electrons, which results from the

virtual exchange of phonons, is attractive when the energy difference between the

electrons energy states is smaller than the exchanged phonon energy. In such situation

the Coulomb repulsive interaction is overcome and electrons that possess opposite

spin and momentum may form the so-called Cooper pairs [30]. Even if the single

electron follows the Fermi-Dirac statistics the Cooper pair is a Boson and therefore

may condense following the Bose-Einstein statistics. The description of a Cooper pair

is a two-body approximation of a many-body phenomenon where electrons interacts

attractively with each other within a certain dimension, the coherence length ξ0.

Anyway, the coherence length may be thought as the dimension of a single pair, and
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it was identified as:

ξ0 =
~vF
π∆0

≈ ~vF
κBTc

, (2.6)

in agreement with the definition given by Pippard reported in Eq. 2.4. Here ∆0 is half

of the superconducting energy gap at T = 0, described in the following paragraphs.

The direct consequence of such attractive interaction between electrons is the

gradual condensation of Cooper pairs at their ground state as the temperature is

decreased below the critical temperature Tc. The fraction of electrons that cooperate

in the formation of Cooper pairs are those with energy κBTc ≈ ℏωD around the Fermi

level (EF ), where ωD is the Debye frequency. Electrons that are inside such energy

“crust” are pushed towards lower energies and gradually condense in Cooper pairs at

the ground state with energy EF −∆0.

An energy gap, that separates condensed cooper pairs from depaired quasi-

particles (not paired electrons), is then formed around the Fermi level, and the pa-

rameter ∆0 ≈ κBTc corresponds to half of the dimension of such a gap at T = 0.

The energy gap has quasi-constant dependence with the temperature, except near Tc

where it rapidly decreases to zero. A handy approximation is [31]:

∆(T ) = ∆0

√

√

√

√cos

(

π

2

(

T

Tc

)2
)

. (2.7)

The gap formation implies that in order to break Cooper pairs and promoting

the formation of quasi-particles when T < Tc, the superconductor must absorb energy

ℏω larger than 2∆. Also, the density of states (N(E)) is substantially modified and

singularities are formed at the gap edges [25, 29].

Since Coopers pairs follow the Bose-Einstein distribution, a virtually infinite

number of them can occupy the same energy level, hence the density of state of a
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superconductor has the form:

N(E) = N(0)
E√

E2 −∆2
, (2.8)

where singularities arises when |E| = ∆.

Important to point out that the BCS theory can describe exhaustively the

Meissner state and the superconducting second order phase transition. Moreover, in

the approximation T ≈ Tc, L. P. Gor’kov demonstrated that the Ginzburg-Landau

equations may be directly calculated from the BCS theory [32], meaning that the two

different approaches are consistent.

2.2 Ginzburg-Landau Theory

As just introduced, the Ginzburg-Landau theory [23] is a phenomenological

theory capable to describe the superconducting phase. Such theory was developed on

the basis of the Landau concept of phase transition of the second order [24].

In such description of the superconducting phase transition, the order parame-

ter was assumed equal to a complex quantity, namely the pseudo wave function Ψ(r),

where its absolute value squared is equal to the superelectrons density |Ψ(r)|2 = ns(r).

As for the common second order phase transition, the superconductive transi-

tion is described by a minimum in the free energy density as a function of the order

parameter. In the approximation of little variations of the order parameter (T . Tc)

and in case of zero magnetic field throughout the superconductor, the free energy

density can be expanded in powers of |Ψ(r)|2, where fn is the free energy density of

the normal conducting state in absence of magnetic field:

fs = fn + α(T )|Ψ(r)|2 + β(T )

2
|Ψ(r)|4 + . . . (2.9)

The expansion was done only on even powers of the order parameter since the system

must be stable both at transition and in the superconductive state. This means that



13

0
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 T > Tc
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 T < Tc

Figure 2.1. Variation of the free energy density as a function of the order parameter
for normal-conducting phase (T > Tc), superconductiong phase (T < Tc) and at
transition (T = Tc).

for T ≥ Tc the free energy fs must have a minimum at Ψ = 0.

In order to assure a minimum of fs at finite values of the order parameter in the

superconductive state, we must set β > 0. In such a way the variation of free energy

density (∆f = fs − fn) depends only on the sign of α. In the normal-conducting

phase (T > Tc), α > 0 and the minimum occurs at Ψ = 0. On the opposite, in the

superconducting phase (T < Tc), α < 0 and the minimum is found to be at:

|Ψ0|2 = −α

β
. (2.10)

Evidently then, α(T ) must change sign at Tc.

In Figure 2.1 the variation of free energy density is plotted against the order

parameter. The value Ψ0 corresponds to the minimum of ∆f in the superconducting

state.

If we now allow for spatial variations of the order parameter (e.g. presence of

a surface), and we assume also the presence of magnetic field in the superconductor,

we must rewrite the free energy density expansion adding the correction to fn for



14

finite magnetic field values (B2/(2µ0)) and the kinetic energy density of the pairs

1/ (2m∗) |(−iℏ∇− e∗A)Ψ|2:

fs = fn + α(T )|Ψ(r)|2 + β(T )

2
|Ψ(r)|4 + 1

2m∗

∣

∣

∣

∣

(

ℏ

i
∇− e∗A

)

Ψ

∣

∣

∣

∣

2

+
B2

2µ0
. (2.11)

The parameters m∗ and e∗ are the mass and charge of a Cooper’s pair, equal respec-

tively to two times the mass and two times the charge of an electron, andA the vector

potential describing the currents (and hence magnetic field) in the superconductor.

By implementing a variational procedure to minimize the free energy density fs

defined in Eq. 2.11, the Ginzburg-Landau equations are derived. These two non-linear

second order differential equations describe the distribution of the magnetic field and

currents in the material, by returning the coupled quantities vector potential and

order parameter that minimize the free energy density of the superconductor:

αΨ+ β |Ψ|2Ψ+
1

2m∗

(

ℏ

i
∇− e∗A

)2

Ψ = 0

J =
e∗ℏ

2m∗i
(Ψ∗∇Ψ−Ψ∇Ψ∗)− e∗2

m∗
Ψ∗ΨA ,

(2.12)

where J is the current density.

The Ginzburg-Landau equations (Eq. 2.12) just defined can be expressed in a

more convenient dimensionless notation (see Appendix A):

f − |f |2 f −
(

a+
i∇
κ

)2

f = 0

∇× (∇× a) +
i

2κ
(f ∗∇f − f∇f ∗) + |f |2 a = 0 ,

(2.13)

where f and a are the dimensionless order parameter and vector potential respectively.

The dimensionless Ginzburg-Landau equations can be implemented in numer-

ical calculations of the distribution of f and and a for which the free energy density

of the superconductor in minimized.

2.3 Magnetic Flux Structures in Superconductors
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One of the most recognized phenomena that characterize the superconducting

behavior, exception done for the zero dc resistivity, is the Meissner-Ochsenfeld ef-

fect [22]. Is such state the superconductor acts as a perfect diamagnetic material and

expels the magnetic flux lines from its bulk, meaning that the magnetic induction in

the superconductor is equal to zero.

Complete magnetic flux expulsion, as described by the Meissner-Ochsenfeld

effect, is achievable when the magnetic field applied to the superconductor is relatively

small, or when magnetic flux is not energetically favorable to be trapped in the the

material. When magnetic field is applied, superconductors may show a rich variety

of phenomena, most of them dependent on the type of superconductor (type-I or

type-II).

2.3.1 Type-I Superconductors. Superconductors that are part of this category

where the first discovered and are generally elemental metals such as mercury, lead,

indium or aluminum.

In such class of superconductors the perfect diamagnetism (Meissner-Ochsenfeld

effect) was observed to vanish once the magnetic field is increased above the so-called

thermodynamic critical field Bc. This thermodynamic critical field is determined by

equating the magnetic energy B2/(2µ0) per unit of volume, associated to the mag-

netic pressure acting on the superconductor surface due to the expelled field, to the

variation in free energy ∆f(T ) = fn(T )− fs(T ) related to the superconducting tran-

sition:

B2
c

2µ0

= ∆f(T ) . (2.14)

Such thermodynamic critical field was observed to possess an empirical quadratic

relation with temperature:

Bc(T ) = Bc(0)

[

1−
(

T

Tc

)2
]

, (2.15)
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where Bc(0) corresponds to the thermodynamic critical field at T = 0. In Figure 2.2a,

the thermodynamic critical field dependence with the temperature is reported.

Below Bc(T ) the material is superconductive and in the Meissner state (all

the magnetic flux is expelled from the material bulk). If the magnetic field or the

temperature are such that B > Bc(T ), then the material is normal-conductive.

As described by the London electrodynamics [21], the Meissner effect may be

explained by a simple exponential screening of the field due to supercurrents within

a depth of the order of λ0 from the superconductor’s surface.

The Meissner effect can be simply described by means of the second London

equation [21]:

Js = − A

µ0λ
2
0

, (2.16)

where Js is the superelectrons current density and A the vector potential. With the

Maxwell equation ∇×B = µ0J, we can rewrite the second London equation as:

∇2B =
B

λ2
0

, (2.17)

with solution:

B(x) = B(0) e−x/λ0 . (2.18)

Which corresponds to an exponential decay of the field inside a length of the order

of the penetration depth λ0 (defined in Eq. 2.1). The magnetic field is therefore

efficiently screened by the supercurrents inside λ0 and the field excluded from the

material bulk.

It was observed [2, 33], that when the aspect ratio of the superconducting

sample is large in the direction perpendicular to the field direction, because of the

demagnetization effect magnetic flux might penetrate in part of the sample even if

the applied field is below Bc(T ). We can define a demagnetization coefficient D such
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a) b)

Figure 2.2. In (a) the thermodynamic critical field is plotted as a function of the
temperature, while in (b) an example of intermediate state observed by bitter
decoration in a single crystal lead foil [2].

that for the range

Bc(T )(1−D) < B < Bc(T ) , (2.19)

the superconducting state must breakdown. In particular, normal-conducting ar-

rangements of lamellae-like domains is formed in the regions where the enhancement

of the magnetic field due to the demagnetization effect reaches values within the

field range of Eq. 2.19. The magnetic field is therefore free to penetrate the normal-

conducting areas, but it is still expelled by the superconducting regions. Such condi-

tion is usually called intermediate state.

In Figure 2.2b an example of intermediate state in a single-crystalline lead foil

is reported [2]. The observation was done by bitter decoration technique. In black

are shown the normal-conducting areas, while in white the superconducting ones.

In order to determine the domain pattern scale in the intermediate state, we

should take into account the interface energy associated to the superconducting/normal-

conducting boundary. The superconducting behavior may be described by the order

parameter Ψ, introduced in the previous section (Section 2.2). Such order parameter

cannot vanish abruptly at the interface, on the contrary it approaches zero gradually

within a certain distance from the superconducting phase surface. Such distance is
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of the order of the coherence length ξ, i.e. the characteristic variation length of the

order parameter in the superconductor.

As a consequence we may expect a loss in condensation energy per unit of area

in the superconducting phase due to the variation of Ψ at the boundary, approximately

equal to (B2
c/µ0)ξ, that increases the superconducting/normal-conducting interface

energy.

On the other hand, the magnetic field will penetrate in the superconducting

region within a penetration depth λ as described by the London and Pippard elec-

trodynamics [21, 28]. We should then expect a reduction of condensation energy per

unit area of the order of (B2
c/µ0)λ. We can therefore define the interface energy per

unit of area as:

α =
B2

c

2µ0
(ξ − λ) , (2.20)

where δ = ξ − λ is positive for type-I superconductors since ξ > λ.

The superconductor then adjusts the domains interface area in order to mini-

mize as much as possible α. In particular, we can define two class of superconductors:

those that have α > 0 are called type-I superconductors (κ < 1/
√
2), while those

which possess α < 0 (ξ < λ) are called type-II superconductors (κ > 1/
√
2).

2.3.2 Type-II Superconductors. As just introduced, the second class of super-

conductors are called type-II superconductors. Material that are part of such category

are generally metals alloys such like NbTi, MoRe or InSn, but also many simply com-

pounds such as Nb3Sn, NbN, V3Si, MgB2 or solid solutions like NbNxCy. In this

class we found also some elemental metals like niobium or vanadium, ceramic high

Tc compounds such as YBa2Cu3O7−x, Bi-2201, Bi-2212 or Bi-2223 and iron-based

superconductors (pnictides) like LaOFeAs or SmFeAsO.

The main characteristic of type-II superconductors is their different behavior
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Figure 2.3. In (a) dependence of the lower and upper critical fields with temperature.
On the right, some examples of Mixed state are reported, where the vortex lattice
was imaged by (b) bitter decoration of PbIn [3], (c) scanning tunnel microscopy
of NbSe2 [4], (d) scanning tunnel microscopy of MgB2 [5] and (e) magneto-optical
imaging of NbSe2 [6]

in condition of applied magnetic field. Indeed, such class of materials usually present

larger penetration depth than coherence length (ξ < λ), that translates in a negative

interface energy α (Eq. 2.20) between superconducting and normal-conducting phases.

Direct consequence of α < 0 is the generation of a new superconducting phase (the

so-called Mixed state), for which magnetic flux structures are actually stable in the

superconductor independently on any demagnetization effect.

Type-II superconductors were discovered experimentally by L. V. Shubnikov

et al. [34]. They observed that the superconductive state of alloys could survive

up to larger magnetic fields that previously expected. Anyway, they had to wait

until 1957 before their experimental observations could be explained, when A. A.

Abrikosov [26] predicted the existence of the Mixed state by demonstrating that the

Ginzburg-Landau equations (Eq. 2.12) allow solutions with periodical variations of

the order parameter.

Abrikosov showed that in the Mixed state magnetic flux structures carrying

a single flux quantum φ0 = h/2e = 2.07 · 10−15 Wb are stable and organized in a
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bi-dimensional hexagonal lattice. Such magnetic flux structures called vortices are

stable in the superconductor when the applied magnetic field falls in between the

following range:

Bc1(T )(1−D) < B < Bc2 , (2.21)

where Bc1(T ) and Bc2(T ) are called respectively lower and upper critical fields. Below

Bc1(T )(1−D), the superconductor is in the Meissner state and the magnetic flux is

expelled from the bulk, while above Bc2(T ) the material turns normal-conducting.

As the thermodynamic critical field, also Bc1(T ) and Bc2(T ) show a depen-

dence on the temperature that in first approximation can be assumed quadratic as

the empirical formula in Eq. 2.15. In Figure 2.3a, the temperature dependence of the

lower and upper critical fields are reported. In Figure 2.3b, c, d and e some images

of the Abrikosov vortex lattice in the Mixed state are reported.

2.3.3 Vortex Description. A magnetic flux vortex should be imagined as a

cylindrical symmetric modulation of magnetic field, as shown in Figure 2.4a. Since

the supercurrent Js is spinning around the vortex in order to screen the magnetic field,

this latter decays radially with decay constant λ. Independently on λ, the magnetic

flux carried by the vortex is quantized and equal to φ0 (as initially propose by F.

London [27]). In Figure 2.4a a schematic representation of a vortex is reported.

We should expect that such magnetic field profile is followed by a modulation

of order parameter. In the non-local description of the vortex, a quantized flux line is

represented as a modulation of the order parameter of the superconductor that tends

to zero at the center of the vortex, and approaches to its finite value far from it [26].

Differently, in the local description [35], the vortex is described as a normal

conducting core with radius a of the order of the coherence length ξ0, with supercon-

ducting currents spinning outside the core and screening the magnetic flux confined
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Figure 2.4. In (a) a schematic representation of a vortex, while in (b) a sketch of
the order parameter variation as a function of the radius in the local and non-local
model.

inside (a complete description of the local description is provided in [36]). A sketch

of the two different descriptions of a vortex are reported in Figure 2.4b.

2.4 Magnetic Flux Dynamics

The magnetic flux dynamics in superconductors is extremely important in

order to completely describe the dissipation in SRF cavities. Indeed, if during the

superconducting transition some external magnetic field is applied to the cavity (or

ambient remnant field is present), some magnetic flux might remain trapped even

in the Meissner state because pinned at defects as described in [37]. Indeed, lots of

experimental data [10, 38, 39, 40] indeed show that magnetic flux can be trapped in

the cavity walls and increase the overall cavity dissipation.

Magnetic flux vortices trapped in the superconductor when subjected to cur-

rents or thermal gradients may indeed move and introduce extra dissipation. In this

section a briefly explanation of the principal forces acting on a vortex are introduced.

2.4.1 Lorentz Force. Magnetic flux structures in the superconductor are subjected

to the Lorentz force when currents (dc or rf) are flowing.

Let us assume a planar superconductor with surface parallel to the plane xy,
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and a localized flux φ (in case of a vortex φ = φ0) crossing such superconductor

with direction perpendicular to the surface along ẑ. If a current density jx is applied

along the x direction, the flux experiences a force per unit of length FL along the ŷ

direction:

FL = jx × φ ẑ . (2.22)

The Lorentz force is therefore always present when magnetic flux in the su-

perconductor interacts with currents.

2.4.2 Thermal Force. When a thermal gradient is applied to the superconductor,

another driving force than the Lorentz force exists: the thermal force.

Let us assume again a planar superconductor with surface parallel to the plane

xy, and a localized flux quantum φ = φ0 crossing such superconductor with direc-

tion perpendicular to the surface along ẑ. If a thermal gradient is applied to the

superconductor along the x direction, the vortex is expected to move in the opposite

direction with respect the thermal gradient. The thermal force per unit of length FT

is then [33, 41, 42, 43]:

FT = −S∇T , (2.23)

where S is the transport entropy per unit of length defined as [33, 41]:

S = −φ0
∂Hc,c1(T )

∂T

= 2φ0H0
T

Tc

(2.24)

where H0 is either the thermodynamic or the lower critical field at T = 0 depending

on the type of superconductor (I or II respectively).

The nature of this force is associated to the higher entropy density of the

vortex core with respect the surroundings. The entropy density is also dependent

on the temperature: higher temperature regions of the superconductor have higher
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entropy densities than the colder ones. This translates in a thermal force that acts

by displacing vortices towards colder regions in order to increase the entropy of those

areas [33].

2.4.3 Pinning Force. The pinning force is a restoring force acting on the magnetic

flux lines in the superconductor.

Since the generation of areas containing magnetic flux translates into a loss

of condensation energy, when the superconductor contains defects—areas where the

condensation energy is smaller than the surrounding—or normal-conducting inclu-

sions, then the magnetic flux prefers to sit in that positions than anywhere else, since

the loss in condensation energy is smaller.

Thus, since these points are energetically favorable sites where the vortex may

sit, they became pinning centers and the magnetic flux must pay some energy to move

away from them. The pinning force is then associated to a pinning potential that is

usually a rather complicated and hardly known function. The most simple analytic

form for the pinning potential in approximation of little displacements is a parabola,

and the pinning force may be described by a simple elastic restoring force.

In general though, flux lines are multiple-pinned in the superconductor, mean-

ing that the approximate description of a simple pinning point potential might be

misleading.

2.4.4 Viscous Drag Force. The viscous drag force, as the name says, acts against

the motion of vortices and its proportional to the velocity of these latter:

Fv = −η ẋ , (2.25)

where η is the viscous drag coefficient.

The dissipation is observed both in dc and ac motion regimes. In particular,



24

in dc regimes several experiment were performed in order to measure the value of η.

One of the most accredited empirical formulas for η was defined by Y. B. Kim. et

al. [44]:

η =
3σnφ

2
0

2π2ξ0l
, (2.26)

where σn is the normal electrons conductivity and l the electron mean free path.

In order to explain the mechanism underneath the viscous drag force, J.

Bardeen and M. J. Stephen [36] describes the resistance due to flux motion by means

of the vortex local description. In such framework, the viscous drag force is seen as

generated by the Joule dissipation due to the normal-conductive currents induced in

the vortex core by the flux motion.

The different approach adopted by M. Tinkham [45] is based on the relaxation

time of the order parameter for a moving vortex. When a vortex moves in a supercon-

ductor at equilibrium, the order parameter must vary from its equilibrium value to

zero (at the vortex center) in each instantaneous point at which the vortex is located.

Moving from its previous to its next position, the vortex leaves a non-equilibrium-

order-parameter trace behind it, i.e. a finite relaxation period passes before the order

parameter returns to its equilibrium value. Because of the existence of such finite

relaxation time, some condensation energy is lost, as if a force was acting against the

flux motion—the viscous drag force.

Both the approaches gives comparable results of η for T ≪ Tc. While, in

approximation T . Tc, L. P. Gor’kov and N. B. Kopnin [46] calculated η connecting

its changing rate to the variation in condensation energy, in the framework of the

Ginzburg-Landau theory.

2.4.5 Magnus Force. The Magnus force was suggested by P. G. de Gennes [47, 48],

and it is the analogous force acting on quantized vortices in liquid helium [33], but
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acting on magnetic vortices in superconductors.

If we assume a vortex moving with velocity v in the x direction and flux along

ẑ, the Magnus force is directed along ŷ perpendicular to the direction of the vortex

motion.

Fm = nse (v × φ0 ẑ) , (2.27)

where ns is the superelectrons density.

2.5 Mattis-Bardeen Surface Impedance

By meaning of the BCS theory, D. C. Mattis and J. Bardeen described the

surface impedance of superconductors [49] (Zs) by assuming a complex conductivity

σ = σ1 − iσ2, as previously introduced by R. E. Glover and T. Tinkham [50]:

Zs

Zn

=

(

σ1 − iσ2

σn

)m

, (2.28)

where Zn and σn are the impedance and conductivity of the normal state, while m is

an exponent equal to −1/2 in the London limit, and to −1/3 in the Pippard limit [51].

The main result of the Mattis-Bardeen theory is the formalization of the imag-

inary and real part of the superconductor’s conductivity:

σ1

σn
=

2

ℏω

∫

∞

∆

[f(E)− f(E + ℏω)] g+(E) dE

+
1

ℏω

∫

−∆

∆−ℏω

[1− 2f(E + ℏω)] g+(E) dE ,

σ2

σn
=

1

ℏω

∫ ∆

∆−ℏω;−∆

[1− 2f(E + ℏω)] g−(E) dE ,

(2.29)

where f(E) and f(E + ℏω) are the Fermi-Dirac distributions that defines the quasi-

particles state occupation at the energies E and E+ℏω respectively, ℏω corresponds to

the energy provided by the electromagnetic field, while the function g±(E) is defined

as:

g±(E) =
E2 +∆2 + ℏωE

[±(E2 −∆2)]1/2 [(E + ℏω)2 −∆2]1/2
. (2.30)
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Figure 2.5. Density of states of a superconductor and Fermi-Dirac distribution as a
function of the energy relative to the Fermi level.

The first integral of the real part of the conductivity in Eq. 2.29 defines the to-

tal number of thermally exited quasi-particle above the gap. The number of thermally

exited quasi-particles νn scales with temperature approximately as:

νn(T ) ∼ νne
−

∆

κBT . (2.31)

This means that when T > 0 and ∆ ≈ κBT , even if small, a certain number of quasi-

particles not paired above the gap are present, as shown schematically by the yellow

area in Figure 2.8. Such quasi-particle above the gap acts as normal-electrons and

therefore introduce dissipation (and therefore a surface resistance) that varies with

temperature (Rs ∼ e−∆/κBT ).

The second integral of the real part of the conductivity in Eq. 2.29 defines

instead the dissipation introduced by pair breaking. When the absorbed energy (ℏω)

is larger than 2∆ then pairs are broken and the population of quasi-particle increased.

As for the thermal exited quasi-particles, broken pairs introduce extra dissipation and
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Figure 2.6. Surface resistance as a function of T for Pb [7].

increase the surface resistance. Such contribution is though generally neglected, since

for SRF cavities at 1.3 GHz ℏω << 2∆ (∆0 ≈ 1.55 meV for niobium).

As defined by the Mattis and Bardeen theory, the surface impedance of a su-

perconductor cannot be represented analytically with a simple formula, it has instead

a rather complicated form. In particular, more parameters must be considered other

than temperature T and angular frequency ω to fully describe the surface resistance.

Hidden inside the theory also the purity of the material plays an important role.

Quasi-particles are indeed subjected to impurities scattering, and the Cooper pairs

coherence length is affected by the material purity. The surface resistance has indeed

a dependence on the mean free path and it is minimized for l ≈ πξ0/2 [52, 53].

In order to overcome the complex notation of the Mattias-Bardeen surface

resistance, an approximate formulation is usually adopted in order to fit the ex-

perimental data (in the SRF community people refer to the Mattis-Bardeen surface
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resistance as the BCS surface resistance, bacause of that I will from now on refer to

it as RBCS):

RBCS(T, ω, l) =
A(l)ω2

T
e
−

∆

κBT , (2.32)

where A(l) is a free parameter that mainly depends on the mean free path. The surface

resistance is therefore expected to decrease exponentially with the temperature (since

also the thermally exited quasi-particle number decreases exponentially with T ), but

to increase with the square of the angular frequency ω.

2.5.1 Residual Resistance. Experimental data shows that the surface resistance

does decrease exponentially with T as expected from the Mattis-Bardeen theory, but

it was also observed that the superconductor presents a constant contribution to the

surface resistance, independent on T , as swown in Figure 2.6.

When the temperature is small enough, the surface resistance assumes a con-

stant value not theoretically explained. For such a reason the surface resistance is

usually described by the following empirical formulation:

Rs(T, ω, l, B) = RBCS(T, ω, l) +Rf (l, B) +R0 , (2.33)

where Rf (l, B) is the surface resistance due to trapped magnetic flux in the cavity

walls (described in Chapter 4), while R0 is the intrinsic residual resistance due, but

not only, to: niobium hydrides [54], niobium oxides [13] and damaged layer [55].
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CHAPTER 3

SUPERCONDUCTING ACCELERATING CAVITIES

3.1 Accelerating Cavities

Superconducting accelerating cavities are resonant structures operating at

radio-frequency (rf) or microwave frequencies and able to accelerate charged particles

up to energies of the order of tera-electron-volts (TeV).

Accelerating cavities are usually categorized as a function of their efficiency

to transfer their stored electromagnetic energy to charged particles traveling through

them. In general, three big classes of cavities exist: i) low β, ii) medium β and iii)

high β cavities [13], where β = v/c is the ratio between the velocity of the traveling

particles v and the speed of light.

Low β cavities are usually implemented to accelerate heavy ions for nuclear

physics experiments in machine such as FRIB, ATLAS and HIE-ISOLDE [56, 57, 58],

or in the initial stage of proton machines such as PIP-II (ex PROJECT-X) [59].

Cavities that fall in this big class are the quarter-wave and half-wave resonators

(QWR and HWR respectively). Such cavities are usually operating in transverse

electromagnetic (TEM) modes at low frequencies (about 100-500 MHz).

Medium β cavities, such as spoke resonators or elliptical cavities, are instead

usually applied in the acceleration of protons and sometimes heavy ions for various

applications such as “neutrino factories” (PIP-II [59]), spallation neutron sources

(SNS and ESS [60]) and nuclear physics (FRIB [56]). The frequency range of such

cavities usually ranges between about 500-800 MHz.

The last class of cavities is the so-called high β. Such cavities are design to

reach high accelerating gradients, and are mostly used in order to accelerate particles

to relativistic speeds in high energy physics machines like LHC or ILC [61, 62]. High
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Figure 3.1. A 1.3 GHz TESLA-type nine-cells cavity [8].

β cavities are also implemented in free electron lasers (FELs), such as EXFEL or

LCLS-II [63, 64, 65]. High β cavities operates in the range of few GHz and have

elliptical or of elliptical-derived shape. The best examples are TESLA cavities [15],

shown in Figure 3.1, or Ichiro cavities [66].

3.1.1 Electro-Magnetic Waves in the Cavity. The full analytic description

of the electromagnetic field exited inside a resonator is usually complicated since the

geometry can be very complex. In this subsection the electromagnetic field distribu-

tion inside a simple resonator without beam pipes is described. For this purpose the

geometry chosen is the “pillbox” cavity (single- and multi-cells “pillbox” cavities are

showed in Figure 3.2a)—a hollow cylinder with perfect conducting walls and filled

with vacuum.

The electromagnetic field distribution in the resonator is described by the wave

equation which is direct consequence of the Maxwell equations:

(

∇2 − 1

c2
∂2

∂t2

)















E

H















= 0 , (3.1)

where c2 = 1/(ε0µ0) is the speed of light squared. In this description, the cylindrical

system of coordinates is adopted since more indicated to solve the problem than a

cartesian one. Therefore, the electric and magnetic fields along the z axis are defined

as: Ez = Ez(ρ, ϕ, z, t) and Hz = Hz(ρ, ϕ, z, t). The coordinates ρ, ϕ and z represent

respectively the radius, the polar angle and the length, as shown in Figure 3.2b.
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The general solution for electric and magnetic fields along the z direction

inside the resonator is found solving the wave equation in Eq. 3.1 by meaning of the

separation of variables (the detailed calculation is reported in [67]):














Ez(ρ, ϕ, z, t)

Hz(ρ, ϕ, z, t)















=















E0

H0















Jn(βρ) [Asin(κz) +Bcos(κz)] e±inϕe±iωt , (3.2)

where β2 = (ω/c)2−κ2 are the eigenvalues of the radial equation, with −ω2 and −κ2

the separation constants of temporal and longitudinal problems respectively, −n2 the

separation constant of the angular problem and Jn (x) is the n-th Bessel function, with

n = 0, 1, 2.... The two constants A and B are determined by applying the boundary

conditions, while E0 and H0 are the maximum values of magnetic field and electric

field respectively. The n-th Neumann function (the second solution of the eigenvalues

problem) was instead neglected since diverging for x → 0.

Considering the interface between the perfect conductor and the vacuum, the

tangential component of the electric field E, and the normal component of the mag-

netic field H must be continuous across the boundary. The following boundary con-

ditions at the surface are then required:

n̂× E = 0, n̂ ·H = 0 . (3.3)

Such boundary conditions are respected only by two classes of field configuration

inside the cylindrical resonator: TM (transverse magnetic—Hz = 0) and TE (trans-

verse electric—Ez = 0) modes. The TM and TE solutions are found respectively by

picking Ez or Hz in Eq. 3.2.

Accelerating cavities are resonators that exploit modes with axial electric field

in order of accelerate charged particles, therefore only the modes TM will be con-

sidered. The particular solution of Ez(ρ, ϕ, z, t) is calculated by applying the TM

boundary conditions in Eq. 3.3 to the general solution of Eq. 3.2. Once Ez is known,
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Figure 3.2. In (a) a single- and a multi-cells HEPL “pillbox” cavity [9] (the pictures
are courtesy of Prof. H. Padamsee) . In (b) a schematic representation of a
“pillbox” cavity of radius a and length h without beam pipes and of the system of
coordinates used in the calculation.

the transverse components of the electric field and the magnetic field in the resonator

for the all the TM modes can be calculated by meaning of the following equations

(derived in [67]):

Et = ± iκ

β2
∇tEz

Ht =
iωµ

β2
ẑ ×∇tEz .

(3.4)

The full set of TMnlm modes in the pillbox cavity can now be calculated,

where the integers n ≥ 0, l ≥ 1 and m ≥ 0 measure the number of times the field

changes sign along the ϕ, ρ, and z directions respectively. Furthermore, the resonant

frequency for each TMnlm mode is [67]:

ωnlm = c

√

(αnl

a

)2

+ κ2 ; κ =
mπ

h
, (3.5)

where αnl is the l-th node of the n-th Bessel function, while a and h the radius and

length of the resonator as shown in Figure 3.2b.

The fundamental TM mode (with the lower frequency) is described by n = 0,

l = 1 and m = 0 (TM010), and it is the most suitable in order to accelerate charged
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Figure 3.3. Polar and axial plots of the axial electric field and transverse magnetic
field for the mode TM010. Red correspond the high values of E or B, while blue to
zero.
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particles. Its resonance frequency is given by Eq. 3.5:

ω010 =
2.405c

a
(3.6)

and the correspondent electric and magnetic fields, calculated by means of Eq. 3.2,

3.3 and 3.4, are:

Ez = E0J0

(

2.405

a
ρ

)

e±iω010t

Hϕ = −iε0cE0J1

(

2.405

a
ρ

)

e±iω010t .

(3.7)

In Figure 3.3, the polar and axial plots of the mode TM010 for the axial electric

and transverse magnetic fields are reported. Figure 3.3a and b show the electric field

that as expected is maximized at the center of the resonator where the beam travels.

In order to respect the boundary conditions in Eq. 3.3, the electric field is zero at

the cylindrical walls, meaning that the first zero of the zeroth-order Bessel function

coincides spatially with the cylinder radius. In Figure 3.3e, the radial profile of the

field is reported for clarity.

The transverse magnetic field is instead zero at the cavity center and it in-

creases radially towards the cavity walls as shown in Figure 3.3c, d and e. The mag-

netic field of the TM010 mode is indeed radially described by the first-order Bessel

function which is zero at the origin. The maximum value of the transverse magnetic

field falls at ρ/a ≈ 0.8.

3.1.2 Accelerating Gradient. The accelerating voltage of a superconducting

cavity can be defined as the ratio between the maximum energy gained by a charged

particle through the cavity gap d and the particle charge. The total energy gained

by the particle traveling throughout the resonator is then described by:

∆W = q

∫ d/2

−d/2

E(0, z, t) dz , (3.8)
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where the electric field experienced by a particle with velocity v on the axis of the

cavity is a time-dependent function,

E(0, z, t) = E(0, z)cos [ωt(z) + ϕ] . (3.9)

Here the time t(z) =
∫ z

0
1/v(z) dz corresponds to the particle travel time, nominally

the time the particle needs to move from 0 to the position z, and ϕ identifies the

phase of the particle arriving at the cavity center with respect to the oscillating field.

We can now express the energy gain as:

∆W = qV0Tcosϕ , (3.10)

where the the axial accelerating voltage V0 is defined as the integral of the axial

electric field over the gap length:

V0 =

∫ d/2

−d/2

E(0, z) dz , (3.11)

while T corresponds to the transit-time factor [68], i.e. a measure of the reduction

in the energy gain caused by the sinusoidal time variation of the field in the gap

(regardless of the phase ϕ). For a even mode in the cavity with respect the cavity

center (e.g. TMnl0), the transit-time factor has form:

T =

∫ d/2

−d/2
E(0, z)cos(ωt(z)) dz
∫ d/2

−d/2
E(0, z) dz

. (3.12)

Usually the particles velocity can be approximated constant throughout the

gap and v(z) ≈ v. Therefore ωt(z) ≈ ωz/v = ωz/βc, with β = v/c. The transit-time

factor is then:

T =

∫ d/2

−d/2
E(0, z)cos(ωz

βc
) dz

∫ d/2

−d/2
E(0, z) dz

. (3.13)

Since accelerating cavities are tested in absence of a particles beam, it is useful

to define the maximum average accelerating gradient Eacc simply as:

Eacc =
∆W

q d
=

V0T

d
, (3.14)
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Figure 3.4. Electric and magnetic field simulations for a TESLA type elliptical cavity.

assuming that ϕ = 0, as if the particle would arrive at the cavity center when the

field is at a crest. When multi-cells cavities are considered, the gap dimension d

corresponds to the total active length of the cavity.

3.1.3 Peak Fields. Since in this dissertation we are dealing with superconducting

accelerating cavities, the accelerating gradient is not the correct parameter needed

to study the superconducting properties of the resonator. In general, accelerating

cavities may be pushed in gradient up to a certain limit, at which the superficial

magnetic field is not bearable anymore by the superconductor. For this reason, we

should introduce two important parameters that defines the field level at the cavity

surface: the peak electric and magnetic fields (Ep and Bp respectively). In particu-

lar, Ep is found at the cavity irises, while Bp in the equatorial region, as shown in

Figure 3.4.

Subject of this dissertation are elliptical cavities with TESLA geometry [15],

which possess the following Ep/Eacc and Bp/Eacc ratios:

Ep

Eacc
= 2.0

Bp

Eacc

= 4.26 mT/(MV/m) .

(3.15)

These two ratios are very important in order to design new accelerating struc-
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tures. Since they depends only on the cavity geometry, they may be used as figures

of merit in order to characterize a particular accelerating structure.

3.1.4 Quality Factor. In order to sustain the electromagnetic field, the screening

currents flow in the first tents of nanometers of material. As discussed in Chapter 2,

even if small, superconductors always possess a finite value of surface resistance, and

the screening currents will dissipate power.

Assuming an average surface resistance Rs allover the cavity surface Σ, we can

calculate the power dissipated by Joule heating as:

Pd =
1

2
Rs

∫

Σ

∣

∣H2
∣

∣ dΣ , (3.16)

where H is the local magnetic field at the cavity surface.

If the cavity is fed with a rf signal not all the power is dissipated by Joule

heating, a big part of it is stored as electromagnetic energy in the resonator volume

V . Such stored energy is defined as:

U =
1

2
µ0

∫

V

∣

∣H2
∣

∣ dV . (3.17)

When the cavity is not driven by an external rf signal, the dissipated power

Pd corresponds to the stored energy variation in the resonator (Pd = −dU/dt). The

energy in the resonator will then decay with a characteristic decay time τ0:

U(t) = U0 e
−t/τ0 , (3.18)

where the decay time can be defined in terms of quality factor (Q-factor) Q0: τ0 =

Q0/ω. We can therefore define the quality factor as the ratio of the energy gain per

rf period and dissipated power:

Q0 =
ω U

Pd
=

ωµ0

∫

τ
|H2| dτ

Rs

∫

Σ
|H2| dΣ

=
g

Rs
,

(3.19)
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where g is the geometrical factor defined as:

g =
ωµ0

∫

τ
|H2| dτ

∫

Σ
|H2| dΣ , (3.20)

which depends only on the cavity geometry and for TESLA type cavities has value

270 Ω [15].

Important to keep in mind that the Q-factor defines also the ratio between the

resonance frequency and the bandwidth of the resonance peak: Q0 = ω/∆ω.

3.1.5 Shunt Impedance. The shunt impedance defines the effectiveness to

produce an axial voltage V0 in the cavity volume per amount of dissipated power.

Such quantity is therefore of central importance in order to define the field level in

the cavity and the energy transfer efficiency from the cavity to the beam.

In general, there are many definitions of shunt impedance [13, 68], in this

dissertation the standard accelerator community definition is adopted:

Rsh =
V 2
0

Pd
, (3.21)

where Pd is the dissipated power by the cavity.

Such definition of shunt impedance does not consider the variation of the field

as seen by the particle beam passing through the cavity, it is therefore necessary to

define the effective shunt impedance R as:

R =
(V0T )

2

Pd

=
(Eacc)

2

Pd/d2
, Eacc = V0T , (3.22)

where T is the transit time factor as defined in Eq. 3.13 and d the cavity active length

(for nine-cells TESLA type cavities d = 1.038 m [15]).

The shunt impedance as defined in Eq. 3.22 is dependent on the cavity geom-

etry and on the power losses determined by the cavity surface. We can then define
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the normalized shunt impedance (usually called R over Q), which is independent on

the material properties (power dissipation), as:

R

Q
=

(Eacc)
2

Pd/d2
1

Q0
=

(Eacc)
2

ωU/d2
. (3.23)

Such parameter defines the efficiency of acceleration per unit of stored energy and

length for a fixed value of frequency. The R/Q value for a nine-cells TESLA type

cavity is 581 Ω [15].

3.2 Radio-Frequency Measurements

In order to characterize the properties of superconducting resonators, rf tests

are performed in a cryogenic environment. Such kind of tests are generally called

vertical tests, since the cavity is hanged vertically inside a cryostat filled up with

liquid helium. The temperature can be easily decreased by pumping on the helium

bath, reducing the pressure in equilibrium with the liquid phase. By pumping on the

helium bath all the temperatures in the range 4.2 K to about 1.4 K are reachable.

The rf test is usually performed by measuring the cavity performance—Q-

factor versus accelerating field Eacc—at 2 K and at 1.5 K. Usual normal-conducting

copper resonators can be easily tested by meaning of a network analyzer since their

Q-factor is usually of the order of 104 - 105 (depending on frequency, temperature

and resistivity). Such Q-factor magnitudes are small enough that the full width at

half maximum of the resonance peak is larger than the network analyzer bandwidth,

so that the resonance peak can be easily resolved.

Superconducting cavities must instead be measured by means of a more com-

plicated and indirect measurement system since their quality factor is usually of the

order of 109 - 1011 (depending on frequency and temperature), and therefore not

measurable by a network analyzer.

The basic idea underneath a vertical rf test is to excite the electromagnetic
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resonant field inside the resonator through a coaxial antenna (input coupler) fed by an

external rf source. In order to collect a signal from the cavity, another antenna (pick-

up) is placed in the other side of the cavity. With a power balance argumentation,

the cavity quality factor and accelerating field may be calculated by considering the

powers leaking from and reflected by the resonator.

Hence, during the rf test the variables we need to fully characterize the cavity

performance are three: the forward power fed by the rf system (Pf), the reflected

power from the resonator (Pr) and the transmitted power leaking through the pick-

up (Pt).

3.2.1 Power Balance of Cavity plus Antennae. As previously discussed in Sub-

section 3.1.4, when the electromagnetic field is left to decay in the resonator without

the presence of any antenna, the stored energy decreases exponentially with a decay

time τ0 dependent only on the cavity intrinsic dissipation mechanisms (Eq. 3.17).

In the same way, when antennae are used to couple the electromagnetic field in the

cavity, the field will decay exponentially, but with decay time dependent also on the

amount of power leaking out the resonator though the antennae. We can then define

the loaded quality factor as:

QL = τLω , (3.24)

where τL is the decay time of cavity plus antennae.

From the cavity point of view, the total power dissipated is:

Ptot = Pd + Pc + Pt , (3.25)

where Pc is the power dissipated on the input coupler.

We can therefore rewrite the loaded quality factor QL in terms of total dissi-
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pated power as:

1

QL
=

Ptot

ωU
=

Pd + Pc + Pt

ωU
=

1

Q0
+

1

Qc
+

1

Qt
, (3.26)

with Qc and Qt the quality factor of coupler and pick-up respectively.

At this point, the loaded quality factor can be redefined in a more handy

way by introducing the two quantities β and βt, respectively the coupler and pick-up

coupling parameters. QL is then defined as:

1

QL

=
1

Q0

(1 + β + βt) ≈
1

Q0

(1 + β) , (3.27)

where β = Q0/Qc and βt = Q0/Qt. Usually the pick-up antenna is chosen to be

weakly coupled (Qt ≫ Q0), and βt ≪ 1, meaning that the power dissipated in the

pick-up can be neglected since very small.

Once that the coupling parameter β, forward, reflected and transmitted power

are known, the cavity behavior can be fully described by meaning of the following

power balance:

Pf = Pd + Pr + Pt , (3.28)

where Pf , Pr and Pt are the only variables measurable during the rf test.

We should now introduce an important parameter called reflection coefficient

Γ [13, 68], which defines the reflection probability of a signal with a certain frequency

Ω fed to the resonator:

Γ =
β − 1− iQ0δ

β + 1 + iQ0δ
, (3.29)

where δ = Ω/ω + ω/Ω.

From Eq. 3.29 we can directly define the reflected power Pr and the power

leaking through the input coupler inside the cavity Pin as:

Pr = Pf |Γ|2 ; Pin = Pf − Pr = Pf

(

1− |Γ|2
)

. (3.30)
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As defined in [13], the power leaking inside the resonator Pin may also be

expressed as:

Pin =

√

4PfωU

Qc
− ωU

Qc
, (3.31)

therefore by meaning of Eqs. 3.29, 3.30 and 3.31 when Ω = ω, the reflected power

may be rewritten as:

Pr =
(

√

Pc −
√

Pf

)2

, (3.32)

where Pc = ωU/Qc is the power leaking out from the input coupler. The reflected

power should then be imagined as the superposition of two signals: the direct reflec-

tion of the forward power signal and the signal emitted from the cavity through the

input coupler.

3.2.2 Vertical Test of a Superconducting Resonator. The characterization

of the resonator behavior is carried out by measuring the quality factor as a function

of the accelerating field when this latter is fully immersed in liquid helium inside a

vertical cryostat. Every rf test is always divided in two different steps, the decay

measurement needed to calculate the decay time of the pick-up probe τt, and the

continuous-wave (CW) measurement during which we take advantage of τt to fully

characterize the cavity behavior.

3.2.2.1 Decay Measurement. The first step needed to properly characterize

the cavity is to determine the coupling strength between the cavity and the input

antenna. In order to do that the cavity is fed with a forward power signal modulated

with a square pulse. The reflected signal observed from the oscilloscope tell us the

coupling condition: under coupled β < 1, critically coupled β = 1 and over coupled

β > 1. In Figure 3.5 an example of reflected signal read by means of an oscilloscope

is reported.

In all three coupling conditions, when the power is switched on (t = 0) the
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Figure 3.5. Examples of reflected power signal as a function of time in conditions of
under, critically and over coupling. The forward power pulse is shown in blue.

reflected signal presents a peak with maximum equal to the power level of the square

pulse. When the pulse ends and the forward signal goes to zero, the reflected power

exhibits a second peak which height depends on the coupling condition. If β > 1 the

second peak is higher that the first one, if β = 1 the two peaks have same height,

while if β < 1 the second peak is lower than the first one.

The coupling parameter β can then be calculated rearranging Eq. 3.29:

β =
1±

√

Pr/Pf

1∓
√

Pr/Pf

, (3.33)

where Pr and Pf are the forward and reflected powers measured in steady state. The

upper sign is used for β > 1, while the lower for β < 1.

When the forward power pulse ends, the transmitted power decays with same

time constant τL of the stored energy:

Pt(t) ∝ U(t) ∝ e−t/τL , (3.34)

hence by fitting the Pt signal decay, the time constant can be extrapolated and the



44

loaded quality factor QL is known: QL = ωτL.

At this point, the intrinsic quality factor of the cavity Q0 can be calculated by

meaning of Eq. 3.27:

Q0 = QL (1− β) . (3.35)

Since βt = Pt/Pd = Q0/Qt and Qt = ωτt, the decay time associated to the power

dissipation on the pick-up probe is then defined as:

τt =
Q0

ωβt
=

Q0 (Pf − Pt − Pt)

ωPt
; Pd = Pf − Pr − Pt , (3.36)

with Pf , Pr and Pt measured during the steady state of the square pulse.

Usually, several calculations of τt are performed in order to obtain a more

accurate and precise value.

3.2.2.2 Continuous-Wave Measurement. Now that the pick-up probe decay

time τt is known, the calculation of intrinsic quality factor Q0 and accelerating field

Eacc can be performed straightforwardly.

Since the pick-up quality factor is defined as Qt = ωU/Pt = ωτt, the stored

energy in the resonator as a function of the transmitted power can be defined as:

U = τtPt. Therefore, taking advantage of Eq. 3.28 the intrinsic quality factor is:

Q0 =
ωU

Pd

=
ωτtPt

Pf − Pr − Pt

, (3.37)

where Pf , Pr and Pt are the powers directly measured point by point during the rf

test.

The accelerating field in the cavity can instead be directly calculated by rear-

ranging Eq. 3.23:

Eacc =
1

d

√

R

Q
ωU =

1

d

√

R

Q
ωτtPt , (3.38)

where R/Q and d are known form the cavity geometry.
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3.2.3 Measurement System. The rf test of a resonator is performed by means of

a complex rf measurement system able to acquire the values of forward, reflected and

transmitted power. A simplified schematics of a rf system is reported in Figure 3.6a.

The cavity is fed with a rf drive signal provided by a system able to track

the cavity frequency, by means of a phase-locked loop (PLL) that controls a voltage

controlled oscillator (VCO).

When configured in PLL mode, the VCO provides a periodic low power signal

with frequency controlled by an input voltage. A portion of the VCO’s output signal

is first directed through a phase shifter, needed to adjust the phase of the signal from

the VCO, and then to a rf mixer. In the rf mixer, the signal form the VCO is mixed

with a portion of the transmitted signal from the cavity. The mixer output is then a

voltage proportional to the phase difference between the two input signals, which is

used to control the VCO’s output frequency. With such PLL arrangement the cavity

frequency can be tracked accurately.

This kind of PLL rf sources are largely adopted in the measurement of crit-

ically and nearly critically coupled cavities, where the resonance peak is very sharp

(bandwidth of the order of 1 Hz) and the loaded quality factor. When the cavity in-

stead operates in the cryomodule, because of the high power coupler β is too large to

get an accurate and precise measurement of the quality factor. The intrinsic quality

factor Q0 can be measured only calorimetrically, monitoring the helium consumption

due to the resonator.

The second portion of the rf drive signal coming from the VCO-PLL enters in

a high power amplifier, and is fed to the cavity through an input line ending with the

input coupler antenna. Right before the cavity, along the input line, a bidirectional

coupler is placed. With this device it is possible to read directly the forward power
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Figure 3.6. In (a) a simplified schematic of the rf system is reported, while in (b),
(c) and (d) the top plate of the Dewar “VTS1”, the vertical test stand and the rf
measurement system at the Fermilab vertical test facility respectively are shown.

(Pf) coming from the amplifier, and the reflected power from the cavity (Pr), by

means two power meters.

At the opposite side of the cavity, the pick-up probe antenna is placed. The

transmitted signal leaking though the pick-up is split in two portions. The first

one goes straight to the third power meter (Pt), while the second one becomes the

transmitted power input for the PLL.

Generally, an oscilloscope is connected in order to monitor transmitted and

reflected power (forward power is usually monitored as well).

During the decay measurement, a function generator and a rf modulator are

used in order to modulate the rf drive signal from the VCO into square power pulses

before entering in the amplifier.
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In Figure 3.6b the top plate of the “VTS1” Dewar at the Fermilab vertical test

facility is shown (1 ) where 2 corresponds to the bidirectional coupler, while 3 and 4

are the forward/reflected and transmitted signal feedthroughs connected respectively

to the input and pick-up antennae e through two rf cables.

An example of single cells cavities attached to the stand to be inserted in the

Dewar are reported in Figure 3.6c. Indicated in figure the pick-up antenna and input

power coupler with numbers 5 and 6 respectively.

The Fermilab vertical test facility’s rf system racks are shown in Figure 3.6d,

where in sequence from 7 to 13 are shown: the oscilloscope, the PLL box with manual

phase shifter, the VCO, the transmitted signal power meter, the forward and reflected

signals power meter, the on-line frequency counter (it shows the frequency as tracked

by the PLL) and the control program.

3.2.4 System Calibration. Before starting the rf measurement of the cavity

the system must be properly calibrated. Indeed, the three powers Pf , Pr and Pt are

measured out of the Dewar, which means that these are not the correct powers values

at the cavity. Appropriate attenuation factor must be calculated in order to correct

such measured variables.

The calibration procedure described in this subsection is implemented at the

Fermilab vertical test facility, and therefore not applicable to every rf system. Anyway,

the philosophy underneath every single step is analogous from system to system. In

general the calibration for a single cell cavity is composed of five steps:

• Reflected warm cable attenuation

A calibrated rf source (with Ps ≃ 30 mW) is connected at the feedthrough C

(see Figure 3.7a) and the power is measured at the connection B by means of

the rf system power meter (Pr). The attenuation of the warm segment BC is
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Figure 3.7. Schematics of the cables and connections needed to perform the rf system
calibration.

then calculated as:

CBC [dB] = 10log10

(

Ps

Pr

)

. (3.39)

• Transmitted warm cable attenuation

The same calibrated rf source (with Ps ≃ 30 mW) is connected at the feedthrough

E (see Figure 3.7a) and the power is measured at the connection D by means

of the rf system power meter (Pt). The attenuation of the warm segment DE is

then calculated as:

CDE [dB] = 10log10

(

Ps

Pt

)

. (3.40)

• Forward warm cable attenuation

In this case the power is fed by the rf system’s source (see Figure 3.7a), and the

power is measured at the connection A (Pf) and at the connection C (Pcyostat)

with a portable power meter. The attenuation of the warm segment AC is the

equal to:

CAC [dB] = 10log10

(

Pf

Pcryostat

)

. (3.41)
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• Transmitted cold cable attenuation

In this case the attenuation is calculated by measuring the reflected signal from

the cavity. Since at this stage the cavity is already superconductive, any signal

sent from the connection E to G (see Figure 3.7a), that does not fall inside the

cavity resonance bandwidth (about 1 Hz), will be totally reflected back.

By means of a circulator connected to the calibrated rf source, as shown in

Figure 3.7b, we can measure the attenuation of the circulator alone Copen as:

Copen [dB] = 10log10

(

Ps

Popen

)

. (3.42)

At this point, following the schematics in Figure 3.7c, the circulator is connected

to the feedthrough E at the Dewar’s top plate. Then by measuring Pclosed we

can calculate the attenuation of the circulator plus the cold section EG as:

Cclosed [dB] = 10log10

(

Ps

Pclosed

)

. (3.43)

By subtracting Coped from Cclosed, the attenuation of the cold section EG is:

CEG [dB] =
Cclosed − Copen

2
= 5log10

(

Popen

Pclosed

)

, (3.44)

where the factor 1/2 accounts for the double distance traveled by the signal

(since reflected, the signal travels two times the segment EG).

• Forward/reflected cold cable attenuation

Now that the attenuation of all segments except for the segment CF (see Fig-

ure 3.7a) is known, we just need to measure Pf at the connection A and Pr at

the connection B when some power is fed to the cavity by the rf system’s source,

in order to measure the last attenuation. As done before, we measure the re-

flected signal from the cavity, therefore we must make sure that the cavity is

not tracked in frequency by the PLL and that the rf system is out of resonance.

Once Pf and Pr are known they should be converted into dBm (P [dBm] =
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10log10 (P/0.001)) and the power conservation equation may be written as:

(Pf [dBm]− CAC − CCF )− (Pr [dBm] + CBC + CCF ) = 0 , (3.45)

from which the attenuation of the cold section CF is calculated as:

CCF [dB] =
1

2
[(Pf [dBm]− CAC)− (Pr [dBm] + CBC)] . (3.46)

Now that all the cable sections’ attenuation are known, the three calibration

coefficients for forward Cf , reflected Cr and transmitted Ct powers can be calculated:

Cf [dB] = −CAC − CCF → Cf = 10(−CAC−CCF )/10 ,

Cr [dB] = CBC + CCF → Cr = 10(CBC+CCF )/10 ,

Ct [dB] = CDE + CEG → Ct = 10(CDE+CEG)/10 .

(3.47)

The dimensionless coefficients (not in dB) can be now multiplied to the forward,

reflected and transmitted powers measured, in order to account for the attenuation

generated by the rf system cables.

3.2.5 Cavities Instrumentation. Other than the necessary antennae needed

to excite and probe the field in the resonator, also other instrumentation is usually

implemented to carry out the experiments.

One of the most useful measurement systems is the temperature mapping

system [69] (T-map). The T-map is based on an array of carbon resistive sensors

placed on a total of 36 boards—16 per board—with boards positioned every 10◦

around the cavity circumference. In Figure 3.8a a cavity equipped with the T-map

system is shown, while in Figure 3.8b a T-map board with 16 thermometers is shown.

The T-map is often used in order to visualize how the dissipation is distributed on

the cavity surface, and it is also very useful in order to visualize the cavity quench

location.
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Figure 3.8. In (a) TESLA type cavity equipped with T-map and Helmholtz coils, in
(b) T-map board in detail and in (c) TESLA type cavity equipped with thermome-
ters, fluxgates and Helmholtz coils.
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In order to apply uniform magnetic fields around the cavity, Helmholtz coils are

used. In Figure 3.8a and c, two different configurations of cavity instrumentation with

Helmholtz coils (with and without T-map) are shown. The magnetic field applied to

the cavity is monitored with single-axis Bartington Mag-01H cryogenic fluxgate mag-

netometers. Usually, 4 fluxgates are placed around the cavity equator circumference

every 90◦, with axis parallel to the cavity beam pipe, as shown in Figure 3.8c. The

temperature of the cavity is instead monitored with carbon thermometers usually

placed at the two irises and at the equator, for a total of four.

3.3 Superconducting Accelerating Cavities Performance

Superconducting radio-frequency elliptical cavities are usually produced from

bulk niobium sheets that are deep-drawn to form half cells then connected together

with an electron beam welder. Just after the production, cavities undergo to several

surface treatments in order to maximize their performance before being assembled in

an accelerator.

In general, the performance in terms of quality factor and accelerating field

is defined by the final surface treatments the cavity have received. The first step

common to all the treatments is the bulk electro-polishing (EP), which is performed

just after the cavity is fully welded (flanges included), and with which 100-200 µm

are removed from the cavity internal surface. The second common step is the 800 ◦C

baking for 3h in vacuum. Such step is performed to get rid of hydrogen absorbed

during the chemistry, to relax stresses introduced by the fabrication process and to

partially recrystallize the material.

After these two standard processes, the cavity surface can be treated with

different surface treatments dependently on the type of performance needed. Four

standard and one recently discovered surface treatments now-a-days exist.
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• Electro-Polishing (EP): the cavity is simply electro-polished in order to remove

10-20 µm of material from the internal surface. The EP process is generally

performed at lower temperature than the bulk EP in order reduce the hydrogen

contamination. The solution used is composed by hydrofluoric and sulfuric acids

usually with ratio 1:10.

Such cavities always show the so-called high-field-Q-slope (HFQS), i.e. the rapid

increase of the intrinsic residual resistance with the accelerating field above a

certain field threshold, consistently found to be around 25 MV/m. The HFQS

might be explained as the progressive break-down of the proximity coupling of

nano-hydrides precipitates at the cavity surface [54].

• Buffer Chemical Polishing (BCP): the inner cavity’s surface is chemically etched

with the BCP solution in order to remove 10-20 µm of material. The BCP

solution is composed by hydrofluoric, nitric and phosphoric acids with usual

ratio 1:1:2.

Generally, BCP cavities shows comparable performance to EP cavities, with

HFQS field threshold usually at lower values (about 20 MV/m). The HFQS

might be explained with the analog arguments used for EP cavities.

• 120 ◦C baking: the first step just after the baking is to electro-polish the rf

surface in order to remove 40 µm of material. The cavity is then assembled for

the vertical test and evacuated. Once ready to be tested the cavity is baked at

120 ◦C for 48h in situ.

120 ◦C baked cavities can reach higher gradients than EP and BCP cavities and

does not present any HFQS. Such mild baking is indeed considered the “cure” to

HFQS, but how it affects the material properties in order to eliminate the HFQS

is still source of discussion in the community. Studies [70] suggests that the

“cure” to the HFQS is associated to the diffusion of oxygen in the bulk form the
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Figure 3.9. Example of cavities performance for different surface finishing.

native oxide at the niobium surface. The more exhaustive description though,

in my personal opinion, is discussed in [71]. The vacuum baking at 120 ◦C is

shown to introduce vacancies in the near-surface layer, which bound hydrogen

and prevent its precipitation in nano-hydrides that generate the HFQS.

Anyway, the must interesting effect of the 120 ◦C baking for the purpose of

this thesis is the generation of a high κ layer at the rf surface that can help to

enhance the accelerating gradient of such cavities, as explained in Chapter 6.

Also, such cavities were demonstrated in [10], and theoretically described in

Chapter 4, to possess low vortex surface resistance.

• N-doping: after the cavity is baked 3h at 800 ◦C the temperature in the furnace

is typically maintained constant and nitrogen is inlet at the constant pressure

of 25 mTorr. Nitrogen is then left in the furnace for a certain amount of time

(minutes). After the nitrogen supply is closed, the cavity can (optional step)
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be left in the furnace to anneal for a couple of minutes more and then the

heating is stopped. After the thermal treatment, the cavity is electro-polished

to remove the first 5-10 µm of material from the inner surface in order to get

rid of spurious niobium nitride phases.

N-doped cavities show the highest quality factor ever measured for bulk nio-

bium TESLA cavities [72], and therefore enable the possibility of operating

continuous-wave machines with TESLA cavities such as LCLS-II. The main

drawbacks of such technology are the higher flux-related surface resistance per

amount of magnetic field trapped, as described in Chapter 4, and the lower

quench field than EP, BCP or 120 ◦C baked cavities, as discussed in Chapter 5.

• N-infusion: after the standard 800 ◦C bake, the temperature in the furnace is

lowered between 120-160 ◦C without breaking the vacuum, nitrogen is inlet at

the constant pressure of 25 mTorr and the process let to continue for 48h or

more. After the thermal treatment no chemistry is done.

Cavities prepared with this new surface treatment show high accelerating gradi-

ents and Q-factors about two times larger than standard 120 ◦C baked cavities.

This new technology allows for high Q-factors at high fields with the promise to

cut the cryogenic cost for high energy linear machines like the ILC. As explained

in Chapter 6, also this thermal treatment (like the 120 ◦C baking) generates a

dirty layer at the surface that enhances the accelerating gradient.

In Figure 3.9 some examples of typical performance for EP, BCP, 120 ◦C baked,

N-doped and N-infused cavities are reported.
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CHAPTER 4

VORTEX SURFACE IMPEDANCE

4.1 Chapter Overview

As introduced in Chapter 2, when the superconductive transition is performed

in presence of external magnetic field magnetic flux can be trapped in superconducting

materials as energetically stable flux quanta in the mixed state of type II supercon-

ductors, or as magnetic flux pinned at defects in the Meissner state of type I and

type II superconductors. In some circumstances, magnetic flux lines can penetrate

in the Meissner state without needing of pinning sites and, as a consequence of the

demagnetization effect, exist in the so-called intermediate state. Independently on

their nature, any trapped magnetic flux structure can introduce dissipation in both

dc and rf domains [2, 33, 73, 74].

Controlling the pinning force of the superconducting material, it is possible

to eliminate the vortex dc dissipation, enabling superconductors to transport very

high currents, without any dissipation, up to the depinning current. Exceeded the

depinning current, the dissipation due to vortices motion takes place because of the

viscous drag force [44].

On the other hand, in rf applications the vortex dissipation cannot be avoided

most of the times. Even if pinned, the vortex flux line dissipates power because of

the oscillation induced by the rf currents. Therefore, the trapped flux problem is

of critical importance for superconducting accelerating cavities, especially when high

quality factors are needed for their implementation in continuous wave accelerators.

With the discovery of the nitrogen doping treatment [72], unprecedented high

quality factors (Q-factors) are achievable in SRF niobium cavities. The presence of

nitrogen as interstitial impurity in Nb allows for high Q-factors by decreasing the tem-
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perature dependent part of the surface impedance [49]. On the other hand, N-doped

cavities show higher dissipation per unit of magnetic field trapped than standard cav-

ities. It was indeed observed [10, 75, 76], that the vortex-related resistance per unit

of trapped magnetic field is function of the electron mean free path, and therefore of

the cavity thermal history. N-doped cavities operating at 1.3 GHz fall exactly in the

mean free path region where the vortex dissipation is increased.

Two different approaches to describe the flux motion exist. The first one

assumes a point-like description of the vortex [77, 78, 79, 80, 81], where the pinning

force is usually introduced as an elastic restoring force independent on the position

of the pinning point and distance from it.

The second approach assumes the flux line as a bi-dimensional object that

possess a certain tension [73]. Usually when the latter description is assumed, the

pinning force is disregarded [46, 82] and the vortex response calculated in absence of

pinning.

If both vortex line tension and pinning force are considered, the analytic form

of the latter must possess the dependence on the distance from the rf surface, com-

plicating substantially the problem. A clever way to partially overcome the problem

is achieved by introducing Dirichlet boundary conditions at the pinning site, as de-

scribed in [42]. The main drawback though is the impossibility of describing the

problem as a function of the pinning strength, since as experimentally observed [74],

it is one of the most important parameters to characterize the vortex dynamics in a

superconductor.

In this chapter a different approach is proposed. The motion equation that

describes the vortex displacement is defined in such a way to be different for every

point of the vortex flux line and hence dependent on the distance z from the rf surface.
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To some extent, this approach is similar to the point-like description of the vortex

response, but it differs from it substantially in terms of pinning force description.

Differently than the point-like description, where the vortex is extremely rigid and

remains straight through the entire material thickness, this approach describes the

motion of a flexible mono-dimensional vortex line.

The most noticeable point of this new approach is its simplicity and excellent

description of the experimental data acquired for SRF cavities [10, 75, 76].

Introducing a clear dependence of the pinning force on the electron mean free

path l, the experimentally observed bell-shaped trend of the trapped flux surface

resistance as a function of the mean free path [10, 75, 76] can be explained as the

interplay of the resistivity calculated in flux flow and pinning regimes.

Since vortices are usually multiple-pinned in the material, the model takes care

also of situations where more than one pinning point per vortex are present. Indeed,

the position of the pinning point, their number and their strength are of extreme

importance in order to fully describe the experimental data.

It is also demonstrated that the transition between pinning and flux flow

regimes may be obtained not only by crossing the depinning frequency [77], but

also by tuning the mean free path value of the superconducting material.

4.2 Single Vortex Resistivity

When trapped at the rf surface, the magnetic flux experiences a force generated

by the interaction with the Eddy currents induced by the oscillating rf field. The rf

current density j(t) exercises a force on the magnetic flux quantum φ0 in the vortex,

accordingly to the Lorentz force. The magnetic force acting on a single vortex per

unit of length FL is:

FL = |j× φ0 n̂| = j0φ0 sin θ e
iωt−z/λ, (4.1)
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where j0 is the rf current, θ the angle between j and the normal to the rf surface n̂,

ω the rf angular frequency and λ = λ0

√

1 + (ξ0/l), with λ0 the penetration depth

(London penetration depth) and ξ0 the coherence length.

We can write the motion equation of a single vortex subjected to the Lorentz

force as follows:

M ẍ(t) = FL + Fv + Fp, (4.2)

with M being the inertial mass of the vortex per unit of length as defined by J.

Bardeen and M. J. Stephen [36]:

M =
2π2nnmξ40Bc2(T )

φ0
sin2 α, (4.3)

where Bc2 (= Bc2(0)[1− (T/Tc)
2]) is upper critical field, α the Hall angle with respect

the normal to j defined by [36]:

tanα =
eφ0τ

πmξ20
, (4.4)

e andm are the charge and mass of the electron respectively, and τ = l/vf the Drude’s

electron relaxation time, with vf the Fermi velocity.

The other forces acting on the vortex are Fp the pinning force and Fv the

viscous drag force. In this description the Magnus force (see Section 2.4) is neglected,

as well as the interaction between vortices [33], since we assume H ≪ Hc2.

The viscous drag force is defined as Fv = −ηẋ where η is the vortex drag

coefficient per unit of length. For the purpose of this model the J. Bardeen and M.

J. Stephen [36] definition is adopted, since the area of interest is in the limit T ≪ Tc.

The viscous drag coefficient per unit of length is then defined as:

η(l, T ) =
φ0Bc2(T )

ρn
, (4.5)

where ρn(l) (= (nne
2τ/m)

−1
) is the normal-electrons resistivity.



60

The pinning force description is extremely complicated and related to the

nature of the pinning sites [33, 83]. In the present model no discrimination between

different types of pinning site is done, thus an idealistic description of the pinning

potential is assumed.

The ideal mono-dimensional pinning potential is function of the effective co-

herence length ξ (= (1/ξ0 + 1/l)−1) and is described by an inverse Lorentzian func-

tion [84]. Since the vortex is a linear object, the pinning site is localized at a certain

distance q from the rf surface. The associated pinning potential has centroid at such

pinning position and approaches zero in every direction far from it.

By adopting a bi-dimensional Lorentzian potential and by limiting the pinning

interaction along the oscillation direction (x̂), we are able to simplify the problem

significantly. The analytic form for the pinning force is maximum at the pinning site,

and varies as a function of the z direction. Because of that, the vortex line experiences

a local pinning force different for every z location, resulting in a displacement of the

vortex line that is function of the distance from the rf surface.

Since the motion equation to describe the vortex oscillation is solved analyti-

cally, this last must be transformed in order to be linear in x by expanding the pinning

potential to the second order with respect to x:

Up(x, z, l) = −
n
∑

i=0

U0iξ
2

ξ2 + x2 + (z − qi)
2

≈ −
n
∑

i=0

U0iξ
2

ξ2 + (z − qi)
2 +

n
∑

i=0

U0iξ
2

[

ξ2 + (z − qi)
2]2

x2,

(4.6)

where U0i is the potential depth per unit of length of the i-th pinning point, while the

sum accounts for multiple pinning potentials centered at the qi-th positions acting on

the same vortex.

A single pinning potential is then parabolic along the oscillation direction
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Figure 4.1. In (a) tri-dimensional representation of the pinning potential considered.
In (b) contour plot of two pinning potential acting on the fame flux line.

and Lorentzian along ẑ. The tri-dimensional representation of the pinning potential

considered is plotted in Figure 4.1a, while in Figure 4.1b an example of an oscillating

flux line subjected to two potentials in series is shown.

The pinning force per unit of length is then defined as:

Fp(x, z, l) = − ∂

∂x
Up

= −
n
∑

i=0

2U0iξ
2

(

ξ2 + (z − qi)
2)2

x

= −p(z, l) x,

(4.7)

with pinning constant p(z, l).

Substituting Eqs. 4.1, 4.7 and the viscous drag force with η equal to Eq. 4.5

in Eq. 4.2, we get the motion equation of a single vortex:

ẍ(z, t, l) + α ẋ(z, t, l) + β2 x(z, t, l) = γ eiωt, (4.8)

which corresponds to a driven-dumped oscillator second order differential equation,

with α = η/M , β2 = p/M , γ = jφ0 sin θ/M and j = j0 e
−z/λ.

The solution of such differential equation is:

x(z, t, l) = (A1 + i A2) e
iωt, (4.9)
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where:

A1(z, l) =
jφ0 sin θ (p−Mω2)

(p−Mω2)2 + (ηω)2

A2(z, l) = − jφ0 sin θ ηω

(p−Mω2)2 + (ηω)2
.

(4.10)

We can now calculate the average (active) dissipated power 〈P 〉 and the reac-

tive power 〈Q〉 per unit of volume as:

〈P (z, l)〉 = 1

T

∫ T

0

Re{FL(t) ẋ(z, t, l)}dt

〈Q(z, l)〉 = 1

T

∫ T

0

Im

{

FL(t) ẋ

(

z, t− T

4
, l

)}

dt,

(4.11)

where T is the rf period (T = 2π/ω) and FL = jBv sin θ is the Lorentz force per unit

of volume, with Bv the vortex magnetic field.

Solving the two integrals for the real and imaginary parts of Lorentz force and

vortex velocity ẋ(z, t, l), we obtain the apparent power per unit of volume:

〈S(z, l)〉 = 〈P 〉+ i 〈Q〉

=
ωφ0Bv sin

2 θ

2
[

(p−Mω2)2 + (ηω)2
]

[

ηω + i
(

p−Mω2
)]

j2

=
1

2
ρ j2,

(4.12)

where ρ is the complex vortex resistivity.

Since Bv = φ0/πξ
2
0, where πξ20 is the approximated vortex core area, the

complex vortex resistivity ρ is then equal to:

ρ(z, l) = ρ1 + i ρ2

=
ωφ2

0 sin
2 θ

πξ20
[

(p−Mω2)2 + (ηω)2
]

[

ηω + i
(

p−Mω2
)]

,
(4.13)

where ρ1 and ρ2 describe respectively the resistive and reactive behavior of the vortex

when subjected to a rf current.
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4.2.1 Flux Flow Regime. In the large mean free path limit the vortex dissipation

is described by the flux flow regime. In such limit we can neglect the pinning force (p ∼

0) since the pinning potential becomes very shallow driven by the larger coherence

length.

On the other hand, the viscous coefficient (Eq. 4.5) is larger because of its

dependence on the normal-state resistivity (the larger l, the smaller ρn and the larger

η). Therefore, the main force acting on the vortex is the viscous drag force. Since

very small compared to η the vortex inertial mass can be neglected as well.

Neglecting inertial and pinning terms, we can rewrite the motion equation

(Eq. 4.8) as:

α ẋ(z, t, l) = γeiωt. (4.14)

This first order differential equation can be easily solved by meaning of the

ansatz used above (Eq. 4.9). Solving the equation, we obtain an imaginary coefficient:

A2(l) = −jφ0 sin θ

ωη
. (4.15)

Calculating the apparent power in Eq. 4.12, we get a purely real resistivity.

ρ1(l) =
φ2
0 sin

2 θ

πξ20η
. (4.16)

Such definition of the flux flow resistivity is equivalent to the result obtained

by Y. B. Kim, et al. [44] and by R. Marcon, et al. [79] (real part). We should also

notice that the same form of ρ1 can be obtained by neglecting the term (p−Mω2)
2

in Eq. 4.13.

This result suggests that the vortex dissipation for large mean free path values

is independent on the frequency and depends only on the mean free path.
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Moreover, as the purity of the material increases (l increases) the resistivity

decreases since inversely proportional to the viscous coefficient η. For mean free path

values big enough, the resistivity is minimized, and the dissipation introduced by the

vortex oscillation negligible.

4.2.2 Pinning Regime. In the limit of small mean free path values, we can

define the pinning regime. Since η decreases with decreasing l, the viscous drag force

is negligible in the small l limit. On the contrary, the pinning force is larger due to

a small coherence length which increases the steepness of the pinning potential. In

this regime the main force acting on the vortex is the pinning force, and the vortex

inertial mass may also be neglected.

Considering the complex resisitivity defined in Eq. 4.13, we can obtain a form

of ρ that describes the vortex impedance in the pinning regime for intermediate values

of mean free path. As already discussed, for small l values the dominant contribution

is the pinning force. Therefore, neglecting the inertial term Mω2 and rewriting the

denominator as πξ20p
2, we can define the complex resistivity as:

ρ(z, l) =
ωφ2

0 sin
2 θ

πξ20p
2

[ηω + i p] . (4.17)

In such an intermediate regime, the vortex response is both of resisitive and re-

active nature. In any case, as the mean free path decreases the real part decreases with

it (η decreases) till it becomes negligible. Such a limiting condition is well described

by the vortex motion equation, where both the inertial and viscous contributions are

neglected:

β2 x(z, t, l) = γeiωt. (4.18)

Solving for x and comparing with the ansatz in Eq. 4.9, we obtain a pure real

coefficient:

A1(z, l) =
jφ0 sin θ

p
, (4.19)
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and the apparent power in Eq. 4.12 is totally reactive. Thus, we get the pure reactive

response of the vortex oscillation:

ρ2(z, l) =
ωφ2

0 sin
2 θ

πξ20p
. (4.20)

Such a result suggests that for low mean free paths a vortex interacting with

an oscillating field does not contributes to active power dissipation, its response is

purely reactive. Moreover, in the limit of very small mean free paths the pinning

constant p increases substantially and it minimizes the reactive response as well.

4.3 Multiple Vortices Surface Impedance

Now that the vortex resistivity is known, the surface impedance for a single

vortex is calculated assuming the classic definition:

Z1(l) =
Ex(0)

∫

∞

0
jx(z)dz

=

[
∫

∞

0

e−z/λ

ρ(z, l)
dz

]−1

,

(4.21)

where jx(z) = jx(0)e
−z/λ.

By means of the local description of a vortex (Section 2.3), when a finite

value of magnetic field (B) is applied to the superconductor during the transition, N

vortices are created, and each of them carries a magnetic flux quantum φ0 through

an area πξ20, i.e. Nφ0 = AB, where A is the normal conducting area that experiences

the magnetic field at the transition.

We can therefore extend the single vortex resistance defined in Eq. 4.21 to a

multi-vortex resistance multiplying by the fraction of area occupied by the trapped

vortices Nπξ20/A = πξ20B/φ0.

Now, we should also consider that most likely there will be a certain distri-

bution of pinning potentials in the material. In order to take into account that, we



66

define the probability density of finding the pinning point at the position qi as Γ(qi),

and the probability density that a pinning potential has strength U0i as Λ(U0i).

Both the two probability densities are described by a normalized Gaussian

distribution. The Γ(qi) distribution has variance σqi and centroid q0i :

Γ(qi) = Bi e
−

(qi − q0i)
2

2σ2
qi ,

Bi =

√

2

πσ2
qi

Erf

(

q∨i − q0i√
2σqi

)

+ Erf

(

q0i√
2σqi

) ,

(4.22)

with q∨i the maximum extension of the integration domain over all the possible po-

sitions qi, defined as q0i + 5σqi. While the distribution Λ(U0i) has variance σU0i
and

centroid U0
0i
:

Λ(U0i) = Ci e

−

(

U0i − U0
0i

)2

2σ2
U0i ,

Ci =

√

2

πσ2
U0i

Erf

(

U∨

0i
− U0

0i√
2σU0i

)

− Erf

(

U∧

0i
− U0

0i√
2σU0i

) ,

(4.23)

where U∨

0i
and U∧

0i
are the extremes of the integration domain, set as U0

0i
± 5σU0i

. If

U0
0i
− 5σU0i

< 0, then U∧

0i
= 0, since no negative values are allowed.

The vortices surface impedance weighted over pinning point position and

strength distributions, for a given trapped field B is defined as:

Z(l) =
πξ20B

φ0

q∨0
∫

0

U∨

00
∫

U∧

00

· · ·
q∨n
∫

0

U∨

0n
∫

U∧

0n

∏n
i=0 [Γ(qi)Λ(U0i)]

∫ L

0

e−z/λ

ρ(z)
dz

dU00 dq0 · · · dU0n dqn, (4.24)

with L being the cavity wall thickness.
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Figure 4.2. Real part of the surface impedance as a function of the mean free path.
The dashed-dotted lines correspond to the pinning and flux flow regimes, for small
and large mean free path values respectively. In the inset the imaginary part of
surface impedance is plotted as a function of the mean free path.

In order to simplify the interpretation of the simulation results, we adopt a

Dirac-δ distribution for both Γ(qi) and Λ(U0i)—instead of the more realistic Gaussian

probability function—and a single pinning point with q0 = 20 nm and U0
00 ≡ U0 =

1.1 MeV/m, in all the simulation performed (if not differently specified). All the

other parameters used are reported in Table 4.1.

In Figure 4.2, the real part of the vortices surface impedance normalized to

the trapped flux B as a function of the electron mean free path l is plotted. In the

same plot the two limits for clean and dirty material (flux flow and pinning regimes),

calculated with Eqs. 4.16 and 4.17 respectively are also shown.

In the inset of Figure 4.2, the imaginary part of the surface impedance is

reported. Its behavior is roughly opposite to the real part, but its absolute value

negligible with respect to it, since about two orders of magnitude lower.
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Table 4.1. Parameters used in the simulations for niobium.

Parameter Value Reference

ξ0 38·10−9 m B. W. Maxfield, et al.[85]

λ0 39·10−9 m B. W. Maxfield, et al.[85]

Bc2(0) 442 mT S. J. Williamson, et al.[86]

vf 1.37·106 m s−1 N. W. Ashcroft, et al.[87]

n 5.56·1028 m−3 N. W. Ashcroft, et al.[87]

f 1.3·109 Hz

T 1.5 K

L 3 mm

The most noticeable feature showed in Figure 4.2 is the presence of a peak in

the surface resistance around 70 nm. For large mean free paths the surface resistance

follows perfectly the flux flow result and decreases with the cleanliness of the material.

On the opposite, when the the mean free path decreases the surface resistance

deviates substantially from the flux flow regime, approaching the pinning regime.

Starting in the large mean free path region (flux flow regime) and moving

towards small mean free path values (pinning regime), both the pinning constant

p and the viscous drag coefficient η are subjected to a substantial variation. In

particular, p increases driven by the decreased coherence length, while η decreases

because of the lower normal-state conductivity.

The decreasing of the surface resisitance in the pinning regime can be explained

by the vanishing of the real part of the resistivity for small mean free path values,

as discussed in Section 4.2.2. For very dirty materials, the drag coefficient can be

neglected, and the vortices response to a rf field is purely reactive.

For large mean free paths instead, the situation is the opposite. As discussed

in Section 4.2.1, for very large values of mean free path the resistivity is purely real,
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Figure 4.3. Real part of the surface impedance as a function of the mean free path
for different values of U0.

but the drag coefficient is so large that the vortices response is weak and the surface

impedance tends to zero—less movable vortices dissipate less.

The peak is then generated by the interplay of flux flow and flux pinning

regimes. In other words, we observe the progressing variation of the vortices response

from purely reactive—low mean free paths, to purely resisitive—large mean free paths.

4.3.1 Pinning Potential Depth Dependence. The pinning potential depth U0

is a parameter that modifies the pinning constant p, and therefore the pinning force

(Eq. 4.7). In order to visualize the effect of different U0 on the surface resistance, the

real part of the surface impedance as a function of the mean free path for increasing

values of pinning potential depth U0 is plotted in Figure 4.3. As shown, the surface

resistance peak is decreased in height and its position shifted to larger mean free path

values for increasing values of U0.

Since p increases linearly with U0, we expect that the pinning force becomes
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larger and larger for increasing U0. Such variation affects the maximum of the surface

resistance and shifts it towards larger mean free path values.

A larger pinning force implies a wider mean free path range within which the

pinning regime is favorable than the flux flow regime. In such scenario, larger values

of l are needed to decrease the pinning force and make it negligible with respect

the the viscous drag force. This different balance of the forces in play results in a

higher mean free path onset for the flux flow regime, and the surface resistance peak

is enhanced to higher values.

4.3.2 Multiple Pinning. Let us now analyze the situation in which multiple

pinning points are present per single flux line. The real part of the vortices surface

impedance (Eq. 4.24) was calculated considering again a Dirac-δ distribution profile,

but considering one, two or three pinning points.

We should from now on consider that the vortex oscillation is extended beyond

the rf layer, where the rf current is present. This means that the power absorption

is dependent on the whole fraction of an oscillating vortex. The active power is

dependent on the distance from the rf layer: in the approximation where no pinning

points are present, vortex segments far from the rf surface absorb less power than

those near by it—Eq. 4.12 is indeed dependent on z. In Figure 4.4 the active power

per unit of volume normalized with respect to j20 is reported for single, double, triple

and no pinning. The power absorption is not constant allover the flux line since its

oscillation is not rigid, the vortex oscillates as a flexible body and therefore its power

dissipation will depend on the z position with respect the pinning point.

The effect of a pinning point is equivalent to a constrain on the flux line

oscillation in the material. If the pinning point is far from the rf surface (q0 ≫ λ),

then the dissipation will reach its constant and maximum value since the oscillation
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Figure 4.4. Simulation of the average power per unit of volume normalized to the
current density squared for l = 10 nm and U0 = 1.1 MeV/m. The four curves
correspond respectively to no pinned vortex, single pinned vortex (curve 1 ), double
pinned vortex (curve 2 ) and triple pinned vortex (curve 3 ). The three arrows shows
the position of the pinning point.

is wider. Indeed, when the pinning point is far enough from the rf surface, the vortex

oscillation is not perturbed by the presence of the pinning point, and the effect is

equivalent to the condition when no pinning points are present at all.

In Figure 4.5a the surface resistance is plotted as a function of the distance

of the pinning point from the surface (q0). Curve a considers only one pinning point

in the whole vortex line. The surface risistance is approximatevely constant for a

single pinning point positioned 1 to 2 nm from the rf surface, it has a minimum for

q0 around 15 nm and it returns constant for q0 > 200 nm.

If the pinning point is instead close to the rf surface, the oscillation will occur

on both sides of the pinning point (as depicted in Figure 4.1b) and the position of

the pinning point will define the magnitude of the dissipation. In Figure 4.5a the

minimum of the surface resistance falls at about 15 nm, which is roughly comparable
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Figure 4.5. In (a) simulations of the surface resistance as a function of the pinning
point position are reported. For all three the curves l = 70 nm and U0 = 1.1
MeV/m. Curve a considers only one variable pinning point position, curve b one
fixed and one variable pinning point positions and curve c two fixed and one variable
pinning point positions. In (b) the surface impedance as a function of the mean free
path is reported in the condition of single (1 ), double (2 ) and triple (3 ) pinning
per vortex flux line.

to half of the penetration dept for niobium with l = 70 nm (λ ∼ 48 nm). In such

condition the vortex is well constrained and the resistance minimized, since both the

two sides of the flux line (above and below the pinning point) have small oscillation

amplitudes.

The picture of the dissipation due to the vortex oscillation can be better ap-

preciated in Figure 4.4. When a pinning point is present (arrow) the dissipation is

decreased because of the larger restoring force in that point. Far from the pinning

point the vortex line has more freedom and the dissipation is larger.

Let us examine curve b in Figure 4.5a. For such curve the coordinate q0 cor-

responds to the position of the second pinning point, while the first one was assumed

fixed at q01 = 2 nm from the surface (red dot on the curve).

The first noticeable effect is the overall lowering of the surface resistance for

all the values of q0. When q0 increases above 10 nm the surface resistance increases

and approaches its constant value for q0 > 200 nm.
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Table 4.2. Pinning point positions of the green points in Figure 4.5. For all the points
U0 = 1.1 MeV/m and l = 70 nm.

Point Pinning points position

q01 = 2 nm

q01 = 2 nm, q02 = 20 nm

q01 = 2 nm, q02 = 20 nm, q03 = 50 nm

Interesting to notice that the surface resistance plateau for q0 > 200 nm of

curve b corresponds to the surface resistance value obtained for a single pinning point

at 2 nm (green up triangle— —on curve a). This means that if q0 is too large the

second pinning point does not perturb the vortex behavior.

Adding a second fixed pinning point at q02 = 20 nm (red dots) and defining the

abscissa as the position of the third pinning point, we obtain curve c (Figure 4.5a).

Also this time the surface resistance value is lowered for all the q0 values.

Also in this case, the surface resistance is constant above a certain threshold

(q0 > 100 nm), and approaches the values it would have if only two pinning points

were present (green diamond— —on curve b).

Instead, Figure 4.5b shows the surface resistance as a function of the mean

free path considering one (curve 1 ), two (curve 2 ) and three (curve 3 ) pinning points

per vortex line, positioned at 2 nm, 2 and 20 nm and 2, 20 and 50 nm respectively.

Since the pinning point number and position play a role only in the low mean

free path region, as expected, no variation of the mean free path dependence are

showed in the flux flow regime range. Noticeable variations of the trend are instead

observable in the peak position and in the low mean free path region.

In case of multiple pinning, the peak changes position and moves towards

larger mean free path values. Such phenomenon is symptom of an overall larger
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a) b)

Figure 4.6. Frequency dependence of the surface resistance. in (a) the real part of the
surface impedance is plotted as a function of the frequency, where curves 1, 2 and
3 corresponds to one, two and three pinning points. In (b) the surface resistance
calculated for a single pinning point at q0 = 2 nm is plotted as a function of the
mean free path for increasing frequency values.

pinning force, i.e. the flux flow regime starts to take over at larger values of mean

free path. Such larger pinning force acts also on the peak height, which is lowered in

case of multiple pinning. Therefore a larger number of pinning points assures lower

resistance. The green points with same shape in Figure 4.5a and b (up triangle— ,

diamond— and down triangle— ) refers to surface resistance values calculated with

the same parameters as reported in Table 4.2.

4.3.3 Frequency Dependence. Up to this point we have considered always

1.3 GHz as constant frequency. Such frequency was selected inasmuch it is the most

commonly used in SRF basic research and lots of experimental data are available. On

the other hand though, the frequency dependence of the vortex surface impedance is

of extreme importance.

In Figure 4.6a is reported the dependence of the real part of the vortices surface

impedance as a function of the exciting frequency f . As shown by J. I. Gittleman

and B. Rosenblum [77], the vortices surface resistance as a function of f approaches

two different limits: i) the high frequency regime where the flux flow dominates, and

ii) the low frequency regime where the pinning dominates.
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Figure 4.7. Depinning frequency as a function of the mean free path.

These two regimes are separated by the so-called depinning frequency f0, which

corresponds to the frequency where the pinning force is equal to the viscous drag force

or, in other words, to “the frequency where the absorption reaches half of its ideal dc

value” [77].

In the flux flow regime (above f0), the pinning force is negligible and the

dissipation is governed by the oscillation of the vortex within the pinning potential.

Below f0 the viscous drag force can be neglected, so the dissipation decreases since

the vortex resistivity starts to assume a pure imaginary form (see Section 4.2.2).

When the frequency is increased the peak becomes taller and its position

shifted to lower mean free path values. This happens because in the intermediate

pinning regime (described by Eq. 4.17) the real part of the resistivity increases with

the frequency squared, therefore for the same value of l the surface resistance is larger

for higher frequency values.

Such dependence on f 2 implies also that for high frequencies the perfect re-
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active vortex response is sustained up to lower values of mean free path. On the

contrary, the lower the frequency the higher the mean free path values reachable in

the condition of pure reactive response. In other words, for lower frequencies the

onset of the flux flow regime occurs at higher values of mean free path, i.e. the peak

moves towards larger l.

The simulations plotted in Figure 4.6a shows that the frequency dependence

is function also of the number of pinning points (and their position). In particular,

curve 1 corresponds to a single pinning point, curve 2 to two pinning points and

curve 3 to three pinning points.

The number of pinning points modifies also the depinning frequency. The

curves in Figure 4.6a are indeed shifted as a function of the number of pinning points.

The depinning frequency—calculated as the frequency value at which the surface

resistance assumes half of its dc value—is equal to about 0.64 GHz, 1.29 GHz and

1.57 GHz for one, two and three pinning points respectively.

Experimental data obtained for Nb thin films [88] shows that the depinning

frequency decreases as the thickness of the film increases, with f0 ≤ 1 GHz for thicker

films (∼ 160 nm), in agreement with our simulated f0.

Figure 4.7 shows the depinning frequency dependence on the mean free path.

The simulation was done considering U0 = 1.1 MeV/m and a single pinning point at

q0 = 20 nm. As shown, f0 decreases with l, implying that the smaller the pinning

force, the smaller the depinning frequency. As discussed before, by varying the mean

free path is then possible to tune the depinning frequency, and therefore to define the

vortices response regime: pinning regime for f < f0 and flux flow regime for f > f0.

4.4 Model vs Experimental Data

Several TESLA type [15] SRF niobium cavities were rf tested at the Fermi
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Figure 4.8. Extrapolated zero field data [10] and real part of the trapped flux surface
impedance simulation.

National Accelerator Laboratory’s the vertical test facility. The experimental proce-

dures to measure the vortex surface resistance and the mean free path, along with

the cavities preparation are reported in [10, 75, 76].

The experimental data acquired [10] shows a linear dependence of the flux

resistance as a function of the applied rf field expressed in MV/m. Since the model

here developed is a zero field approximation (valid for rf fields tending to zero), the

surface resistance dependence on the accelerating field reported in [10] was fitted

linearly in order to extrapolate the surface resistance at zero field (the intercept).

In Figure 4.8, the experimental data extrapolated at zero accelerating field is

plotted along with the real part of the surface impedance of Eq. 4.24. The solid curve

plotted is the simulation of the vortex surface resistance assuming a single pinning
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point, with pinning point distribution centroids at q0 = 20 nm and U0 = 1.4 MeV/m,

and standard deviation σq0 = 30 nm and σU0 = 0.08 MeV/m. The data acquired

presents a bell-shaped trend in agreement with the model prediction, with a maximum

around 70 nm, and surface resistance decreasing for large and small mean free path

values. In Appendix B the numerical code to calculate the surface resistance is

reported.

The U0 values used to obtain a satisfactory description of the data are con-

sistent with the experimental data for niobium obtained by L. H. Allen and J. H.

Claassen [89] and G. S. Park, et al. [90]. In the mean free path range 2 − 2000 nm,

the pinning potential strength returns values of maximum force per meter (the force

per meter was assumed as equal to the maximum of −∂Up(x)/∂x as a function of

x calculated at z = q0) equal to 8 × 10−5 − 4 × 10−6 N/m. Such values are in per-

fect agreement with [89] (10−5−10−6 N/m) and slightly underestimated with respect

to [90] (∼ 10−4 N/m).

Because of the peculiar shape of TESLA cavities [15], the current density and

the trapped flux directions can have intersection angle lower than ninety degrees,

therefore sin2 θ (in Eq. 4.13) cannot be approximated to 1. It was indeed observed in

several works [91, 92, 93] that the vortex-related resistance varies consistently with

the Lorentz force dependence on the angle between the directions of the currents and

the trapped flux. In order to get reasonable resistance values, an average angle of

about 18◦ was considered, and sin2 θ was assumed equal to 0.1.

The simulated curve describes the experimental data satisfactorily even by

considering a single pinning point per flux line. The biggest scattering is observed in

the peak area where the pinning force plays the central role in the vortex dissipation

description.
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All the cavities measured are prepared with different procedures in order to

ensure a good variability of mean free paths. It is therefore reasonable to assume that

pinning potential depth and pinning site distributions (Γ(q0i) and Λ(U0i)), as well as

the number of pinning points might be different from cavity to cavity. Such aleatory

difference between the various cavities studied may explain the data scattering, as

well as the discrepancies with the theoretical model. It is indeed unlikely that one

single simulated curve can describe exhaustively the data all in once.

The presented model can in principle explain why between one and two orders

of magnitude lower values of vortex-related surface resistance are observed for Nb

on Cu SRF cavities [94], compared to our experimental results. Because of niobium

thin films are more defective (e.g. porosity, columnar growth, etc.), the pinning force

might be substantially larger than in bulk Nb (U0 and the number of pinning points

might be larger). In such scenario, the perfect reactive response of vortices might

survive up to larger mean free path values and the peak shifted towards larger l, that

have not been surveyed yet for the thin film technology.

Recently, Nb3Sn vortex surface impedance data forof SRF cavities became

available [95], showing comparable vortex surface resistance with respect to dirty

niobium. In principle, one would expect higher vortex surface resistance in the flux

flow regime because of the higher resistivity of Nb3Sn in the normal-conducting state.

On the other hand though, Nb3Sn was shown to posses high pinning force at the grain

boundaries [96, 97, 98], which would be in agreement with an overall suppressed vortex

surface resistance, as experimentally observed.

4.5 Summary

In this chapter, the explicit description of the vortex-related surface impedance

as a function of the mean free path at rf and microwave frequencies is proposed. The
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problem was approached by assuming a bi-dimensional pinning potential dependent

on the electrons mean free path and by solving the single-vortex motion equation.

Differently than previous works, an explicit dependence of the vortices surface resis-

tance on the mean free path was found, and the dependence of the surface resistance

as a function of the number, disposition and strength of the pinning points in the

material was studied.

The experimental data observed for different SRF niobium cavities at 1.3 GHz

can be explained exhaustively by the interplay of the limiting responses of the sur-

face resistance for low and large values of mean free path: the pinning and the flux

flow regime respectively. Because of the different thermal history of every cavity, the

experimental data shows some scattering: the pinning position and strength distri-

butions may indeed be different. This means that the model here presented does

provide us an average description of the experimental data.

The bell-shape trend experimentally observed is generated by the variation

of the vortices response from totally resistive at large values of mean free path, to

totally reactive for small l. In the pinning regime (small l) the pinning force is

governing the vortices response since for small l the viscous drag force is negligible.

Hence, in absence of dissipative mechanisms, the response is totally reactive and the

surface resistance tends to zero. As the mean free path increases, the viscous drag

force increases driven by the decreasing of the normal-state resistivity, meanwhile the

pinning force becomes negligible because of a larger coherence length. Consequently,

the surface resistance follows increasing.

Above a certain mean-free-path value threshold—defined by frequency, posi-

tion, number and strength of pinning points—the flux-flow regime takes over and

the surface resistance assumes its maximum value. For larger values of l, the surface

resistance decreases driven by the increment of the drag force—the surface resistance
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in the flux-flow regime is inversely proportional to the viscous drag coefficient.

Such behavior of the surface resistance with the mean free path is extremely

important since introduces the mean free path as another variable able to tune the dis-

sipation regime other than the frequency. The model predicts that position, strength

and number of pinning sites can modify substantially the vortex surface resistance

and the depinning frequency, shifting and affecting the maximum of surface resistance

as a function of the mean free path.

Pinning points near the rf surface affects the vortices response lowering the

surface resistance. On the contrary, when the pinning site is far enough from the rf

surface its presence does not perturb anymore the vortex oscillation and the resistance

approaches to its constant and maximum value.

The frequency dependence shows the typical trend expected, but observing the

surface resistance as a function of the mean free path the model predicts that higher

frequencies shift the peak to small l values and increase its maximum, because of the

different balance of forces—larger frequencies allows the real part of the resistivity to

grow faster when moving from low to large values of mean free path, enhancing the

peak maximum and shifting it to lower mean free path values.
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CHAPTER 5

ACCELERATING GRADIENT LIMITATIONS

5.1 Chapter Overview

When the cavity is operating in the accelerator, or simply being tested in a

vertical test facility, the accelerating gradient cannot be increased indefinitely. Be-

cause of the of the superconducting nature of niobium, when the maximum bearable

field is reached in the resonator the sudden increase of the surface resistance consumes

all the rf energy stored in the cavity causing the so-called quench.

The physical understanding of the quench nature is then of critical importance

in order to develop new technologies to enable superconducting particles accelerators

to operate at higher energies. The scope of this chapter is indeed to advance the

understanding of the fundamentals limitations of cavities in terms of accelerating

field.

The accelerating gradient limitation can be categorized in two different classes:

i) the fundamental limitation introduced by the overcoming of the field of first penetra-

tion—field at which vortexes can penetrate the superconductor, or ii) non-fundamental,

and therefore introduced by the presence of limiting factors such as defects at the rf

surface or associated to phenomena such as multipacting or field emission. The non-

fundamental quench triggering mechanisms in SRF cavities are nowadays ascertained

and well described in many references [13, 99], hence only a briefly explanation of the

three more general quench mechanisms is here presented.

The central topic of this chapter is instead addressed to the understanding

of the fundamental limitations of cavities as a function of their material properties.

Indeed, as discussed in Section 3.3, different thermal treatments not only affect the

quality factor, bu also the accelerating gradient.
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Since the fundamental limitation of the accelerating gradient is the penetration

of magnetic vortices in the material, the fully description of the vortex stability in the

superconductor as a function of the rf magnetic field inside the cavity is needed. At

2 K and low field values (B < Bc1), niobium is in the Meissner state, therefore vortices

should not penetrate until the lower critical field value is matched. Anyway, the

Meissner state might be sustained in a meta-stable condition up to the superheating

field Bsh, where Bsh > Bc1. The resonator should then be able to reach higher fields

than what is described by the pure equilibrium thermodynamics point of view.

By means of the dimensionless Ginzburg-Landau equations defined in Sec-

tion 2.2, the theoretical values of lower critical field and superheating field as a func-

tion of the Ginzburg-Landau parameter κ are calculated numerically. Such theoretical

trends are then compared with some available quench field data for SRF cavities. The

direct comparison of theory and experimental data suggests that the so-called 120 ◦C

baking is the only standard treatment capable to systematically push cavities above

the lower critical field in the meta-stable Meissner state.

5.2 Description of the Quench Phenomenon

A typical non-fundamental quench event is initiated by a small area of the

cavity surface becoming normal conducting either due to heating up above the critical

temperature (Tc), or due to the local field of first penetration being exceeded. The

sharp increase of the surface resistance in the normal zone can only be contained

up to a certain dissipation level, above which a fast avalanche-like spreading of the

normal zone that consumes all of the rf field in the cavity occurs.

When the totality of the electromagnetic energy stored in the resonator is

dissipated in the quench region, the normal-conducting zone can turn again to su-

perconductive cooled by the helium bath. At this point, the electromagnetic field is
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reestablished into the resonator since fed by the rf system. When the field level in

the cavity reaches again the quench field, the cavity will quench again, and the whole

process will be repeated. It is then possible to tune the rf system in such a way to

quench the cavity repeatedly any time the field replenished in the resonator reaches

the quench field value.

5.2.1 Thermal Breakdown. The thermal breakdown is a quench mechanism

initiated by the presence of defects on the rf surface, that introduces losses significantly

higher than the surrounding superconductor of which the resonator is made of [13,

99, 100].

In dc case, the current in the superconductor flows around the defect since

following the path of lower resistance. In the rf case though, the currents that sustain

the field in the cavity flow on all the rf surface, meaning that also the defect contributes

the total power loss. Since the dissipation is enhanced at the defect location because

of its larger resistance, in such area the quench event can be initiated by the local

overheating above the transition temperature. The normal-conducting zone generated

is then be able to grow by dissipating the energy stored in the cavity till the cavity

quenches.

Defects usually recognized as “quench defects” can either be superconducting

or normal-conducting, the only common feature is their increased surface resistance.

Such kind of quench, so-called thermal breakdown, is usually diagnosed by meaning of

the temperature mapping system (see Subsection 3.2.5). In such occasions when the

resonator quenches because of thermal breakdown, an increment of the temperature

at the quench location as a function of the accelerating field—preheating—is usually

observed during the power rise.

5.2.2 Magnetic Field Enhancement. The magnetic field enhancement quench
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mechanism assumes the presence of a superconducting defect, that enhances locally

the magnetic field and promotes the transition to the normal-conducting state to take

place at the quench spot [99, 101, 102].

At the cavity operational temperature (about 2 K), the behavior of niobium is

perfectly diamagnetic because of the Meissener effect, therefore the magnetic field is

excluded from the material. Since the rf magnetic field is always parallel to the surface,

high aspect ratio imperfections of the superconducting rf surface can in principle

enhance the field locally because of the demagnetization effect (see Section 2.3). In

such scenario, even if the field level in the cavity is far from the theoretical limit

imposed by the field of first penetration, the cavity may quench anyway since locally

the field is actually larger than the field of first penetration—no heating above Tc

needed.

Defects that in principle can generate such effect are: pits, bumps and steep

grain boundaries. Also such quench mechanism is usually diagnose by meaning of the

T-map system. When no preheating is observed at the quench location before the

quench event, the magnetic field enhancement is the only possible quench mechanism,

since it is the only triggering phenomenon that does not require a temperature raising

to quench the resonator.

5.2.3 Field Emission- and Multipacting-driven quench. Field emission and

multipacting are two phenomena involving acceleration of electrons in the cavity that

absorb rf power [13].

Field emission consists in the emission of electrons from the rf surface driven

by the high value of electric field at the cavity rf surface (see Subsection 3.1.3). Field

emission is generally observed at the cavity irises especially when sharp particles are

present. Field emitted electrons are accelerated by the rf field in the cavity and
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a large part of them end up colliding with the cavity surface generating X-rays by

Bremsstrahlung. The interaction between electrons and niobium produces also heat

that increases the local temperature. If the temperature rises high enough the cavity

quenches.

In case of multipacting, the situation is slightly different. Multipacting is a

resonant mechanism in which a large number of electrons build up spontaneously

absorbing rf power [13]. The trajectories of such electrons are resonant, meaning that

the electrons are initially accelerated and then bent by the rf magnetic field. In such

a way, the electrons in the resonance condition collide with the rf surface in the same

position (or nearby it), from where they were emitted. If the secondary electrons yield

coefficient is larger than 1, then a cascade phenomenon takes place. Both X-rays and

heat are produced, and for the same reason of field emission this phenomenon may

cause the quench of the resonator.

5.2.4 The Ultimate Gradient Limitation. As already introduced, the funda-

mental limitation to the highest reachable accelerating field in the cavity is the field of

first penetration, at which magnetic flux vortexes are allowed to penetrate the super-

conductor. Neglecting the vortex pinning, the field of first penetration ranges between

two limits: i) the lower critical field Hc1 as lower limit, and ii) the superheating field

Hsh as upper limit. In particular:

i the lower critical field Hc1 corresponds to the field level at which non-interacting

magnetic flux vortexes are stable in the bulk of the superconductor, i.e. the Gibbs

free energy is equal to zero;

ii the superheating field Hsh is defined as the highest field at which magnetic flux

may penetrate from the surface, i.e. the highest applied field for which the

Ginzburg-Landau free energy still possess a local minimum as a function of the
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order parameter.

In order to investigate such ultimate field limitation, the full description of

both the lower critical field and the superheating field for arbitrary values of Ginzburg-

Landau parameter κ is needed. Analytic formulae to describe Hc1 and Hsh are re-

ported in literature [25, 33] in the approximation κ ≫ 1. In our case, experimentally

calculated values of κ [10] for the SRF cavities studied show 1 . κ . 10, meaning

that such analytic approximations are not always valid of our purposes. In the follow-

ing sections numerical values of Hc1 and Hsh for arbitrary κ are calculated starting

directly from the Ginzburg-Landau equations, in order to compare them with the

experimental data acquired.

5.3 Lower Critical Field Numerical Calculation

The lower critical field of a type-II superconductor is defined as the field at

which a single magnetic flux quanta (vortex), not interacting with other vortices and

far from any surface, is stable in the bulk of the superconductor.

The simplest method to describe such situation is then to analyze the problem

by defining the Gibbs free energy density when vortices are not interacting (H ≪ Hc2).

The Gibbs free energy density in presence of magnetic field is simply written as

G = F + BM where F is the Helmholtz free energy density, B is the magnetic

induction and M the magnetization. In the Meissner state—when the applied field

H is below Hc1—the magnetic induction in the superconductor is zero, which means

that:

B = µ0 (H +M) = 0 → M = −H , (5.1)

and the Gibbs free energy density then has form:

G = F − BH . (5.2)
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For low vortices areal density n (just above Hc1), the Helmholtz free energy

density is equal to n times the energy of a single vortex per unit of length E, and

n = B/φ0 (with φ0 = 2.07 · 10−15 Wb, the flux quantum). We can therefore rewrite

G as:

G = B

(

E

φ0
−H

)

. (5.3)

The lower critical field corresponds to the field H for which the Gibbs free

energy density is equal to zero. Equating Eq. 5.3 to zero and rearranging the terms,

we get the definition of lower critical field:

Hc1 =
E

φ0
. (5.4)

We can now take advantage of the notation used in [103] to turn such equation

dimensionless:

hc1 =
ǫ κ

4π
, (5.5)

where hc1 = Hc1/
(√

2Hc

)

and ǫ is the dimensionless energy per unit of length of a

vortex in the superconductor, defined as in [26]:

ǫ =

∫

∞

0

[

h2 (r) +
1

2

(

1− f 4 (r)
)

]

2πr dr , (5.6)

with h (r) = H (r) /(
√
2Hc) and f (r) = Ψ (r) /Ψ0 being the dimensionless radial

profile of the local magnetic field and the order parameter of a vortex respectively.

In order to get the values of both h (r) and f (r) for a vortex in a superconduc-

tor with arbitrary κ, we must solve numerically the dimensionless Ginzburg-Landau

equations (Eq. 2.13). Before doing that, the problem must be prepared analytically

by expressing such equations in cylindrical symmetry.

Let us substitute the complex order parameter, constituted of modulus f and

phase ϕ, instead of the general order parameter f till now assumed:

f → feiϕ , (5.7)
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and vector potential in dimensionless notation, a, perpendicular to the radius r. The

third term of the first equation in Eq. 2.13 becomes:

(

a+
i∇
κ

)2

feiϕ =

(

a2 − ∇2

κ2
+

i 2 a · ∇
κ

)2

feiϕ

= − 1

κ2
eiϕ

{

(

f ′′ +
1

κ
f ′

)

+
1

r2
f

[

−
(

∂ϕ

∂θ

)2

+ i
∂2ϕ

∂θ

]}

+

+ eiϕ
[

i2a

κ
f ′

(

θ̂ · r̂
)

− 2a

κr
f

(

∂ϕ

∂θ

)]

+ a2feiϕ ,

(5.8)

where the prime identifies the derivative with respect the normalized radius r. As

assumed by A. A. Abrikosov [26], the cylindrical symmetry of the system imposes

that ϕ ≡ θ meaning that ∂ϕ/∂θ = 1. Furthermore, since a is orthogonal to r the

scalar product
(

θ̂ · r̂
)

= 0. We can therefore simplify the equation, and after some

algebra we obtain:

f ′′ +
1

r
f ′ − κ2f

[

f 2 − 1 +

(

a− 1

κr

)2
]

= 0 , (5.9)

that corresponds to the first dimensionless Ginzburg-Landau equation in cylindrical

coordinates.

We should now assume the second equation in Eq. 2.13. In this case, using

the same assumptions, we can rewrite the first and second terms as:

∇× (∇× a) = −a′′ − 1

r
a′ +

1

r2
a

i

2κ

[

fe−iϕ∇
(

feiϕ
)

− feiϕ∇
(

fe−iϕ
)]

= − 1

κr
f 2 θ̂ .

(5.10)

Hence, the second Ginzburg-Landau equation that describes a vortex line in cylindri-

cal coordinates is:

a′′ +
1

r
a′ − 1

r2
a− f 2

(

a− 1

κr
θ̂

)

= 0 . (5.11)

Eqs. 5.9 and 5.11 describes the single vortex in the superconductor for arbitrary

values of Ginzburg-Landau parameter κ.
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In order to solve such equations numerically, we must assume a certain domain

extension where these equations are defined, as well as the appropriate boundary

conditions. The domain chosen has lower limit equal to r0 = 10−5 and higher limit

R to be determined self-consistently. In particular, r0 was chosen bigger than zero

since both the two equation, Eqs. 5.9 and 5.11, present a singularity at r = 0. Since

numerical differential equations solvers cannot handle such singularities, the lower

limit of the domain (r0) was set equal to a small number, which was assured of not

affecting the final result of the calculation. The boundary conditions assumed are:

f (r0) = 0 , f (R) = 1

a (r0) = 0 , a (R) =
1

κR

(5.12)

where a (r) = 1/ (κr) is the asymptotic form of the vector potential at infinity. For

r → ∞, a = 0.

The boundary value problem (BVP) defined by Eqs. 5.9, 5.11 and 5.12 was then

solved numerically with a Wolfram Mathematica code by means of a self-consistent

shooting method (see Appendix C for shooting method description), where the so-

lution domain R was increased iteration after iteration till the correct solution was

achieved. In Figure 5.1, the numerical code is represented in a flow chart, while in

Appendix D the Wolfram Mathematica code is reported.

The code inputs are the BVP defined by Eqs. 5.9, 5.11 and 5.12, plus the

initial conditions of the initial value problem (IVP):

f (r0) = 0 , f ′ (r0) = f1

a (r0) = 0 , a′ (r0) = a1

(5.13)

where f1 and a1 are calculated self-consistently from the numeric code.

The code is written as two concatenated loops. The first one iterates on all

the κ values from the minimum value κmin to the maximum value κmax, with a step
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κ = κmax

BVP:

f (r0), f (R)

a (r0), a (R)

IVP:

f (r0), f
′ (r0)

a (r0), a
′ (r0)

Is Eq. 5.14

satisfied?

Shooting

method

Solutions

+

adjusted:

f (r0), f
′ (r0)

a (r0), a
′ (r0)

R = R+Rstep

STOP

Final

solution

ǫ value

calculation

hc1 =
ǫκ

4π

κ = κ + κstep

Print

results

no

yes

no

yes

Figure 5.1. Flow chart representing the self-consistent numerical code to calculate
hc1.
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Figure 5.2. Numerical solution of the Ginzburg-Landau equations in cylindrical sym-
metry for different values of κ.

equal to κstep. The second loop is needed to increase iteratively the dimension of

the solution domain R. Such second cycle is extremely important: given the initial

values it calculates the solutions and returns the adjusted initial values of f1 and a1

(Eq. 5.13) at every cycle. In such a way, at every cycle the solution domain R is

increased till the exit condition is matched. The exit condition used is the following:






































































[R > 5 ∧ (f(R) > 1.001 ∨ f ′(R) < 0)]

∨
[

R > 5 ∧
(

a′(R) ≥ 0 ∨ a′(R) ≤ − 1

κR2

)]

∨

R = 20

(5.14)

The first condition in Eq. 5.14 controls the shape of the solution every iteration.

The order parameter shape must be flat (f ′(R) = 0) at the domain boundary and with
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value equal to one (f(R) = 1). At the same time, also the vector potential should be

monitored. Even if at the boundary its slope must be −1/(κR2), its shape may vary

a bit during the various iterations. In order to let the solution to converge correctly,

such slope must fall inside the range −1/(κR2) ≤ a ≤ 0. These boundary conditions

are matched only asymptotically, therefore in both cases the exit condition imposes

also that R must be larger than 5. Such precaution assures that the domain is large

enough that the solution already tends towards the asymptotic boundary conditions

imposed.

The second condition is imposed on the maximum extension of the domain.

Such maximum value was chosen inasmuch it minimizes the computation time without

affecting the solution accuracy. As just said, the boundary conditions should be

matched at infinite, therefore the larger the solution domain, the more accurate the

solution.

Once the exit condition is matched, the code calculates the single non-interacting

vortex energy ǫ from Eq. 5.6 by means of the numerical functions f(r) and h(r). The

normalized lower critical field is then obtained from Eq. 5.5 for a particular κ value.

The entire program is then reiterated increasing κ till the κmax limit is matched.

In Figure 5.2, three numerical simulations of order parameter, vector potential

and local magnetic field of an isolated vortex as a function of the normalized radius r

(= radius/λ) are shown. The coordinate zero corresponds to the vortex center, which

as described by A. A. Abrikosov [26] is the point at which both order parameter and

vector potential assume zero value. On the opposite, the magnetic field has maximum

value at the vortex center. Far from the vortex center the order parameter tends to

1, while the vector potential and magnetic field tend to zero, the first one assuming

an asymptotic form a → 1/ (κr).
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5.4 Superheating Field Numerical Calculation

The superheating field of superconductors corresponds to the highest field for

which the Ginzburg-Landau free energy still possess a local minimum as a function

of the order parameter. In other words, Hsh corresponds to the highest field at which

the superconductive Meissner state can exist in a meta-stable condition above the

lower critical field.

Since the Ginzburg-Landau equations defines the coupled functions order pa-

rameter and vector potential for which the free energy density is minimized, solving

such equations for increasing values of applied magnetic field returns the value of the

superheating field. In particular, the superheating field corresponds to the highest

magnetic field for which we still find an acceptable solution of the Ginzburg-Landau

equations.

The geometry of the problem is different than before (Section 5.3). We are

now considering a semi-infinite superconductor for x > 0, with surface at x = 0, and

applied magnetic field parallel to the surface along the ẑ direction. The supercon-

ducting screening currents flow at the surface along the ŷ direction. In such geometry

the order parameter is a pure real number.

We can now rewrite the Ginzburg-Landau equations in order to match such

geometry. Let us consider the first equation in Eq. 2.13. The third term becomes:
(

a+
i∇
κ

)2

f =

(

a2 − ∇2

κ2
+

i 2 a · ∇
κ

)

f

= a2f − 1

κ2
f ′′ +

i 2 af ′

κ
(ŷ · x̂) ,

(5.15)

where the prime identifies the derivative with respect the x coordinate. Since ŷ is

orthogonal to x̂ the third term is zero, and the first Ginzburg-Landau equation takes

form:

1

κ2
f ′′ − a2f + f − f 3 = 0 . (5.16)
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We should now consider the second Ginzburg-Landau equation in Eq. 2.13 and

rewrite the first and second terms as:

∇× (∇× a) = −a′′

i

2κ
[f∇f − f∇f ] = 0 .

(5.17)

Substituting back such definitions, we obtain the second Ginzburg-Landau equation

in the mono-dimensional case:

a′′ − f 2a = 0 . (5.18)

Eq. 5.16 and 5.18 represent the Ginzburg-Landau equations describing the

penetration of the magnetic field applied parallel to the surface of the superconductor

in a one-dimensional case, as a function of the of the material’s κ.

The numerical calculation was performed with a self-consistent Shooting Method

(see Appendix C), assuming the following boundary conditions:

f ′ (0) = 0 , f (X) = 1

a′ (0) = h , a (X) = 0

(5.19)

where h is the applied field parallel to the superconductor surface andX the maximum

extension of the solution domain. Since we are dealing with a numerical shooting

method solver the following initial conditions are also provided:

f (0) = f1 , a (0) = a1 (5.20)

with f1 and a1 calculated self-consistently.

The numerical code is composed of three concatenated loops. The first one

iterates on all the possible values of κ, from a minimum value κmin to a maximum

value κmax, with steps equal to κstep. The second one increases the value of the applied

field at the surface h at every iteration, of an amount hstep, while the third one is

implemented in order to increase the dimension of the solution domain X by steps
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equal to Xstep. Inside this last loop, there are three different exit conditions: the first

one probes the accuracy of the solution obtained, the second one is needed to control

the validity of the solution and the third one monitors if the numerical solver fails to

return a solution. In Appendix D the numerical code is reported, while in Figure 5.3

the corresponded flow chart is showed.

The first exit condition is the following:

[X > 5 ∧ f(X) > 1.001 ∧ f ′(X) < 0] ∨ X = 8 , (5.21)

and it guarantees that when the numerical solution starts to deviate substantially from

the ideal one (f(X) = 1 and f ′(X) = 0), the inner loop on the domain extension X

is stopped and the computation moved to the intermediate loop on the applied field

h. At this point the field is increased and the inner loop on X re-initialized.

Inside the inner loop, the second exit condition is represented by a test on

the order parameter value at the surface. If f(0) calculated by the numerical solver

assumes values too low (< 0.0001) the solution calculated is assumed to be “normal-

conductive”, i.e. when the order parameter is zero, in all or at the surface of the

superconductor, the material is normal-conducting. When such condition is matched

the inner and the middle loops are stopped and the logic flag normally set on False

is turned on True. The code then prints the superheating field value (hsh) for that

particular κ, which corresponds to the last value of h minus the field step hstep. The

value of κ is then increased and the process repeated.

Important to point out that not always the Ginzburg-Landau equations can be

solved for fields larger that hsh giving “normal-conductive” solutions. Often (usually

depending on the Xstep and hstep values implemented), the numerical solver can return

a non-real solution when h > hsh. The third exit condition takes care of stopping the

inner and the middle loops when non-real solutions are returned, and turns the logic
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f ′ (0), f (X)
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flag = False

Is Eq. 5.21
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X + Xstep

STOP
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results
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Figure 5.3. Flow chart representing the self-consistent numerical code to calculate
hsh.
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Figure 5.4. Numerical solution of the mono-dimensional Ginzburg-Landau equations
for different values of κ and applied field h = 0.75.

flag on True, letting the code to print the superheating field value as before. The

entire series of loops is then repeated till the maximum value of κmax is reached.

In Figure 5.4, the numerical calculated order parameter, vector potential and

magnetic field are plotted versus the normalized depth x (= depth/λ). Interesting to

notice that for the same applied field h, the order parameter trend changes substan-

tially assuming different κ values. In particular, lower κ values imply a more gradual

variation of the order parameter, in agreement with a larger coherence length—the co-

herence length defines the typical dimension inside which the order parameter varies.

5.5 Experimental Data and Numerical Calculations

By meaning of the two numerical codes showed in the Appendix D, the normal-

ized lower critical field hc1 = Hc1/(
√
2Hc) and superheating field hsh = Hsh/(

√
2Hc)

were calculated for increasing values of Ginzburg-Landau parameter, in the range

0.2 ≤ κ ≤ 3. In Figure 5.5, the numerical values obtained are compared with pre-



99

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
0.0

0.5

1.0

1.5

2.0
 A. J. Dolgert, et al., Phys. Rev. B 53, 5650 (1991)
 J. Matricon, D. Saint-James, Phys. Lett. 24A, 241 (1967)
 M. Transtrum, et al., Phys. Rev. B 83, 094505 (2011)
 hsh  GL numerical
 J. L. Harden, V. Arp, Cryogenics 3, 105 (1963)
 P. Tholfsen, H. Meissner, Phys. Rev. 169, 169 (1968)
 hc1  GL numerical 

h c1
, h

sh

Figure 5.5. Numerical values of hc1 and hsh as a function of the Ginzburg-Landau
parameter.

vious numerical calculations found in literature [103, 104, 105, 106, 107]. As it is

clearly sown, the numerical results obtained are in good agreement with the previous

calculations. The numerical solutions where fitted with two analytic formulas within

the evaluation range 0.2 ≤ κ ≤ 3:

hc1 ≃ 0.58 κ−0.57

hsh ≃ 0.72 + 0.18 κ−1 + 0.004 κ−2

(5.22)

Several TESLA type [15] cavities were rf tested at the Fermi National Accel-

erator Laboratory’s vertical test facility till their quench field. The complete list of

cavities studied along with their magnetic peak field at the quench field and their

thermal history are reported in Table 5.1. The mean free path values (l) were cal-

culated as described in [10, 75, 76], while the Ginzburg-Landau parameters where
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calculated using the formulas:

κ =
λ

ξ
; λ = λ0

√

1 +
ξ0
l

; ξ =

(

1

ξ0
+

1

l

)−1

(5.23)

where ξ0 = 38 nm and λ0 = 39 nm [85].

In Figure 5.6, the experimental quench fields are reported as a function of the

Ginzburg-Landau parameter along with the numerical simulations. The conversion

Eacc to Bp was done by means of the ratio defined in Section 3.1.3.

The Ginzburg-Landau theory is valid when the order parameter Ψ is small—near

Tc for every field or nearHc2 for every temperature—(see Section: 2.2), therefore it was

assumed that by means of the empiric formula in Eq. 2.15, the lower critical field and

superheating field values calculated near Tc could be re-scaled at low temperatures

(T = 2 K).

The thermodynamic critical field Bc value was then assumed equal to 180 mT
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Table 5.1. Cavities studied. The values σBp
, σl and σκ are the errors associated to Bp, l and κ respectively.

Name Treatmenta
Bp σBp

l σl
κ σκ

[mT] [mT] [nm] [nm]

N
-d
op

ed

aes017 1 2/6min N-doped @ 800 ◦C + 4 µm EP 108.6 10.9 182 7 1.36 0.24

aes009 2/6min N-doped @ 800 ◦C + 5 µm EP 98.6 9.9 128 5 1.52 0.35

cbmm 2/6min N-doped @ 800 ◦C + 5 µm EP 79.5 8.0 85 14 1.79 0.55

aes011 2/6min N-doped @ 800 ◦C + 5 µm EP 119.5 12.0 – – – –

aes017 2b 2/6min N-doped @ 800 ◦C + 7.5 µm EP 78.81 7.9 128 5 1.52 0.35

aes025 2/6min N-doped @ 800 ◦C + 15 µm EP 99.2 9.9 238 3 1.28 0.17

aes019 1 10min N-doped @ 800 ◦C + 5 µm EP 117.3 11.7 134 7 1.49 0.33

nr005 10min N-doped @ 800 ◦C + 5 µm EP 91.2 9.1 – – – –

acc002 20min N-doped @ 800 ◦C + 5 µm EP 81.4 8.1 70 10 1.97 0.69

pav009 20min N-doped @ 900 ◦C + 5 µm EP 101.4 10.1 93 10 1.72 0.50

aes019 2 30min N-doped @ 800 ◦C + 5 µm EP 86.3 8.6 99 2 1.67 0.46

E
P pav007 EP 135.9 13.6 1000 100 1.09 0.32

acc005 1 EP 162.3 16.2 1500 150 1.07 0.31

12
0

◦
C

aes014 EP + 120 ◦C 135.6 13.6 16 1.6 6.36 1.90

pav010 EP + 120 ◦C 173.4 17.3 16 1.6 6.36 1.90

acc003 EP + 120 ◦C 165.2 16.5 16 1.6 6.36 1.90

acc005 2 EP + 120 ◦C 165.2 16.5 16 1.6 6.36 1.90

aes005 EP + 120 ◦C 159.4 15.9 16 1.6 6.36 1.90

a all the treatments (except for aes019 2, aes017 2 and acc005 2) are preceded by a 800 ◦C bake for 3 hours.

b preceded by a 1000 ◦C bake for 4 hours plus a 800 ◦C bake for 30 minutes.
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as experimentally measured for pure niobium in [108] at 2 K, while the analytic

expression used to plot the upper critical field Bc2 is [33]:

Bc2 =
√
2Bcκ (5.24)

The data reported in Figure 5.6 shows that statistically N-doped cavities

quench in proximity of Bc1, while cavities treated with the 120 ◦C mild baking are

quenching always well above the lower critical field. Therefore 120 ◦C baked cavities

are statistically overcoming Bc1 and reaching the meta-stable Meissner state. In such

state magnetic flux vortices would be stable in the superconductor bulk, since above

Bc1, but are instead confined outside because not energetically favorable to penetrate

the surface, inasmuch below the superheating field.

Electro-polished cavities are instead quenching nearby the lower critical field,

but since they are quenching in the high-field-Q-slope (HFQS) [99] regime, we cannot

think to their limitation as surely introduced by the overcoming of one fundamental

superconducting parameter (such as Bc1 or Bsh).

As explained in [54], the high-field-Q-slope might be introduced by the pres-

ence of nanometric niobium hydrides precipitates that are superconducting by prox-

imity coupling [109] with the niobium matrix. When the field is increased above a

certain level—the proximity break-down field—inversely proportional to the precip-

itate dimension, the proximity coupling is broken and niobium hydrides turned to

normal-conducting. The HFQS can be then explained by the subsequent proximity

coupling break-down of hydrides of different dimension with the increasing field. This

mechanism though does not prevent the possibility that the proximity break-down

may generate also quench. For this reason the electro-polished cavities will be not

discussed further more.

5.5.1 Quench in Nitrogen-Doped Cavities. As explained in Section 5.2, if
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Figure 5.7. T-map acquired just before the cavity quench. The red circle shows the
quench location.

defects are present at the cavity rf surface this latter may quench well below the field

of first penetration because of thermal breakdown. The plot in Figure 5.6 should

then be interpreted critically, and in order to discuss it correctly we need the further

support of some T-map data.

It was observed that during continuous wave vertical rf measurements, N-

doped cavities were quenching without showing any warm up at the quench spot just

before the quench event—preheating. Such effect is reported in Figure 5.7, where the

T-maps acquired for some cavities (see Table 5.1) are reported.

The T-map measurements where performed for three N-doped cavities, and

all of them did not show any kind of preheating—temperature increasing before the

quench event—at the quench spot. Differently, if we observe the T-map acquired for

a standard electro-polished cavity before the quench (acc005 1), the thermometers

register the highest temperature among the whole cavity surface exactly were the

quench is going to happen.

The preheating of cavity acc005 1 is shown also in Figure 5.8. As the field is

increased (from 18.5 MV/m to 38.1 MV/m), the thermometers shows a hot spot (red

circle), that eventually turns into a quench (Figure 5.8f).

In Figure 5.9, this behavior is even more evident. For N-doped cavities the
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Figure 5.8. T-map data acquired during the first power rise of cavity acc005 1. High-
lighted with the red circle the quench spot.
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Figure 5.9. Temperature variation at the quench location as a function of the accel-
erating field.

temperature at the spot where the quench is going to happen remains constant as

the rf field is increased in the cavity, while it increases approximately exponentially

in the case of the EP cavity (acc005 1).

If no preheating is observed before the quench, we can directly rule out the

thermal breakdown mechanism, since it assumes the quench as originated by the

presence of a defect warmed up by the rf field. This means that differently from

“standard” cavities (e.g. EP and 120 ◦C baked cavities) that are usually limited

by thermal breakdown, N-doped cavities are instead limited by a magnetic type of

quench, i.e. magnetic field that penetrates the rf surface and ignites the quench event.

We can now again take into account Figure 5.6. Clearly, N-doped cavities are

statistically quenching below Bc1, and at the same time we know that such cavities

are limited by a magnetic type of quench mechanism. We can therefore infer that

in such cavities the quench usually happens because of magnetic field enhancement.
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The magnetic field is enhanced locally where superconducting asperities with high

aspect ratio are present, allowing the magnetic field to penetrate earlier since locally

higher than the field of first penetration.

Important to notice that, none of the N-doped cavities quenched above Bc1,

and their quench fields seem to follow the dependence of the lower critical field with the

Ginzburg-Landau parameter. Such experimental finding suggests that probably for

such cavities the meta-stable Meissner state for Bc1 < B < Bsh is suppressed, and the

cavities quench as soon as the condition of stability of vortices in the superconductor

bulk is matched at Bc1 (G ≤ 0). Comparing the maximum quench field obtained

with N-doped cavities to those obtained with the 120 ◦C baking, it appears clear that

the latter can easily overcome the lower critical field and quench in the meta-stable

Meissner state, even if their Bc1 is lowered by the higher Ginzburg-Landau parameter

value.

5.6 Summary

It this chapter the fundamental accelerating gradient limitation of SRF cavities

was described. The lower critical field and the superheating field were calculated

numerically form the Ginzburg-Landau equations for the κ range between 0.2 and 3.

The experimental data acquired at 2 K for cavities with different κ were compared

to the numerical values of Bc1 and Bsh.

The comparison suggests that N-doped cavities are statistically quenching be-

low Bc1 and therefore are not able to reach the meta-stable Meissner state. T-map

measurements suggest also that N-doped cavities are quenching because of penetra-

tion of magnetic field at the quench spot. Since no preheating is observed at the

location where the quench is going to happen, the conclusion is that the quench ig-

nition mechanism is most likely the magnetic field enhancement. Such conclusion
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explains also why N-doping cavities are seen usually quenching below Bc1.

Different conclusions must be done for the 120 ◦C baked cavities. Statistically,

such cavities are always quenching above the lower critical field in the meta-stable

state. The vortex penetration is delayed, even if their lower critical field is lower than

the N-doped cavities one.

In order to better understand the phenomenology underneath such different

behavior we need to study the energetic of vortex penetration, which will be discussed

in the following chapter (Chapter 6).
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CHAPTER 6

ENHANCEMENT OF THE ACCELERATING GRADIENT

6.1 Chapter Overview

As discussed in the previous chapter (Chapter 5), the fundamental limitation

of superconducting accelerating cavities is related to the penetration of magnetic flux

vortices in the superconductor. It was observed that particular thermal treatments

can in principle promote the cavity in the so-called meta-stable Meissner state above

Bc1, and therefore enhance the accelerating gradient described.

The meta-stable Meissner state can in principle be described by means of an

energetic argumentation on the vortex penetration at the rf surface. The main idea of

this chapter is to take advantage of such energetic argumentation of vortex nucleation,

to explain the different limitations encountered for cavities prepared with different

surface finishing.

The vortex nucleation at the surface is discussed by means of the Bean-

Livingston energy barrier [110]. Initially, the calculation is carried out numerically

from the Ginzburg-Landau equations for a uniform material with constant κ. A sim-

ilar numerical approach is adopted for the second part of the calculations, where the

Ginzburg-Landau equations are modified in order to account for a non-constant κ

profile. In particular, the calculation is performed in the scenario in which a dirty

layer (high κ) is deposited or grown on top of a clean superconductor bulk (low κ).

The result of this latter suggests that when the dirty layer is present at the

rf surface, the quench field of superconducting cavities can be enhanced. It was

observed by low energy muon spin rotation (LE-µSR) measurements [11], that 120 ◦C

baked cavities present different grades of dirtiness (κ) at the very surface and in

the bulk, that can be interpreted as the fingerprint of a dirty layer at the surface.
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The experimental results described in Chapter 5, that show 120 ◦C baked cavities

quenching statistically always above Bc1, can then be explained with the energetic

argumentation on vortex penetration when a dirty layer is grown at the rf surface

presented in this chapter.

The possible enhancement of the accelerating gradient by meaning of layered

structures in accelerating cavities was initially introduced by A. Gurevich [111]. He

showed that high κ superconducting layers separated by insulating layers (SIS struc-

ture) deposited at the rf surface can in principle allow higher gradients. In the same

direction T. Kubo [112, 113] and S. Posen et al. [114] explored in detail the behavior of

the SIS structure. T. Kubo in particular, described also the “SS structure” [115, 113],

i.e. a high κ (dirty) superconducting layer on top of a low κ (clean) bulk supercon-

ductor. He approached the problem in the high κ approximation by meaning of the

London equations, showing that the dirty layer can in principle enhance the acceler-

ating field even if no insulating layer is present.

A similar situation is here presented, the “SS structure” is described as a

κ profile at the surface, and the problem is approached by solving numerically the

Ginzburg-Landau equations for arbitrary κ [116, 117].

The dirty layer technology allows to reach high Q-factors at high gradients.

N-doping (see Section 3.3) might be implemented to generate a dirty (doped) layer

a the cavity surface, and therefore in principle to merge together the benefit of high

gradients and high Q-factors. Some new results on 1.3 GHz TESLA type cavities,

that show high Q-factors at high gradients are presented. Such unprecedented results

were achieved by implementing the new N-infusion treatment (see Section 3.3), which

is demonstrated to generate a thin N-doped layer on top of a clean bulk.

6.2 The Classic Bean Livingston Barrier
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The occurrence of the meta-stable Meissner state is related, though not equiv-

alent, to the existence of an energy surface barrier to the magnetic flux penetration

in the superconductor. Such surface barrier was for the first time described by C. P.

Bean and J. D. Livingston [110] in dirty limit (λ >> ξ, or κ >> 1), and it represents

the energy cost a vortex must spend in order to penetrate the surface of a type-II

superconductor and reach its bulk.

Let us assume a semi-infinite type-II superconductor with constant κ and

perfect surface (without any irregularity, imperfection or defect), where a magnetic

field is applied parallel to it. We can then describe the Bean-Livingston energy barrier

in terms of Gibbs free energy density g (in dimensionless notation g = G/(nµ0H
2
cλ

2))

for a vortex penetrating at the superconductor’s surface.

The Gibbs free energy density g can be defined as a function of the normalized

coordinate x (normalized with respect to λ) and composed by three terms:

i the interaction of the vortex with the magnetic field profile at the superconductor

surface (gf(x)),

ii the interaction of the vortex with the surface (gv(x)) and

iii the Gibbs free energy density of a vortex far from the surface localized in the bulk

of the material (g∞).

The Gibbs free energy density then takes the general form:

g(x) = gf(x) + gv(x) + g∞ , (6.1)

and it can be calculated by solving the integral of the total force acting on the vortex:

g(x) = −
∫

ff(x) + fv(x) dx , (6.2)
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where ff (x) and fv(x) are the forces generated by the interaction of the vortex with

the magnetic field profile and with the surface respectively (ff(x) and fv(x) are forces

per unit of length in dimensionless units f = µ0F/(B
2
cλ)).

6.2.1 Vortex - Field Interaction. Let us assume a superconducting surface in

the plane yz, where a vortex penetrating from this surface is found at a distance x

from it, with magnetic flux along ŷ. The screening current j is instead flowing parallel

to the surface along ẑ.

We can calculate the interaction force between the vortex in the material and

the magnetic field profile at the surface by considering the Lorentz force per unit of

length acting between the current density that screens the field and the flux quantum:

Ff (x) = j(x)× φ0 ŷ . (6.3)

Taking advantage of the Maxwell equations and assuming the field profile

B(x) = (0, 0, Bz(x)), we can write:

∇×B(x) = µ0j(x)

=

(

∂Bz

∂y
− ∂Bz

∂z

)

x̂+

(

∂Bx

∂z
− ∂Bz

∂x

)

ŷ +

(

∂By

∂x
− ∂Bx

∂y

)

ẑ

= −∂Bz(x)

∂x
ŷ ,

(6.4)

where ∂Bz/∂y = ∂Bz/∂z = 0, since we assumed uniform field along y and z. We can

then define the screening current density at the vortex center location as equal to:

j(x) = − 1

µ0

∂Bz(x)

∂x
ŷ , (6.5)

and therefore the Lorenz force is:

Ff (x) = −φ0

µ0

∂Bz(x)

∂x
(ŷ × ẑ)

= −φ0

µ0

∂Bz(x)

∂x
x̂ .

(6.6)
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Figure 6.1. The top graph shows bv of the image vortex outside the superconductor
(−Φ0) that interacts with the vortex Φ0 inside the superconductor. The bottom
graph shows instead vortex Φ0 inside the superconductor that interacts with the
magnetic induction profile.

By meaning of the the normalization formulas that can be found in [103], the

force per unit of length can be rewritten in terms of dimensionless quantities:

ff (x) = −4π

κ

∂ bf (x)

∂x
x̂ , (6.7)

where ff = µ0Ff/B
2
cλ, x correspond to the normalized quantity depth/λ and bf (x)

is the magnetic induction profile decaying in the superconductor from the surface,

calculated numerically from Eqs. 5.16 and 5.18 (the ratios bf(x) ≡ hf(x)).

Since the gradient of the magnetic induction bf (x) is negative, the force will be

repulsive. The vortex is pushed inside the superconductor bulk and therefore moved

away from the surface. The scenario just described is showed in the lower graph of

Figure 6.1.

6.2.2 Vortex - Anti-Vortex Interaction. In order to calculate the interaction

between the vortex and the superconductor surface, we can exploit the image vor-

tex method [110]. We should consider an image vortex with same field profile, but
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different sign, outside the superconductor in the specular position of the real vortex.

We can therefore calculate the interaction between the field of the image vortex and

the flux quanta carried by the real vortex, assuming the origin of the system of co-

ordinates to be centered at the image vortex center. As before, the interaction is

mediated by the Lorentz force per unit of length:

Fv(x) = j(2x)× φ0 ŷ . (6.8)

Following what just done, but considering the magnetic induction profile of

the image vortex B(2x) = (0, 0,−Bz(2x)), we can write:

∇×B(2x) = µ0j(2x)

= −
[(

∂Bz

∂y
− ∂Bz

∂z

)

x̂+

(

∂Bx

∂z
− ∂Bz

∂x

)

ŷ +

(

∂By

∂x
− ∂Bx

∂y

)

ẑ

]

= −∂Bz(2x)

∂y
x̂+

∂Bz(2x)

∂x
ŷ .

(6.9)

Since the vortex magnetic induction profile is assumed to be cylindrical symmetric (in

first approximation also near the superconductor surface), the only spatial derivative

equal to zero is ∂Bz/∂z = 0. We can then define the screening current at the vortex

center location as equal to:

j(2x) = − 1

µ0

(

∂Bz(2x)

∂y
x̂− ∂Bz(2x)

∂x
ŷ

)

, (6.10)

and therefore the Lorenz force is:

Fv(x) = −φ0

µ0

[

∂Bz(2x)

∂y
(x̂× ẑ)− ∂Bz(2x)

∂x
(ŷ × ẑ)

]

=
φ0

µ0

[

∂Bz(2x)

∂x
x̂+

∂Bz(2x)

∂y
ŷ

]

.

(6.11)

Limiting the interaction only along x and expressing the force per unit of

length in terms of dimensionless quantities [103] we have:

fv(x) =
4π

κ

∂ bv(2x)

∂x
x̂ , (6.12)
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Figure 6.2. Total force acting on the vortex as a function of the normalized position
x. In (a) the force is calculated for increasing κ and field h = hc1(κ) while in (b)
for constant κ = 2.5 but increasing field.

where bv(2x) is the vortex magnetic induction profile calculated numerically by using

Eqs. 5.9 and 5.11, and x the normalized quantity depth/λ.

Such interaction is attractive since the magnetic induction gradient along x is

negative. The vortex experiences an attractive force that pushes it towards the super-

conductor surface. The upper graph of Figure 6.1 shows the scenario just depicted,

while in Figure 6.2 the total force acting on a vortex penetrating from the rf surface

(Eq. 6.7 plus Eq. 6.12) is calculated as a function of the normalized position x.

6.2.3 Gibbs Free Energy Densisty. By meaning of Eq. 6.2, we can now calculate

the Gibbs free energy density by substituting Eqs. 6.7 and 6.12:

g(x) = −4π

κ

∫

∂ bv(2x)

∂x
− ∂ bf(x)

∂x
dx

=
4π

κ
[bf (x)− bv(2x)] + C ,

(6.13)

where C is a constant to be determined. If we assume the limit of x tending to

infinite, the terms dependent on x goes to zero since both bf (x) and bv(2x) are zero

for x → ∞. Therefore, we can define that g∞ = g(x → ∞) = C.

The Gibbs free energy density G for a superconductor immersed in a magnetic
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field with non-interacting vortices located far from the surface is:

G∞ = nE − nφ0H . (6.14)

By meaning of the definitions given in [103] and normalizing by the vortex areal

density n, we get the dimensionless Gibbs free energy density g∞:

g∞ = ǫ− 4π

κ
h

=
4π

κ
(hc1 − h) ,

(6.15)

where g∞ = G∞/(nµ0H
2
cλ

2) and hc1 = ǫ κ/4π.

The dimensionless Gibbs free energy density is then defined as:

g(x) =
4π

κ
[bf (x)− bv(2x) + hc1 − h] . (6.16)

In Figure 6.3 the Gibbs free energy density simulated numerically from Eq. 6.16

is reported as a function of the normalized coordinate x.

Figure 6.3a shows the Gibbs free energy density calculated for different κ

values, with applied field equal to the lower critical field calculated at that particular

κ. Important to notice that the barrier is present at the surface only, for increasing

distances from the surface g decreases till reaches zero in the material bulk. This

behavior of g is in perfect accordance with the condition that g∞ = 0 for h = hc1, as

discussed previously in Section 5.3.

In Figure 6.3b, the Gibbs free energy is instead calculated for fixed κ value,

and different fields. For small fields values (h = H/
√
2Hc = 0.4), lower than hc1,

the Gibbs free energy in the material bulk is larger than zero, meaning that vortices

are not stable in the superconductor bulk. When h = hc1 vortices become stable in

the material bulk, but in order to penetrate from the surface they still need to spend

some energy defined by the barrier height, as just discussed for Figure 6.3a.
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Figure 6.3. Gibbs free energy density as a function of the normalized position x. In
(a) g is calculated for increasing κ and field h = hc1(κ) while in (b) for constant
κ = 2.5 but increasing field.

When h > hc1 vortices are very stable in the material. From the pure bulk

thermodynamics point of view, the superconductor is in the mixed state and g < 0.

On the other hand, the energy barrier at the surface is still present and in order to

penetrate the vortex still has to spend some energy. Therefore, if no nucleation points

are present (e.g. superficial defects), the superconductor will be in the meta-stable

Meissner state where the flux is still confined outside the superconductor because of

the presence of the surface.

If h is increased even more, the energy barrier decreases in height till disappears

when h = hBL
sh —the maximum of the Gibbs free energy density is equal to zero.

Interesting to notice that such field has something in common with the superheating

field hsh, but it must not be confused with it. Indeed, for κ = 1.04 we get hBL
sh = 0.77,

that is smaller by a factor of 1.17 than hsh = 0.9, which is instead calculated by means

of the Ginzburg-Landau theory. Such discrepancy is also discussed in [118], where

the factor is claimed to be
√
2 for κ = 10. The Bean-Livingston barrier is therefore a

simple way to physically explain the presence of the meta-stable Meissner state, but

only qualitative information on the superheating field can be obtained. On the other
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hand though, it contains good insights on the stability of the meta-stable Meissner

state.

6.2.4 Disquisition on the Experimental Data. Let us consider again Fig-

ure 6.3a. As already said, it describes the Gibbs free energy density for h = hc1. This

means that it corresponds to the energy barrier a vortex would see when h = hc1.

Interesting to notice that as the Ginzburg-Landau parameter is increased, the bar-

rier decreases, and the meta-stable Meissner state is destabilized. When defects are

present at the surface (always in real surfaces), the surface barrier is partially or to-

tally suppressed, and the penetration of vortices is favorable. If for the same surface

condition (comparable defects number, roughness etc.) we consider also the depen-

dence on κ, we would expect the vortex penetration to be even more favorable when

κ assumes larger values.

What we observe experimentally is reported in the previous chapter (Chap-

ter 5) in Figure 5.6. We can assume that both N-doped and 120 ◦C baked cavities

have comparable surface goodness, with comparable roughness, number and type of

defects, since both of them have an EP finishing. On the other hand though, N-doped

cavities possess lower κ than 120 ◦C baked cavities, thus we should expect them to

quench statistically at higher fields than 120 ◦C baked cavities. What we observe is

instead the opposite, 120 ◦C baked cavities are statistically quenching at higher fields

than N-doped cavities, even if their κ is higher, and their meta-stable Meissner state

destabilized by the smaller barrier.

Some low energy muon spin rotation (LE-µSR) measurements performed on

cavites cut-outs [11], highlighted some huge differences of the magnetic induction pro-

file in the superconductor as a function of different thermal treatments and superficial

preparation. In Figure 6.4 such LE-µSR data is reported. From the point of view

of the focus of this section, the most important information presented in the graph



118

0 10 20 30 40 50 60 70 80 90
0.0

0.2

0.4

0.6

0.8

1.0

1.2

 

 

 BCP 10 m
 EP 120 m
 120 C baked
 N-doped

B
/B

ex
t

z [nm]

Figure 6.4. LE-µSR data reported in [11]. The N-doped data is courtesy of Dr. A. Ro-
manenko

of Figure 6.4 is the Meissner screening of the 120 ◦C baked surface. As reported

in [11], the Meissner screening of such surface is explainable only if the electron mean

free path is assumed to vary inside the penetration depth (small at the very surface

and large in the bulk), as if a dirty layer on the cavity surface was present. In the

material bulk the mean free path of 120 ◦C baked cavities is then comparable to the

one of EP and BCP cavities. N-doped cavities (data courtesy of Dr. A. Romanenko)

shows instead constant mean free path inside the penetration depth, meaning that

the variation of the mean free path is negligible in the nanometric range.

Because of such variation of mean free path in the first namometers of material

observed for 120 ◦C cavities, the description of the Bean-Livingston barrier till now

adopted is not correct anymore. A more complicated scenario where the Ginzburg-

Landau parameter varies inside the penetration depth must be considered in order to

describe the higher quench field of such cavities with respect to the others.

6.3 The Dirty Layer Effect on Vortex Nucleation
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Let us assume again a semi-infinite superconductor, where the normal to the

surface x̂ is directed towards the material bulk, the external magnetic field is applied

along the ẑ direction and the screening currents are flowing along the ŷ direction. Dif-

ferently than before, the Ginzburg-Landau parameter of such material is not constant,

but it varies with an analytic form:

κ(x) = − κs − κb

1 + e−(x−x0)/c
+ κs , (6.17)

which corresponds to a sigmoidal function, where κs and κb are the superficial and

bulk Ginzburg-Landau parameters, c is a constant that defines the steepness of the

function (normally c = 0.018) and x0 corresponds to the sigmoid inflection point.

Such function was chosen because represents a good approximation of a dirty layer

of thickness x0.

The physical dimension of the layer d is then defined as:

d = x0 λ ; λ = λ0

√

1 +
ξ0
l
, (6.18)

where:

l =
ξ0λ

2/3
0

κmξ
2/3
0 − λ

2/3
0

; κm =
ks + kb

2
. (6.19)

In first approximation, the forces acting on a vortex penetrating from the

surface with a non-constant κ profile can be calculated similarly the description im-

plemented in the previous section.

6.3.1 Vortex - Field Interaction. The repulsive force the vortex experiences

because of its interaction with the magnetic induction profile in the material (as done

also in Subsection 6.2.2) is calculated as:

ff (x) = − 4π

κ(x)

∂ bf (x)

∂x
x̂ , (6.20)

where bf (x) is calculated as bf (x) = a′(x) from the Ginzburg-Landau equations

(Eqs. 5.16 and 5.18) modified as follows in order to account also for the variation
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of κ with x:

1

κ2(x)
f ′′ − a2f + f − f 3 = 0

a′′ − f 2a = 0 ,

(6.21)

where the boundary conditions used are the same reported in Eq. 5.19.

6.3.2 Vortex - Image-Vortex Interaction. Following the reasoning reported

also in Subsection 6.2.2, the attractive force is calculated as:

fv(x) =
4π

κ(x)

∂ bv(2x)

∂x
x̂ , (6.22)

where bv(2x) is the magnetic induction of the image-vortex defined as bv(r) = a′(r)+

(1/r)a(r).

Firstly, in order to perform such calculation we should assume that the κ

profile is mirror-like symmetric with respect to the superconductor surface as well,

i.e. the image-vortex “feels” the same κ profile of the vortex in the material.

Secondly, the magnetic induction profile can be calculated from the cylindri-

cally symmetric Ginzburg-Landau equations only if some approximations are made:

i) both vortex and anti-vortex are assumed to be point-like objects, ii) the interac-

tion between vortex and anti-vortex is defined only along the conjunction segment

between them, and iii) because of (ii), the magnetic induction profile along the line

of interaction is assumed to be not affected by the non-cylindrical symmetry of the κ

profile.

Under such assumptions the cylindrical symmetric GL equations (Eqs. 5.9 and

5.11) modified in order to account for such κ profile are the following:

f ′′ +
1

r
f ′ − Γ2(r, x) f

[

f 2 − 1 +

(

a− 1

Γ(r, x) r

)2
]

= 0

a′′ +
1

r
a′ − 1

r2
a− f 2

(

a− 1

Γ(r, x) r
θ̂

)

= 0 ,

(6.23)
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Figure 6.5. Magnetic induction profiles at the surface—lower graph—and of the anti-
vortex—upper graph—for a non constant κ profile and vortex position at x = 0.6.
The green lines correspond to the κ profile in the two cases.

where Γ(r, x) = κ(x− r) + κ(r − x)− κs is the κ profile as seen by the image-vortex

and x is the vortex position with respect the surface. The boundary conditions used

are the same assumed in Eq. 5.12, where the constant κ is substituted by Γ(R, x),

with R the domain extension.

In order to better visualize the problem, in Figure 6.5 the magnetic induction

profiles of anti-vortex and applied field calculated by means of Eqs. 6.21 and 6.23,

are plotted along with the Ginzburg-Landau parameter profile used.

As the vortex moves away from the rf surface, the κ profile as seen by the anti-

vortex from its position towards the vortex across the surface varies as a function of x.

This means that the magnetic induction profile of the anti-vortex must be calculated
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Figure 6.6. Total force acting on the vortex as a function of the normalized position
x. In (a) the force is calculated for increasing superficial κs and constant field
h = hc1(κb) while in (b) for constant κs = 2.5 but increasing field. The layer
thickness is fixed at d = 15 nm and kb = 1.04.

(form Eq. 6.23) for every vortex position x at which we want to define the force.

An example of forces calculated in such a way are reported in Figure 6.6, where

the Ginzburg-Landau equations (Eqs. 6.21 and 6.23) where solved numerically for a

20 nm thick layer.

6.3.3 Total Force. In Figure 6.6a, the force as a function of the vortex position x

is reported for increasing values of κs at the surface, calculated for constant applied

field h = hc1(κb). The larger κs, the sharper and pronounced is the attractive force

peak. The attractive force is also enhanced compared to the constant κ situation.

The vortex experiences a larger attractive force towards the surface when the dirty

layer is present, so that the vortex penetration is less favorable. On the other hand,

the repulsive force peak remains more ore less constant.

In Figure 6.6b, the force is reported for different values of applied field, but

same κ profile. As the field increases the attractive peak decreases in height (and

area) in favor of the repulsive peak growth.

In order to comprehend where this enhancement of attractive force cames
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Figure 6.7. In (a) an example of force as a function of the position x is plotted
along with the κ profile selected. In (b) and (c) the magnetic induction modulus of
the image-vortex is plotted along with the κ profile for constant κ and dirty layer
(non-constant κ) cases respectively.

from, we should consider Figure 6.7a, where the decomposition of the force f(x)

in attractive fv(x) and repulsive ff(x) forces is reported along with the κ profile.

Clearly the attractive force enhancement is generated by the change in Ginzburg-

Landau parameter at the dirty layer boundary. In particular, we see that both the

two contributions show an enhancement at the layer-bulk interface, but of opposite

sign:

i the repulsive force is enhanced because the effective penetration depth λ of the

bulk is smaller than the superficial layer. In order to accommodate the abrupt

variation in penetration depth, the screening currents at the layer-bulk interface

must be enhanced, and the force acting on the vortex at the bulk-layer interface

is larger,

ii the attractive force presents a peak generated by the perturbation of the magnetic

induction distribution introduced by the layer. In Figure 6.7b and c, the magnetic
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induction profile is plotted as a function of the position when the κ profile is

constant and equal to 2.5 (b) and when the dirty layer is present (c). In both

cases the vortex is localized at x = 0.6. The two red lines represent the slope

∂bv(2x)/∂x in the two cases. When the dirty layer is present the slope ∂bv(2x)/∂x

is larger, and therefore also the attractive force towards the surface.

6.3.4 Gibbs Free Energy Density. As it was done in the case of constant κ (see

Subsection 6.2.3), the Gibbs free energy density can be calculated numerically using

the integral relation:

g∗(x) = −
∫

f(x) dx

= −
∫

4π

κ(x)

(

∂ bv(2x)

∂x
− ∂ bf (x)

∂x

)

dx

= g∗s(x) + g∞ ,

(6.24)

where the ∗ means that g is defined up to an additive constant. In this case the

pre-factor 4π/κ(x) cannot be factorized out of the integral since dependent on x.

The Gibbs free energy density associated to the interaction with the surface is here

represented with g∗s(x).

Assuming that the dirty layer thickness d is lower than the penetration depth

at the surface (d < λs), the surface layer can be treated as a perturbation on the

magnetic induction profiles at the surface, while the bulk behavior remains totally

independent from the surface condition. In such approximation, the calculation is

substantially simplified and the Gibbs free energy at infinite (g∞) can be calculated

as before (Eq. 6.15) with κ = κb.

Since the integral in Eq. 6.24 must be determined numerically (in this case

a trapezoidal rule was used), in order to assure that the Gibbs free energy density

associated to the interaction with the surface is zero for x → ∞, we need to define a
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Figure 6.8. Gibbs free energy density as a function of the normalized position x. In
(a) g is calculated for increasing superficial κs and constant field h = hc1(κb) while
in (b) for constant κs = 2.5 but increasing field. The layer thickness is fixed at
d = 15 nm and kb = 1.04.

new constant C such that:

g∗s(x) = gs(x) + C . (6.25)

The constant C can be calculated similarly to g∞. Since gs(x) is associated to

the total force of interaction with the surface f(x), when x → ∞, then both f(x) → 0

and gs(x) → 0. Thus, if the solutions domain X is large enough, the force and gs(x)

values are so small that gs(X) ≈ f(X) and the integration constant is:

C = g∗s(X)− f(X) . (6.26)

It follows that the Gibbs free energy density is then calculated as:

g(x) = gs(x) ∗ g∞

= (g∗s(x)− g∗s(X) + f(X)) +
4π

κb
(hc1(κb)− h) ,

(6.27)

where hc1(κb) is the bulk lower critical field defined as in Eq. 5.5. In Figure 6.8

the Gibbs free energy density calculation for a layer with thickness d = 15 nm and

κb = 1.04 are showed.
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The graph in Figure 6.8a shows how the energy barrier evolves as a function

of increasing κs of the layer (d = 15 nm). The blue curve is calculated in the cleanest

limit with no layer at the surface. As the dirtiness of the layer is increased the barrier

height with respect to zero is slightly decreased. The most noticeable variation is the

initial positive slope of the curve that is increased by the presence of the dirty layer.

Also, the absolute height of the barrier is increased since at the very surface the Gibbs

free energy density assumes larger negative values as κs increases. The stability of

the meta-stable Meissner state is then increased with the introduction of the dirty

layer since the ∆g the vortex must spend in order to penetrate is larger. Since all

the curves in Figure 6.8a are calculated for h = hc1(κb) and d < λs, the Gibbs free

energy density tends to zero in the bulk of the material as expected.

In Figure 6.8b, the evolution of g as a function of the applied field for a 15 nm

layer with κs = 2.5 and κb = 1.04 is reported. The behavior of the Gibbs free energy

is analogous to the one calculated with constant κ profile showed in Figure 6.3b.

Of great importance is the dependence of the total force f , and of the Gibbs

free energy density g, on the dirty layer thickness. Figure 6.9 shows the f and g

trends for different dirty layer thicknesses, but same values of κs = 2.5 and κb = 1.04.

In particular a corresponds to the calculation performed for constant κ = 1.04, the

letters from b to h for dirty layers with ks = 2.5, κb = 1.04 and thickness: 5, 10, 15,

20, 30, 40 and 60 nm, while i for constant κ = 2.5.

Figure 6.9a shows that as the dimension of the layer increases, the single peak

found at about x = 0.5 is split in two, where the first one will correspond to the slope

of the Bean-Livington barrier at the superconductor surface, while the second one to

the interface layer-bulk. If the layer is thinner enough (say less than 20 nm thick),

the two peak are convoluted and cannot be distinguished. In the limit where the

layer is large enough (several times the penetration depth λs), the behavior expected
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is equivalent to the one of a bulk with κ = 2.5 (curve i).

In Figure 6.9b, the Gibbs free energy density is instead reported. As for the

force case, up to a thickness of about 20 nm the effects of the two surfaces—surface

and layer-bulk interface—are convoluted and the absolute Gibbs free energy density

variation ∆g is increased. Above 20 nm, g starts to present two separate peaks. The

smaller peak (the one related to the layer surface) has positive g values when d > 40

nm. Above such threshold value two different peaks with g > 0 can be recognized.

Important to keep in mind that all such calculations were performed with

constant field h = hc1(κb)—the Gibbs free energy density g should be less than zero

if the material κ is larger than κb. Indeed curve i, calculated for a constant κ = 2.5

profile, is totally negative. This means that if the profile is constant with κ = 2.5 and

h = hc1(κb) the superconductor is out of the Meissner state and vortices are stable

in the bulk. On the contrary, if a dirty layer with κs = κ = 2.5 is grown at the very

surface (leaving the bulk with a low κb), the superconductor is still on the edge of the

Meissner state, since its bulk energy is governed only by the bulk condition (κb).

6.4 Vortex Penetration Delay

The findings just described are really important since imply that the presence

of the dirty layer (if d < λs) does not modify the lower critical field hc1 of the material.

In other words, the Meissner state can survive up to the lower critical field of the bulk

independently on the surface condition.

Such interesting effect introduced by the dirty layer can be clearly seen in

Figure 6.10. As showed, since the dirty layer is treated only as a perturbation on

the magnetic induction profiles (d < λs), the Gibbs free energy density at infinite

corresponds to g∞(κb). If we compare the results obtained for the constant κ = 2.5

profile to those obtained for layers of thickness d = 15, 30 and 60 nm, the practical
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Figure 6.10. Comparison between the Gibbs free energy density calculated for a
constant κ = 2.5 profile and a for non-constant profiles with layers having κs = 2.5,
κb = 1.04 and various thicknesses when h = 0.4 > hc1(κs).

outcome of such finding is clear. When κ is constant and h > hc1(κ), vortices are

stable in the material bulk and the superconductor is in the meta-stable Meissner

state. If instead the dirty layer is present, even if h > hc1(κs), the Meissner state is

preserved up to h = hc1(κb), i.e. the minimum field at which vortices are stable in

the superconductor is enhanced compared to what you would expect by considering

only the superficial κs.

In practical words, the probability of quenching the cavity at hc1(κs) because

of flux penetration is decreased when the dirty layer is present at the surface. In real

surfaces where defects are always present (let us assume only geometric supercon-

ducting defects, thermal breakdown is not considered), the Bean-Livingston barrier

is weakened or totally suppressed. Thus, we should expect a generous part of con-

stant κ profile cavities (e.g. nitrogen-doped) to quench at the lower critical field or

below. On the contrary, cavities that do not possess a constant κ profile (e.g. 120 ◦C
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a) b)

Figure 6.11. In (a) enhancement of the lower critical field as a function of κ when the
dirty layer is assumed. In (b) comparison between the Gibbs free energy density for
constant κ and dirty layer cases when the vortex starts to be stable in the material
bulk (g∞ = 0).

baked) should be able to reach fields above hc1(κs) even if the same type of defects

are present at the surface, since their Meissner state survives up to hc1(κb) > hc1(κs).

Such effect is indeed experimentally observed in Figure 5.6 in Chapter 5.

In Figure 6.11a the lower critical field enhancement (calculated with Bc =

180 mT [108]) when the dirty layer is grown at the superconductive surface is reported.

In the graph, κ represents either the κ of the dirty layer at the surface (κs), or the

constant κ of the homogeneous superconductor. Assuming a typical κ value for a N-

doped cavity (κ = 2) the expected minimum enhancement of the accelerating gradient

is about 10 MV/m.

The dirty layer should also partially stabilize the meta-stable Meissner state,

since the ∆g seen by the vortex at the very surface increases with the layer dirtiness

(κs), as discussed in Subsection 6.3.4. Moreover, when vortices are stable in the

superconductor bulk (g∞ = 0), the energy barrier to vortex penetration is higher, as

shown in Figure 6.11b. Non-constant κ profile cavities, as 120 ◦C baked, should then

in principle have more probability of operate in the meta-stable Meissner state above

hc1(κb), as also observed experimentally and shown in Figure 5.6.
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6.5 Nitrogen Infusion for High Q0 at High Gradients

A series of experiments were performed in order to push N-doped cavities to

higher gradients exploiting the predictions of the model just described. In order to

create such dirty layer at the rf surface of the cavity, the N-infusion treatment was

adopted (see Section 3.3).

Such mild baking in nitrogen atmosphere produces a superficial concentration

of nitrogen similar to N-doping, but the trend of the concentration profile with the

depth is totally different. In N-doped surfaces the concentration profile can be con-

sidered almost constant within several penetration depths λ (about 1 µm or more).

N-doped cavities can then be considered as constant κ materials.

On the other hand, N-infused surfaces present interstitial nitrogen only in the

first tents of nanometers, i.e. a dirty layer of thickness comparable or smaller than

the superficial penetration depth (λs ≈ 60 nm). Such difference in concentration

profile is reported in Figure 6.12. The secondary ion mass spectroscopy profile for

nitrogen is reported for a N-doped cavity (20min with 25 mTorr of nitrogen) and for

a N-infused witness sample (160 ◦C with 25 mTorr for 48h).

In Figure 6.13, the quench data for N-doped cavities and N-infused cavities

are shown. As explained in [10], when the impurities concentration varies rapidly at

the surface as in the case of 120 ◦C baked or N-infused cavities, the mean free path

(and therefore κ) cannot be extrapolated from the variation of the frequency with

temperature. In such situation, the most direct method to extrapolate the electron

mean free path is by fitting the magnetic induction profile measured by LE-µSR.

Since such technique is not available at Fermilab, the exact κs value of N-infused

cavities is unknown. The N-infused cavity superficial κs was therefore assumed to be

in the κ range of N-doped cavities, since the nitrogen superficial concentration is of
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Figure 6.12. SIMS profile for nitrogen of a N-doped cavity cut-out, and of a N-infused
witness sample.

the same order of magnitude for the two treatments.

The dotted lines in Figure 6.13 show Bsh and Bc1 of a bulk superconductor

with constant κ (like N-doped cavities). The blue area underneath Bc1(κ) and the

sum of pink and green areas show respectively the extension of the Meissner state and

of the meta-stable Meissner state for constant κ cavities. When the dirty layer with

thickness d < λs is introduced, the value of Bc1 is constant and dependent only on κb

(in this case assumed to be 1.04), as described previously in Section 6.4. The Meissner

state is now represented by the sum of blue and green areas, while the meta-stable

Meissner state by the pink area alone.

As expected, N-infused cavities are quenching above the bulk lower critical

field value, since the dirty layer is shifting the Meissner state up to higher fields.

The meta-stable Meissner state is also stabilized by the dirty layer thanks to a larger

∆g. Indeed N-infused cavities can sustain fields well above Bc1(κs). Anyway, no

speculations on the ultimate gradient limitations of such cavities can be done yet.

The superheating field for such layered surfaces is not yet calculated numerically from
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the Ginzburg-Landau equations, therefore I will not discuss the theoretical limiting

field of layered surface in this dissertation.

The main advantage of the dirty layer technology is the possibility of merging

together high accelerating gradients with high quality factors. Since the only con-

dition to increase the gradient is a larger κs at the surface, there are no limitations

on how to generate it. A smart choice is to N-dope the first nanometers of the very

surface—exactly what is achieved with the N-infusion treatment—in order to benefit

also of the higher Q-factor.

In Figure 6.14, some sample Q-factor versus accelerating field curves are plot-

ted. N-infused cavities (see Section 3.3) show larger accelerating gradient than the

standard N-doped cavities and Q-factor two times smaller at medium field. Anyway,

throughout the whole measurement the quality factor of N-infused cavities is about
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Figure 6.14. Quality factor versus accelerating field measured for representative cav-
ities treated with different recipes.

2 two times larger than 120 ◦C baked cavities. The largest Q-factor difference is at

high fields (Eacc > 35 MV/m) where N-infused cavities have Q-factor two to three

times larger than standard 120 ◦C baked cavities.

The larger Q-factor observed in N-infused cavities can be explained by assum-

ing that the doped layer has lower surface resistance than the bulk. The total resis-

tance is then generated by the parallel of the resistances of bulk and layer, weighted

over the field profile penetrating in the superconductor. We should then expect that

the larger the layer the higher the Q-factor. An example of such calculation is pro-

posed in [113].

In Figure 6.14, the performance of two different N-infusion cavities are reported

(120 ◦C and 160 ◦C). As the temperature of the treatment is increased, the behavior
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of the cavity moves towards the one observed for N-doped cavities since the layer is

thicker and it weights more on the final Q-factor shape.

6.6 Summary

In this chapter the theoretical description of the enhancement of the acceler-

ating gradient of superconducting microwave cavities by means of a dirty layer grown

at the cavity surface was theoretically described.

When a thin dirty layer with κ greater than the bulk is grown at the very

surface of the superconductor, it introduces only a perturbation on the magnetic

induction profile at the surface, if its thickness is lower than the penetration depth

of the field (d < λs). On the other hand, the bulk properties are not affected by the

presence of the layer at the surface, therefore the stability condition of vortices in the

superconductor bulk are defined by the Ginzburg-Landau parameter of the bulk only.

In such scenario, the lower critical field of the whole structure is then defined

by the bulk’s Bc1 and the lower limit of the field of first penetration range is enhanced,

up to Bc1(κb). At the same time, the energy barrier to vortex nucleation is enhanced

as well, and the vortex penetration may be delayed up to higher fields than the lower

critical field of the bulk.

Such description of the accelerating gradient enhancement can explain why

both 120 ◦C baked cavities and N-infused cavities can quench statistically always

above the lower critical field of their bulk. Indeed, both the two treatments were

proven to produce a dirty layer at the surface, with thickness smaller than the pene-

tration depth of the field. The standard Bean-Livingston barrier description is indeed

not able to explain the experimental observations.

The technological advance promised by layered structures, such as the dirty

layer on top of a clean bulk explained in this chapter, is of great impact. If the
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quality factor is doubled at high gradients, then the power dissipated by the cavity

in the helium bath is two times less. In practical words, the cryogenic cost of the

cavity operation can be decreased, especially when the accelerating gradient is large,

introducing the possibility of decreasing the number of cryo-plants (or decreasing

their power) needed to operate the accelerator at high fields.
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CHAPTER 7

QUALITY FACTOR DEGRADATION DUE TO QUENCH

7.1 Chapter Overview

Generally, when accelerating cavities are quenched while operating their dissi-

pation in increased, so that when the field is replenished in the resonator the quality

factor is lower than before. The historical description of such phenomena defines that

when the normal conducting region is created during the quench some magnetic flux

can be trapped at the quench spot causing extra flux dissipation [119], decreasing the

cavity quality factor.

The origin of such trapped magnetic flux remained unclear and was ascribed to

different mechanisms, such as: thermal currents driven by the local thermal gradient

in the quench zone [119], rf field trapped within the penetration depth region, or

ambient magnetic field. However, the full understanding of the phenomenon has not

been developed yet.

Previous studies [120, 121, 122, 123] of the quality factor degradation in high

and medium β superconducting resonators targeted a criterion for the amount of flux

trapped during the quench. A clear dependence of the quench-related degradation

on the locally applied non-uniform external magnetic field was found, highlighting

the possibility that extra dissipation introduced by quenching was of environmental

origin. The “quench annealing” phenomenon—recovery of the cavity quality factor

by quenching when the additional field was removed—was also first documented in

these studies.

In this chapter, the detailed physics behind the quality factor degradation due

to quench in superconducting resonators is described [124]. The experimental evi-

dence reported proves that the Q0 degradation due to quench is a direct consequence
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Table 7.1. Cavities studied with respective thermal treatments and quench fields.
Doped cavities were treated with 25 mTorr of N2 and with a post treatment chem-
istry (EP) of 5 µm.

Cavity Processing treatment Cavity type

aes011 800 ◦C, 2 min w N2 + 6 min w/o N2 Bare 1-cell

aes019 800 ◦C, 10 min w N2 Bare 1-cell

acc002 800 ◦C, 20 min w N2 Bare 1-cell

aes014 120 ◦C bake Bare 1-cell

aes024 800 ◦C, LCLS-II N-doping treatment [65] Dressed 9-cell

of trapped ambient magnetic field, ruling out any other possible mechanisms. In

addition, a dependence of the extra losses after quench on the orientation of the ex-

ternal magnetic field with respect to the cavity axis is found. The full recovery of Q0

after quench can be achieved when the cavity is quenched in the absence of the exter-

nal magnetic field—an alternative to warming up above the critical temperature—is

described along with a consistent physical model of this phenomenon.

When the externally applied field is big enough (>1 Oe), the trapped magnetic

flux at the quench spot might migrate far from the quench spot, and the complete

recovery of the quality factor is not possible anymore.

7.2 Experimental Set-up

Several quench experiments were performed using multiple 1.3 GHz fine grain

bulk Nb cavities of elliptical TESLA shape [15]. Three bare 1-cell cavities and one

LCLS-II dressed 9-cells were prepared by nitrogen doping recipes, and one 1-cell was

prepared by standard 120 ◦C baking (see Table 7.1). N-doped cavities (9-cell included)

were baked for 3 hours at 800 ◦C before the doping treatment. All measurements were

done at the Fermilab vertical test facility. A more detailed explanation of the doping

treatment and of the 120 ◦C bake are reported in Section 3.3. Schematics of the
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Figure 7.1. Experimental setup for: (a) 1-cell cavities, (b) 9-cell fully dressed LCLS-II
cavity. All the dimensions are given in millimeters [124].

cavity instrumentation used are presented in Figure 7.1.

In order to map the temperature variation over the cavity wall during quench,

localize the quench spot site, and study in detail the resulting dissipation pattern,

1-cell cavities were equipped with the T-map system. The external magnetic field was

sustained by Helmholtz coils and measured by four single-axis Bartington Mag-01H

cryogenic fluxgate magnetometers positioned at the equator axially to the cavity and

spaced about 90◦ between each other—see Figure 7.1a for the schematic. For one

of the cavities (aes011), two sets of Helmholtz coils were used generating fields in

two different directions (axial and orthogonal). In this configuration no temperature

mapping was used due to space constraints.

As shown in Figure 7.1b, the fully dressed LCLS-II 9-cells cavity (aes024) was

equipped with two sets of Helmholtz coils and three fluxgate magnetometers placed

outside of the helium vessel.

In order to minimize the temperature dependent part of the surface resistance
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(see Section 2.5), all the measurements except for the 9-cells cavity (measured only

at 2 K) were done at the lowest temperature achievable by the cryo-plant, which was

around 1.5 K.

7.3 Experimental Results

All the measurements were performed by quenching cavities in the presence of

the external magnetic field (H) or in compensated magnetic field, and by recording

the degradation of Q0 caused by the quench at a fixed accelerating field. The quench

events considered are caused only by “hard” limiting factors (e.g. thermal break-

down), whereas multipacting- or field emission-related quenches were not considered

in this study. The very low compensated magnetic field (< 1 mG) was achieved

by adjusting the Helmholtz coils current in order to cancel out the magnetic field

naturally present in the vertical measurement cryostat (. 5 mG).

7.3.1 Quenching in Compensated Ambient Fields. The first series of quenches

were performed in compensated external magnetic fields. All quenches were “hard”,

reached by increasing the rf field. As Figure 7.2 clearly shows, no appreciable Q0

degradation was observed after quenching tens of times in compensated field (red

star) meaning that no extra dissipation was introduced for all the investigated bare

cavities, even though they were prepared with different treatments. The same lack

of degradation was also the case for the fully dressed 9-cells cavity treated with the

LCLS-II nitrogen doping recipe, for which the average magnetic field value achieved

by compensation coils just before the quench was lower than 2 mOe.

This phenomenon is important as it rules out all other possible mechanisms of

magnetic flux generation and trapping during quench except for static ambient field,

as those would necessarily lead to a decrease in Q0 even in zero ambient field. In

other words, magnetic flux trapped at the quench spot is not generated intrinsically
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Figure 7.2. Q0 versus accelerating field curves acquired after a cool-down in compen-
sated field before any quench. The red stars correspond to the Q0 point acquired
after quenching >10 times in compensated external magnetic field [124].

but the quench.

7.3.2 Degradation in Non-Compensated Ambient Magnetic Field and Re-

covery by Zero-Field Quenching. In the second series of experiments a finite

value of the magnetic field was applied outside of the cavity before quenching. The

degradation of the Q-factor was clearly observed after a single and a number of

quenches, as shown in Figure 7.3a, where ∆R0(H) corresponds to the difference in

averaged R0 = 270 Ω/Q0 after and before any quenches. Then, in each case the

ambient field was again adjusted to as low as possible, and the cavity was quenched

again several times (points with “0” field labels in Figure 7.3a). Q0 could be totally

recovered to its value just before any quenches, as it was also observed in [120].

Interestingly, multiple quenches in the same field are needed for the residual
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Figure 7.3. Quench study performed on cavity acc002: (a) variation of the residual
resistance due to quenches in the presence of external magnetic field; (b) saturation
of the residual resistance due to multiple quenches in the same external field. The
labels “0” indicate the condition of compensated field, while the symbol “*” refers
to multiple quenches. ∆R0(H) points that correspond to the T-maps of Figure 7.4
are indicated with arrows and letters [124].

resistance to reach a higher saturation value, as can be seen in Figure 7.3b. Such a

saturation suggests that the maximum possible value of the magnetic flux trapped

at the quench spot for a specific external magnetic field level was reached. Corre-

spondingly, Q0 could be totally recovered by several (and not a single) quenches in

the compensated low field.

It is possible to gain a detailed insight into what happens during the multi-

quench saturation and recovery of Q0 by analyzing the corresponding T-maps. In



143

Figure 7.4. Evolution of the dissipation due to trapped field at the quench spot
for acc002 after quenching: (a) a single, (b) two, (c) multiple times in 500 mOe,
and after quenching (d) a single (e) two, (f) multiple times in compensated field.
The symbol “*” identifies multiple quenches. All the T-maps were acquired at
Eacc = 18 MV/m [124].

Figure 7.4, a sequence of temperature maps corresponding to the evolution of the

magnetic flux trapped at the quench spot are shown. The corresponding residual

resistance changes are highlighted with arrows in Figure 7.3b.

As it can be clearly observed, each of the quenches in 500 mOe (Figure 7.4a-c)

leads to the progressive increase of the dissipation around the quench spot until the

saturation is reached. Subsequent quenches in zero field (Figure 7.4d-f) cause the

gradual decrease of the local dissipation until the pre-quench extra dissipation-free

situation is attained, indicating the annihilation of the trapped flux.

The same Q0 recovery effect was observed for all the cavities tested (Table 7.1),

independently on their surface preparation.

7.3.3 Effect of the Magnetic Field Orientation. The effect of the external field

orientation on the Q0 degradation during quench was studied on one of the cavities

(aes011) in a series of single quenches in the presence of either non-zero axial or non-

zero orthogonal components of the external field H , with respect to the cavity beam

axis. In Figure 7.5, ∆R0(H) is plotted as a function of the applied field. For the same

magnetic field level ∆R0(H) is always higher for the orthogonal component, implying

that most likely a larger amount of field was trapped.
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Figure 7.5. Variation of the residual resistance of aes011 after single quenches for
different values and orientations of the external magnetic field [124].

In the Meissner state the superconducting phase behaves as a perfect diamag-

net, and the magnetic field is expelled from the cavity bulk and confined outside

leading to the redistribution of the local field amplitudes at the cavity surface. In

Figure 7.6, a COMSOL Multiphysics simulation of the cavity in the Meissner state

is shown for different field directions. As it is clearly seen, the final field config-

uration is strongly dependent upon the cavity axis orientation with respect to the

applied field, and for a given axis orientiation the local field amplitude is strongly

position-dependent on the cavity surface as well.

The local field amplitude at the quench spot might be different than that

measured by the fluxgate at the equator. Furthermore, for the same quench spot

and for the same magnitude of the applied field, by varying the field orientation with

respect to the cavity axis, the local magnetic field value at the quench spot changes

(as shown in Figure 7.6). Therefore, different Q0 degradation for different magnetic

field components may be then just a manifestation of this purely geometrical effect.
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Figure 7.6. Perfect Meissner effect simulation for different orientation of the magnetic
field. Figure (a) field applied along y, (b) along z and (c) along x direction [124].

7.3.4 Irrecoverable Q0 Degradation. The experiments were extended to higher

values of magnetic field (& 1 Oe). Once the cavity is quenched multiple times and

the residual resistance is saturated, the cavity quality factor can only be partially

recovered compared to its original value before quench. This phenomenon is demon-

strated in Figure 7.7 for aes019, where the residual resistance could be recovered to

its original value only when the quench was performed in magnetic field values less

or equal to 700 mOe.

After the cavity was quenched several times in 1 Oe, its quality factor could not

be completely recovered anymore, even by quenching several times in compensated

field. The same behavior was also observed for cavities acc002 and aes011, for which

the magnetic field threshold above which the quality factor could not be completely

recovered was 700 mOe and 300 mOe respectively. Cavity aes014 was quenched in

fields up to 700 mOe, but no irrecoverable Q0 threshold was observed.

In Figure 7.8, the evolution of the local dissipation due to trapped field at

the quench spot for the recoverable and irrecoverable Q0 degradation of aes019, as

registered by the T-map system, is shown. The corresponding residual resistance

variation is shown in Figure 7.7. Figure 7.8a reveals the dissipation due to trapped

magnetic flux after quenched several times in 700 mOe. The ambient field was then
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Figure 7.7. Residual resistance evolution of aes019 after quenching in different field
values. Every point in the graph correspond to multiple quenches in the same
applied field. The arrows indicates the data points that correspond to the T-maps
of Figure 7.8. The labels “0” indicate the condition of compensated field [124].

compensated as much as possible, and the cavity was again quenched several times.

Figure 7.8b indicates that most of the dissipation introduced by the previous quenches

vanished. Still, some flux remained trapped at the quench spot, probably because of

the non-axial field components of the field in the cryostat that could not be compen-

sated by the axial coils.

The external magnetic field was then set to 1 Oe and the cavity quenched

several times again. The corresponding T-map in Figure 7.8c shows that the vortex

dissipation area has now spread out further than after 700 mOe quenches. In addi-

tion, two dissipative “lobes” clearly emerged separated by a less-dissipative region in

the middle. After the field was subsequently compensated and the cavity quenched

several times no complete field annihilation occurred, while some redistribution of the

magnetic flux was recorded, as shown in Figure 7.8d.

7.4 Magnetic Field Redistribution During Quench
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Figure 7.8. T-map images acquired after the cavity aes019 was quenched in presence
of external magnetic field with the following sequence of magnitudes: (a) 700 mOe,
(b) zero field, (c) 1 Oe and (d) zero field. Such sequence shows the impossibility of
Q0 recovery after the cavity was quenched in 1 Oe. The most part of the trapped
flux could not be annihilated quenching again in zero field. All the T-maps were
acquired at Eacc = 17 MV/m [124].

In order to interpret the experimental results, it is first important to under-

stand the dynamics of the magnetic flux during the quench event. In order to visualize

this, COMSOL Multiphysics was used to perform magnetic field simulations during

a quench event.

In the Meissner state before quench, the magnetic field (axial case is shown) is

expelled from cavity walls and deflected around it, as shown in Figure 7.9a. During

the cavity quench, a normal conducting hole opens on the cavity wall, which causes

the redistribution of the magnetic induction B. These changes can be described as

driven by the magnetic force, which is given (per unit volume) by

Fm = −∇
(

B2

2µ0

)

+
(∇ ·B)B

µ0

, (7.1)

where the first term corresponds to the magnetic pressure, and the second one to the

magnetic tension. The magnetic pressure is directed perpendicular to the magnetic

field lines in the opposite direction to the field gradient. The magnetic tension is

instead only present when the magnetic field is bent, and it has radial direction with

aim directed toward the center of curvature. It introduces the same restoring action

that the elastic force has when a stiff slab is bent. The magnetic tension then exerts

a force to straighten out the bent magnetic field line.
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Figure 7.9. Simulations of the magnetic field distribution around the quench spot:
(a) before quench; (b) during quench. Color scale represents the ratio between
the local magnetic field and the applied magnetic field. (c) T-map of aes019 after
multiple quenches in 500 mOe (acquired at Eacc = 17 MV/m); (d) schematics of
the thermometer positions [124].

Around the equatorial zone of the cavity the magnetic field lines are denser and

more bent by the cavity in the Meissner state (Figure 7.9a), thus both the magnetic

pressure and the magnetic tension are directed towards the cavity wall. When the

normal conducting hole opens on the cavity wall, the magnetic field that was excluded

from the cavity internal volume is now allowed to penetrate driven by the sum of the

magnetic pressure and magnetic tension contributions.

In order to simulate the field configuration once trapped at the quench spot, the

normal-superconducting boundary was simulated by using the following approximate

sigmoidal form of the field-dependent relative magnetic permeability µr(H):

µr(H) =
1

1 + e−(H−α)/c
, (7.2)

where α = c · ln(0.0001) + Hc2 is the parameter to ensure µr
∼= 1 for H ≥ Hc2,

Hc2 = Hc2(0)
[

1− (T/Tc)
2], Hc2(0) = 410 mT is the upper critical field at 0 K,

Tc = 9.25 K is the critical temperature, and c is the parameter that defines the slope

of µr(H) through transition, the smaller c the steeper the function.

To approximate best the sequential progression of the field redistribution dur-

ing quench, a point-like heat source was assumed in the equatorial zone (but not right

at the equator), where quench most frequently occurs, and let the local temperature
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T linearly increase with time. As the temperature increases, the local critical field

Hc2(T ) of niobium decreases, and when the external applied field H exceeds Hc2(T )

(so that µr
∼= 1), the external field starts penetrating the cavity wall at the heated

region. Parameters used for niobium are thermal conductivity κ = 30 Wm−1K−1,

the heat capacity Cp = 0.126 Jkg−1K−1 and the thermal boundary resistance at the

niobium—liquid helium interface hk = 5000 Wm−2K−1.

Simulated field distribution for the moment in time when the normal zone

opening is largest is shown in Figure 7.9b. It can be seen that the magnetic field

lines form a semi-loop inside the cavity volume, and when the quench region is cooled

again below Tc, the field will be trapped in the form of vortices with magnetic field

in the opposite direction—entering on one side of the normal zone and exiting from

another.

In Figure 7.9c, a T-map taken during rf measurements of cavity aes019 after

a series of quenches in 500 mOe is shown, which is consistent with two lobes of

dissipation corresponding to entry and exit points of the field lines in accordance

with the simulation (Figure 7.9d can be used as a reference to understand the T-map

image orientation and temperature sensor locations).

7.5 Quality Factor Recovery Mechanism

The suspected mechanism at the basis of the Q0 recovery phenomenon is the

annihilation of the magnetic field trapped at the quench spot when the cavity is

allowed to quench again but in very low compensated field [125, 126].

With a finite magnitude of the applied magnetic field, the trapped magnetic

field lines will create a closed loop passing through the two Helmholtz coils (Fig-

ure 7.10a). But when the external field is canceled out, in order to respect the

Ampere’s law the trapped magnetic field must be sustained only by the screening
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Figure 7.10. Sketch of the magnetic field trapped at the quench spot: (a) after
quench in the presence of external magnetic field—the T-map shows a two-lobe
shaped dissipation pattern; (b) after the external field cancellation; (c) trapped
magnetic flux after the flux migration—the T-map shows two hot spots; (d) field
compensated after the magnetic flux migration [124].

currents in the superconductor (Figure 7.10b).

When the quench occurs, a normal conducting region is created at the quench

spot, and the trapped field vanishes upon the superconducting/normal transition

annihilating the superconducting screening currents that sustained it. The dimension

of the emerging normal-conducting region is governed by the total dissipated energy,

which is set by the value of the maximum accelerating field at which the cavity

quenches. Thus, if the quench field remains the same, the normal opening size should

also be the same, and all the trapped field within the quench zone can be annihilated.

In this simple model, the trapped magnetic flux can be annihilated only if: i)

it is trapped in the loop configuration, and ii) if vortex entry and exit points are both

inside the maximum extension of the normal conducting area during the quench.

If the condition ii) is not satisfied (e.g. Figure 7.10c) and some of the vortex

entry/exit points fall outside of the maximum extension of the normal conducting

zone during the quench, then even if the external field is compensated and the cavity

quenched again, those superconducting currents that sustain the trapped field outside
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of the normal opening will still exist, preventing the full annihilation of the trapped

magnetic flux. Such a situation may occur either if the trapped flux is migrated away

from the original location (discussed in detail below), or if the quench field is decreased

due to the extra dissipation introduced by the trapped flux. The normal conducting

opening size would be then smaller than before and less field can be annihilated.

As it was shown in Subsection 7.3.2, more than one quench is needed in order

to reach a saturation level of ∆R0(H) when quenching in non-zero field, and several

quenches in zero field are typically needed to completely recover the quality factor, the

more so the higher the trapped field. These findings can be interpreted as the possible

manifestation of the finite time constant τB for the magnetic field configuration to

change during the normal zone opening. The value of τB is determined by the damping

time of eddy currents, which counteract the penetration of the magnetic field [127].

If the characteristic time of the normal zone existence τnc ∼ 100 ms [128] is shorter

than τB, then the magnetic field distribution in the quench area will only reach the

steady state after a number of quenches N ∼ τB/τnc.

Lastly, it is important to emphasize again that the quality factor recovery in

compensated field reveals the extrinsic nature of the magnetic flux trapped during

quench. If the magnetic flux was intrinsic to the cavity, or in other words generated

by the quench itself (i.e. local thermal currents), then the recovery of Q0 could be

achieved only by warming the cavity above Tc, as quenching in zero applied magnetic

field would only be a source of extra dissipation as any other quench.

7.6 Magnetic Flux Migration

The equation of motion of a single vortex in the absence of drift current can be

described by assuming thermal force, viscous drag force, Magnus force and pinning

force, described in Section 2.4. In the present case though, vortices and anti-vortices
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are mutually connected sharing the same magnetic field lines. It means that the

motion of the two connected vortices is coupled via the magnetic tension. The main

action of such a force is to straighten the magnetic field lines that connect vortices

and anti-vortices, pulling them apart. The modified equation of motion is then:

Σ

N

(∇ ·B)B

µ0
− S · ∇T − ηẋ− γnse (ẋ× φ0 n̂)− Fp = 0 . (7.3)

The first term corresponds to the magnetic tension per vortex with B—the

trapped field, Σ—the normal surface area through which the magnetic field bent

inside the cavity volume passes and N—the number of vortices. The second term is

the thermal force, whose direction depends only on the thermal gradient ∇T , and

which pushes a vortex toward colder regions (as described in Section 2.4). The origin

of the temperature gradient is the increased local rf dissipation at the trapped flux

location, which makes the thermal force directed to spread the trapped flux around.

Here the trapped fields is considered far below Hc2, and therefore the in-

teraction between different vortices, which is a rapidly decreasing function of the

inter-vortex spacing [33], is neglected. The time-dependent Lorentz force acting be-

tween the surface screening currents in the cavity and the trapped flux is neglected

as well, since its net effect is the oscillation of the surface segments of the magnetic

flux around the stable equilibrium position. Such force is needed in order to define

the dissipation introduced by the trapped vortices (as described in Chapter 4), but

not to describe the collective migration of the vortices observed.

The combination of the magnetic tension and thermal force will act against

the Magnus force γnse (ẋ× φ0 n̂), the viscous drag force ηẋ, and the pinning force

Fp. Here ns is the superelectron density, γ is the fraction of the Magnus force that is

active, and the vortex motion viscosity per unit length η is given by [44]:

η =
3

2

σnφ
2
0

π2ξ0l
, (7.4)
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with σn—the normal electron conductivity, ξ0—the coherence length, and l—the elec-

tron mean free path.

Vortices starts migrating when the sum of magnetic tension and thermal force

becomes larger than the pinning force:

Σ

N

(∇ ·B)B

µ0
− S · ∇Tk ≥ Fp . (7.5)

Magnetic tension in Eq. 7.3 plays a crucial role as it allows to explain why

the motion of lobes happens along a straight line. If the thermal force was the only

driving force of flux migration then the net motion would be isotropic, i.e. we would

see the lobes becoming broader and more blurry as the local temperature is increased

driven by the rf dissipation. What we see instead is the lobes moving in the opposite

directions along the same line, as it is expected if the magnetic tension were also non-

negligible. Both contributions are dependent on the amount of magnetic field trapped

during the quench. The higher the trapped magnetic field, the larger the local thermal

gradient appearing when the rf field is reestablished inside the resonator, and therefore

the larger the thermal force. Similarly, the magnetic tension term is proportional to

B2 and is higher for larger trapped fields.

Using the flux motion description, we can estimate the pinning potential

strength that would correspond to the observed vortex migration thresholds. We

approximate the pinning potential as an ideal inverse Lorentzian curve [84] that is

acting on the whole flux line crossing the cavity wall.

Up(x) = − U0

1 + [(x− x0) /ξ]
2 , (7.6)

where x0 is the initial vortex position, U0 is the pinning potential depth, and ξ =

(1/l + 1/ξ0)
−1 is the effective coherence length that determines the depth of the pin-

ning potential well.
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Figure 7.11. The numerical solutions of the vortex motion equation (Eq. 7.3) for the
displacement ∆x as a function of time for different pinning potentials is plotted in
(a). The magnetic field considered in the calculation was 1 Oe, with mean free path
100 nm. The separatrix line between equilibrium and vortex migration is plotted
in (b) (see Eq. 7.5). Different lines correspond to different mean free paths. The
points refer to magnetic field B and potential U0 chosen for the numerical solutions
in (a) [124].

The equation of motion (Eq. 7.3) is then numerically solved with the pro-

gram Wolfram Mathematica, considering the flux line length equal to the cavity wall

thickness and small displacements near the pinning potential minimum, which allows

taking the radius of curvature for the magnetic field lines constant. The number of

vortices N was estimated as equal to the lobe area A times the trapped magnetic

field B, over the flux quantum: N = A · B/φ0. Fixed parameters for the simulation

are trapped field B = 1 Oe, thermal gradient |∆T | ≈ 1.7 K·cm−1 and the flux area

A = 4π cm2 (both estimated from the T-map in Figure 7.8d), the coherence length
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ξ0 = 39 nm [85], and the mean free path l =100 nm. Simulation starts from t = 0

when the normal conducting zone has just finished closing, and trapped flux starts

moving driven by thermal and magnetic forces.

Figure 7.11a shows the simulation results for the vortex displacement ∆x as a

function of time for different values of the pinning potential U0. In the case where U0

is such that Eq. 7.5 is not satisfied, the vortex displacement approaches an equilibrium

value of ∆x ≈ 5÷ 10 nm from the potential minimum after ∼ 1 µs.

When instead Eq. 7.5 is respected, the vortex motion deviates from the pre-

vious situation. Initially the vortex drifts experiencing the pinning force, but after a

certain time—depinning time—it depins and its displacement from the pinning site

grows drastically (as shown in Figure 7.11a for U0 = 0.15 eV and 0.25 eV). It is im-

portant to notice that deeper pinning potential wells correspond to longer depinning

times.

Figure 7.11b shows the separatrix line between the regions of constrained

pinned and unconstrained depinning (Eq. 7.5) motion of flux, for pairs of trapped

magnetic field B and pinning potential U0 values, and different mean free path values

(labels on the lines). For the points from Figure 7.11a the separatrix falls in between

the points for U0 = 0.25 eV and 0.35 eV, giving the threshold value of U0 ≃ 0.28 eV,

which is a reasonable value for pure metals [84].

This simple migration model can also explain why different thresholds were

observed. Assuming that different cavities might have different pinning potentials,

we expect that the magnetic field threshold will be affected from that—the higher

the pinning potential the higher the magnetic field threshold for the migration phe-

nomenon.

An insightful analysis is shown in Figure 7.12 for the redistribution of the
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Figure 7.12. Redistribution of the magnetic flux. In figure (a) the difference between
the T-map acquired after quenching in 700 mOe and in 500 mOe is reported, while
in (b) between quenching in 1 Oe and in 700 mOe. The flux redistributes/adds
from negative to positive values regions [124].

trapped flux for different quenches for cavity aes019. The relative changes were

obtained by subtracting T-maps acquired after quenches in different external field

values. Negative ∆T values in Figure 7.12 reveal zones from which the flux moved

away, positive ∆T zones indicate the areas where the flux was added, and ∆T = 0

corresponds to areas where the flux remained the same. In Figure 7.12a such an

incremental difference is shown for the trapped flux dissipation after quenching in

700 mOe as compared to quenching in 500 mOe. Clearly, no field redistribution

occurred, and simply more flux was trapped. This case is consistent with the analysis

above for the trapped field that is not high enough and vortices are displaced by only

tens of nanometers from their initial post-quench position, therefore no migration is

observed with the T-map.

The pattern is clearly different in Figure 7.12b, which shows the difference after

quenching in 1000 mOe with respect to 700 mOe. In this case a clear redistribution of

the trapped magnetic field was found. The flux trapped after quenching in 1000 mOe

migrated away from the central zone: Lobe 1 followed the path indicated by the unit

vector r1, while Lobe 2 followed along the direction of unit vector r2. Such a situation

can emerge when Eq. 7.5 is satisfied and the pinning force is overwhelmed by magnetic

tension and thermal forces, and consequently two lobes are pushed further apart.
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Both r1 and r2 vectors can be decomposed into their components x and y,

and surprisingly both possess a non-zero component along y (see Figure 7.12b). As

y-component is orthogonal to the path dictated only by the magnetic tension—along

x—it should be attributable to some force orthogonal to the vortex motion, Magnus

force being the likely suspect. The direction of the orthogonal motion is the same for

the two lobes, which is also compatible with Magnus force acting on outgoing flux

from Lobe 1, and incoming flux from Lobe 2 (see Section 2.4). For extremely pure

superconductors Magnus force was shown to play an important role [33, 41], and high

purity Nb (RRR∼300) out of which cavities are made for our studies may also fall in

this class.

7.7 Summary

In this chapter the description of the dissipation introduced by the quench

event was discussed. When the cavity is quenched, the magnetic flux trapped at the

quench spot is of pure extrinsic origin—ambient magnetic field.

The key supporting finding is no extra dissipation (Q0 is not affected) intro-

duced by quenches in zero magnetic field, allowing every intrinsic mechanism of flux

trapping—i.e. generation of thermal currents or trapping of rf field—to be ruled

out. Such conclusion is further corroborated by: i) the clear relation of dissipation

introduced by quenching to the orientation of the applied magnetic field, and ii) the

possibility to totally recover the quality factor—without warming the cavity above

Tc—by compensating the external field and re-quenching several times. Interestingly,

for larger values of the ambient field (that allows magnetic and thermal forces larger

than the pinning force) the Q-factor recovery may become impossible due to the

outward flux migration beyond the normal zone opening during quench.

The flux migration process is attributed to the synergistic action of the thermal



158

force generated by thermal gradients caused by the rf dissipation of the trapped

flux itself, and the magnetic tension on the trapped flux lobes against the pinning

force. If one of the two lobes migrates outside of the maximum extension of the

normal conducting region during the quench, the Q0 recovery becomes not possible.

A transverse component in the vortices migration path was also observed, which is

compatible with the presence of a non-negligible fraction of Magnus force.

Different magnetic field thresholds for the migration were observed. Based on

simulations, this phenomenon is most likely introduced by different values of pinning

potential that affects the migration—the deeper the pinning potential, the larger the

minimum value of trapped magnetic field needed to ignite the flux migration.
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CHAPTER 8

CONCLUSIONS

The scope of this dissertation was to improve the phenomenological understat-

ing of some fundamental limitations of SRF cavities. As discussed in Section 1.2, by

an accurate phenomenological description we may be able to overcome the current

limitations of SRF cavities, and in principle allow for more affordable large supercon-

ducting accelerators.

8.1 Quality Factor Limitations due to Pinned Vortices

The limitations to the quality factor, as described in Section 2.5, are associated

to the finite value of surface resistance. In particular, in Chapter 4 the resistance

associated to trapped magnetic vortices in the resonator was discussed.

The surface resistance due to trapped vortices is described exhaustively in

terms of the interplay of two different regimes: the pinning and the flux flow regime

respectively. Experimental data acquired for 1.3 GHz SRF cavities show a peculiar

bell-shape trend as a function of the electron mean free path, i.e. the purity of the

material. The vortex surface resistance increases as a function of the mean free path

in the pinning regimes, for low mean free path values. In the large mean free path

region instead (flux flow regime), the vortex resistance decreases.

Such opposite trends of the vortex surface resistance in these two mean free

path limits, can be explained by imaging that the vortex motion is counteracted by

the pinning force alone for small l, and from the viscous drag force alone for large

l. In the pinning regime the real part of the vortex resistivity can be approximated

as ρ1 ≈ ω2η/p2, and in the flux flow regime as ρ1 ≈ 1/η2. While η increases with

the mean free path, p decreases with it, and such opposite behavior generates the

ball-shaped trend observed.
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In the pinning regime the motion equation can be written neglecting the vis-

cous drag force, since way smaller than the pinning force. The motion equation so

defined describes a total reactive response of vortices, and therefore the surface re-

sistance tends to zero. On the other hand, for large l the motion equation may be

written neglecting the pinning force instead, returning a pure resistive behavior of

the vortex dissipation. The vortex response may then be thought as varying from

total reactive in the small mean free path limit to total resistive in the large mean

free path limit.

Important to notice that only in the pinning regime the resistance has a de-

pendence on the frequency, hence we should expect that in the flux flow regime all the

cavities behaves in the same way, independently on the frequency. As the frequency

is increased the vortex resistance peak is then enhanced since in the pinning regime

ρ1 ∝ ω2.

By means of this simple description of the vortex surface resistance we can

predict that for small frequencies the dissipation is lowered and the peak of the surface

resistance suppressed. Such finding can have an important technological followup: low

frequency cavities may be screened less efficiently from the magnetic field than high

frequency one, and therefore cut the cost of the magnetic shielding.

Moreover, by introducing artificial strong pinning defects in the cavity (as is

done for superconducting magnets) the vortex surface resistance should in principle

decrease driven by a stronger pinning force, and therefore limit the dissipation due to

trapped flux. If we assume that such defects are not increasing the intrinsic residual

resistance, but are only changing the pinning strength, then the Q-factor per some

amount of trapped field should increase.

8.2 Accelerating Gradient Limitation and Enhancement
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The fundamental limitation of the maximum achievable gradient is found to

be dependent on the very surface condition of the cavity, as reported in Chapter 5.

Statistically, N-doped cavities are observed to quench below Bc1, so far none

of them was seen reaching the meta-stable Meissner state. T-map measurements

suggest that N-doped cavities are limited by the penetration of magnetic field at the

quench spot. All the N-doped cavities tested with the T-map did not present any

preheating at the location where the quench was going to happen. Also, since most

of such cavities are usually seen to quench below Bc1, the quench ignition mechanism

is suspected to be magnetic field enhancement.

Differently, 120 ◦C baked cavities are statistically seen to quench in the meta-

stable Meissner state, well above the lower critical field. Such finding is of particular

interest since from the energetic of vortex penetration we would expect such cavities

to quench at lower fields than N-doped.

In Chapter 6 the Bean-Livingston barrier to the vortex penetration was cal-

culated for constant Ginzburg-Landau parameter κ. The calculation shows that as

κ is increased, the energy barrier keeping vortices out of the superconductor when

B > Bc1 is lowered. For such a reason we would expect 120 ◦C baked cavities to

quench at Bc1 as the N-doped. In 120 ◦C baked cavities, the vortex penetration is

instead delayed, since their very surface present a thin dirty layer that delays the

vortex penetration.

A thin dirty layer grown at the very surface of the superconductor, with κ

greater than the bulk and thickness lower than the penetration depth at the surface

(d < λs), introduces only a perturbation on the superficial magnetic induction profile.

On the other hand, the bulk properties are not effect by the presence of the layer at

the surface, therefore the condition of stability of vortices in the superconductor
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bulk are not affected by the dirty layer at the surface, and are defined by the bulk

Ginzburg-Landau parameter only.

Even if the surface is dirtier than the bulk, the lower critical field of the whole

structure is still defined by the bulk’s Bc1. At the same time, the energy barrier to

vortex nucleation is enhanced as well, and the vortex penetration may be delayed

up to higher fields than the lower critical field of the bulk. In this scenario then,

the vortex nucleation and therefore the cavity quench are enhanced. The lower limit

of possible quench is then set by the lower critical field of the bulk, and not by the

surface condition. This means that if N-doped cavities are prepared in such a way to

present same κ at the very surface, but clean bulk, their lower field limit for vortex

penetration can be enhanced up to the lower critical field of the bulk Hc1(κb).

The superficial dirty layer can be produced in different ways. A smart choice

is to N-dope only few nanometers (10-20 nm) of the rf surface. In such a way the

benefices of both dirty layer and N-doping are exploited, and cavities can be pushed

up to higher fields with higher Q-factors. Such behavior was indeed observed in N-

infused cavities, which possess a thin dirty doped layer at the surface. With such new

treatment Q-factors of about 2 · 1010 at 45 MV/m are possible.

Looking forward to the future construction of the ILC, this new treatment

is extremely important. Because of the 2 times larger Q-factor at high fields than

standard high gradient (120 ◦C baked) resonators, cavities can be operated at the

same gradient with half of the dissipated power. More than that, the lower dissipation

at high gradients allows the accelerating field specification for the ILC (31.5 MV/m) to

be raised to higher values, implying a huge cost reduction in terms of civil engineering,

cavity and cryomodule production, as discussed in Section 1.2.

8.3 Quality Factor Degradation by Quench
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Quench in accelerating cavities may in general increase the dissipation once

the electromagnetic field in reestablished in the resonator. In Chapter 7 the purely

extrinsic origin of the magnetic flux trapped at the quench spot due to quench is

proven. The possible alternative mechanisms of magnetic flux generation during the

quench, such as thermal currents or trapping of rf field are ruled out. Indeed, no

extra dissipation (Q0 is not affected) is introduced by quenches in a magnetic free

environment.

The study highlighted further effects that are proof of the total extrinsic origin

of the flux trapped at the quench spot. Firstly, the extra dissipation introduced by

the quench is related to the orientation of the applied magnetic field with respect

the cavity. Secondly, once the quality factor is degraded after a quench, the total

recovery to its initial valued is achievable by re-quenching several times in a magnetic

field-free environment (compensating the external applied field to values as low as

possible). If the magnetic flux generation at the quench spot was even only partially

of intrinsic nature, then by re-quenching in compensated field the dissipation should

increase, and certainly not decrease as instead observed.

The complete recovery of the quality factor by re-quenching in compensated

field is achievable only up to a certain value of external magnetic field. For larger

ambient field values the Q-factor recovery may become impossible due to the outward

flux migration beyond the normal zone opening during quench.

Such flux migration process is generated by the combined effect of thermal

force and magnetic tension acting against the pinning force. The position of the two

dissipation lobes observed with the T-map system, is crucial to explain the recovery

mechanism. If one of the two lobes migrates outside of the maximum extension of the

normal conducting region during the quench, the Q0 recovery becomes not possible.

Based on simulations, the values of trapped magnetic field and pinning potential
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define the condition of migration. If the field trapped is large and the pinning potential

shallow, then the migration is more like to happen, and the recovery impossible.

In SRF applications, these results can be helpful for Q0 preservation in accel-

erators utilizing cavities at very high Q0 values (requiring very challenging magnetic

field shielding and cooldown process), as well as for designing cryomodules where SRF

structures need to operate nearby sources of high magnetic field (usually solenoids or

quadrupole magnets).
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APPENDIX A

DIMENSIONLESS GINZBURG-LANDAU EQUATIONS
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In order to be independent on the material parameters (except for the Ginzburg-

Landau parameter κ), the Ginzburg-Landau equations defined in Eq. 2.12, can be

expressed in dimensionless quantities.

Let’s consider the first Ginzburg-Landau equation in Eq. 2.12. If we normalize

the order parameter Ψ with respect the order parameter that minimizes the free

energy Ψ0 (Eq. 2.10), we can rewrite the equation as:

f − |f |2 f +
1

2m∗α

(

~

i
∇− e∗A

)2

f = 0 , (A.1)

with f = Ψ/Ψ0, and by introducing the quantity ξ = ~/
√
2m∗α, the coherence length,

it becomes:

f − |f |2 f + ξ2
(∇

i
− e∗

~
A

)2

f = 0 . (A.2)

We can then normalize the quantities x, y, z and A as defined in [103]:
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λ

y → y
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z → z
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⇒ ∇ → 1

λ
∇

A = a
√
2Bcλ ,

(A.3)

where λ is the penetration depth of the magnetic field and Bc the thermodynamic

critical field. Substituting such quantities in Eq. A.2, we get:

f − |f |2 f +
ξ2

λ2

(

∇
i
−

√
2e∗Bcλ

2

~
a

)2

f = 0 . (A.4)

At this point using the definition of Ginzburg-Landau parameter κ [103]:

κ =
λ

ξ
=

√
2e∗Bcλ

2

~
, (A.5)

we obtain the first dimensionless Ginzburg-Landau equation:

f − |f |2 f −
(

a+
i∇
κ

)2

f = 0 . (A.6)
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Let’s now consider instead the second Ginzburg-Landau equation in Eq. 2.12.

We apply the same normalization of the order parameter, and by meaning of the

Maxwell equations we express the current density as J = 1/ (µ0)∇× (∇×A). The

second Ginzburg-Landau equation takes then the form:

√
2Hc

|Ψ0|2 λ
∇× (∇× a)− e∗~

i2m∗λ
(f ∗∇f − f∇f ∗) +

√
2e∗2Bcλ

m∗
|f |2 a = 0 . (A.7)

Using the Ginzburg-Landau parameter definition (Eq. A.5) and |Ψ0|2 = m∗/ (µ0e
∗2λ2) [25]

we obtain the second dimensionless Ginzburg-Landau equation:

∇× (∇× a) +
i

2κ
(f ∗∇f − f∇f ∗) + |f |2 a = 0 . (A.8)



168

APPENDIX B

VORTEX SURFACE RESISTANCE NUMERICAL CODE



169

1 (∗Import Data∗)

2 Data0MVm = Import[”Sensitivity.txt”, {”Data”, {All}, {1, 2}}];

3 (∗Constants∗)

4 P = 250;

5 µ0 = 4 π 10−7; (∗H∗)

6 vf = 1.37 106; (∗m/s∗)

7 n = 5.56 1028; (∗1/m∗)

8 e = 1.6 10−19; (∗C∗)

9 m = 9.1 10−31; (∗Kg∗)

10 ω = 2 π 1.3 109 ; (∗rad Hz∗)

11 φ = 2.07 10−15; (∗Wb∗)

12 ξ0 = 38 10−9; (∗m∗)

13 λ0 = 39 10−9; (∗m∗)

14 T = 1.5; (∗K∗)

15 Tc = 9.25; (∗K∗)

16 Bc20 = 440 10−3; (∗T∗)

17 Bc2 = Bc20 (1 − (T/Tc)2);

18 B = 10 10−7; (∗T∗)

19 (∗Functions∗)

20 λ[ l ] := λ0 Sqrt[1 + ξ0/l ];

21 ξ [ l ] := (1/ξ0 + 1/l)−1 ;

22 σ [ l ] := (n e2 l )/(m vf);

23 α[ l ] := ArcTan[(e φ0 l)/(vf π m ξ2
0
)];

24 M[l ] := (2 π2 n m ξ4
0
Bc2)/φ0 Sin[α[ l ]] 2 ;

25 η [ l ] := σ [ l ] φ0 Bc2;

26 (∗ Integration Parameters∗)

27 L = 3 10−3; (∗m∗)

28 q0 = 20 10−9; (∗m∗)

29 σq = 30 10−9; (∗m∗)

30 qmax = q0 + 5 σq;

31 U0 = 1400000; (∗eV/m∗)

32 σU = 80000; (∗eV/m∗)
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33 Umax = U0 + 5 σU;

34 Umin = If[U0 − 5 σU >= 0, U0 − 5 σU, 0];

35 A = 0.1;

36 (∗ Probability Distributions ∗)

37 b = If [qmax > L/10,

38 (Sqrt[π/2] σq (1 + Erf[q0/(Sqrt[2] σq)]) )−1,

39 (Sqrt[π/2] σq (Erf [(qmax − q0)/(Sqrt[2] σq)] + Erf[q0/(Sqrt[2] σq)]) )−1 ];

40 Γ[q ] := b Exp[(−((q − q0)ˆ2/(2 σq2)))];

41 c = (Sqrt[π/2] σU (Erf[(Umax − U0)/(Sqrt[2] σU)] − Erf[(Umin − U0)/(Sqrt[2] σU)]))−1;

42 Λ [U ] := c Exp[(−((U − U0)ˆ2/(2 σU2)))];

43 Plot[Γ[q ], {q, 0, 600 10ˆ−9}, PlotRange −> All, PlotLegends −> ”Γ[q]”, PlotStyle −> Blue]

44 Plot[Λ [U], {U, U1min − 10000, U1max + 10000}, PlotRange −> All, PlotLegends −> ”Λ[U]”,

PlotStyle −> Red]

45 (∗Resistance Calculation∗)

46 p[z , l , q , U ] := −((2 e U ξ[ l ]2)/(ξ [ l ]2 + (z − q)2)2);

47 ρ[ z , l , q , U ] := (A ω2 φ2
0 η [ l ]) /((π ξ0)

2 ((p[z, l , q, U] − M[l] ω2)2 + (η[ l ] ω)2)) ;

48 Rd[l ?NumericQ, q ?NumericQ, U ?NumericQ] := (NIntegrate[

49 SetPrecision[Exp[−z/λ[l]]/ρ[z , l , q, U], P + 1],

50 {z, 0, L},

51 MaxRecursion −> 1000,

52 WorkingPrecision −> P − 2,

53 AccuracyGoal −> 5,

54 PrecisionGoal −> 5,

55 Method −> {”GlobalAdaptive”,

56 ”SymbolicProcessing” −> False,

57 ”MaxErrorIncreases” −> 100000,

58 ”SingularityDepth” −> Infinity,

59 Method −> ”GaussKronrodRule”}])−1;

60 R[ l ?NumericQ] := NIntegrate[

61 SetPrecision[Γ[q] Λ [U] Rd[l , q, U], P + 1],

62 {q, 0, qmax},

63 {U, Umin, Umax},



171

64 MaxRecursion −> 1000,

65 WorkingPrecision −> P − 2,

66 AccuracyGoal −> 6,

67 PrecisionGoal −> 6,

68 Method −> {”GlobalAdaptive”,

69 ”SymbolicProcessing” −> False,

70 ”MaxErrorIncreases” −> 100000,

71 ”SingularityDepth” −> Infinity,

72 Method −> ”GaussKronrodRule”}];

73 (∗Data and Graphs∗)

74 Data = ParallelTable [{ l , (π ξ20 )/φ0 102 R[l 10−9 ]}, { l , {5, 10, 20, 30, 40, 50, 70, 80, 90, 100,

110, 130, 150, 200, 300, 500, 1000, 2000}}(∗{l,1,2000,1}∗) ];

75 Print[”Force/m = ”, F = N[(3 Sqrt[3] e U0 )/(8 ξ[1000 10−9]), 5]]

76 Print[”Max: x = ”, Data[[Position[Data[[All, 2]], Max[Data[[All, 2]]]][[1]][[1]],1]], ” y = ”,

Max[Data[[All, 2]]]]

77 ListLogLinearPlot [{Data, Data0MVm}, PlotRange −> {0, 2},

78 Joined −> {True, False},

79 PlotMarkers −> {{\[ FilledCircle ], 1}, {\[FilledDiamond], 12}},

80 PlotStyle −> {Green, Blue}, PlotLegends −> {”Resistance”, ”0 MV/m”}]

81 ListLogLinearPlot [Data, PlotRange −> All, Joined −> True,

82 PlotMarkers −> {\[ FilledCircle ], 1}, PlotStyle −> Green,

83 PlotLegends −> ”Dynamic”]
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APPENDIX C

SHOOTING METHOD
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The shooting method is a technique to solve numerical boundary value prob-

lems (BVP) by reducing them to initial value problems (IVP). The method is based

on the fact that IVPs are usually less complicated to solve than BVPs. Therefore, a

particular BVP that may not even converge to solution can be solved correctly and

in a acceptable amount of time, by implementing the correct correspondent IVP.

The main idea is to transform the boundary value problem in a correspondent

initial value problem, “shooting” the solution from the starting side of the resolution

domain by means of an initial value solver, and “aiming” to the other end in such a

way to match the boundary conditions. Such procedure is repeated until the solution

converges to its correct form. In other words, the initial value problems is adjusted

till its solution is also solution of the BVP.

Let us consider a boundary value problem of a second order ordinary differen-

tial equation:

y′′ (x) = f (x, y (x) , y′ (x)) , (C.1)

with boundary conditions:

y (x0) = y0

y (X) = Y .

(C.2)

Such BVP can be transformed in its representative IVP introducing the fol-

lowing initial conditions:

y (x0) = y0

y′ (x0) = q ,

(C.3)

where q must be chosen in such a way that the solution satisfies the boundary condi-

tion y (X) = Y . In order to choose the right initial value q, we can define a function

F (q) = y(X ; q) − Y which correspond to the difference of the IVP solution at X

(when the initial condition imposed is y′ (x0) = q) and the boundary value Y . In
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other words, F (q) represent how much the IVP solution at the boundary position X

is far from the BVP condition at the same point, as a function of the initial condition

q.

If we now calculate the root of the function F (q), we find the value q for

which F (q) = 0, which corresponds to the correct initial value needed by the IVP to

generate a solution that is also solution of the BPV.



175

APPENDIX D

HC1 AND HSH NUMERICAL CODES
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D.1 Lower Critical Field Numerical Code

1 (∗Parameters∗)

2 p = 30;

3 r0 = 10−5;

4 kmin = 0.2;

5 kmax = 3;

6 kstep = (kmax − kmin)/15;

7 Rstep = 0.01;

8 (∗Pattern that translates the kernel ’ s ID to a number from 1 to $KernelCount∗)

9 kernels = ParallelTable [$KernelID −> i, {i , $KernelCount}];

10 SetSharedVariable [ kernels ];

11 (∗This is the list that will display each kernel ’ s current operation∗)

12 SetSharedVariable [kappa];

13 SetSharedVariable [domain];

14 kappa = ConstantArray[0, Length@kernels];

15 domain = ConstantArray[0, Length@kernels];

16 Row[PrintTemporary[”k: ”], PrintTemporary@Dynamic[kappa]];

17 Row[PrintTemporary[”R: ”], PrintTemporary@Dynamic[domain]];

18 (∗Program Start∗)

19 Print[”k R e Hc1 f1 f2 a1 a2”];

20 ParallelDo [(∗Loop on k∗)

21 kappa[[$KernelID /. kernels ]] = k;

22 f1 = 0;

23 f2 = 0.5;

24 a1 = 0;

25 a2 = 1;

26 For[R = 0.01, R < 20, R = R + Rstep,(∗Loop on R∗)

27 domain[[$KernelID /. kernels ]] = R;

28 nlde1 = SetPrecision[

29 {f ’’[ r ] + 1/r f ’[ r ] −

30 kˆ2 f [ r ] ( f [ r ]ˆ2 − 1 + (a[r] − 1/(r k))ˆ2) == 0,

31 f [ r0 ] == 0,
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32 f [R] == 1 }, p];

33 nlde2 = SetPrecision[

34 {a ’’[ r ] + 1/r a ’[ r ] − 1/rˆ2 a[r ] − f[ r ]ˆ2 (a[ r ] − 1/(r k)) == 0,

35 a[r0 ] == 0,

36 a[R] == 1/(R k)}, p];

37 sol = NDSolve[

38 {nlde1, nlde2},

39 {f , a}, {r , r0 , R},

40 WorkingPrecision −> p − 2,

41 AccuracyGoal −> 10,

42 PrecisionGoal −> 8,

43 Method −> {”Shooting”,

44 ” StartingInitialConditions ” −> {

45 SetPrecision[f [ r0 ] == f1, p],

46 SetPrecision[f ’[ r0 ] == f2, p],

47 SetPrecision[a[r0 ] == a1, p],

48 SetPrecision[a ’[ r0 ] == a2, p]},

49 ” ImplicitSolver ” −> ”Newton”,

50 ”MaxIterations” −> Infinity}];

51 h[r ] := a ’[ r ] + 1/r a[r ];

52 H[r ] := Evaluate[a’[ r ] + 1/r a[r ] /. sol ];

53 F[ r ] := Evaluate[f[ r ] /. sol ];

54 DerF[r ] := Evaluate[f ’[ r ] /. sol ];

55 DerA[r ] := Evaluate[a’[ r ] /. sol ];

56 (∗Exit Condition∗)

57 If [(R > 5 && (F[R][[1]] > 1.001 || DerF[R ][[1]] < 0)) ||

58 (R > 5 && (DerA[R][[1]] >= 0 || DerA[R][[1]] <= −(1/(Rˆ2 k)))),

59 Break []];

60 f1 = Evaluate[f[r0] /. sol ][[1]];

61 f2 = Evaluate[f’[r0 ] /. sol ][[1]];

62 a1 = Evaluate[a[r0] /. sol ][[1]];

63 a2 = Evaluate[a’[r0] /. sol ][[1]]
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64 ];

65 ǫ = NIntegrate[

66 2 π r Evaluate[h[r]ˆ2 + 1/2 (1 − f[r ]ˆ4) /. sol ], {r , r0 , R},

67 WorkingPrecision −> 10];

68 Hc1 = (k ǫ)/(4 π);

69 Print[N[k, 3], ” ”,R,” ”,ǫ [[1]], ” ”,Hc1 [[1]], ” ”,f1 ,” ”,f2 ,” ”,a1,” ”,a2 ],

70 {k, kmin, kmax, kstep}

71 ]

D.2 Superheating Field Numerical Code

1 (∗Parameters∗)

2 p = 50;

3 X0 = 0.001;

4 H0 = 0.45;

5 Xstep = 0.005;

6 Hstep = 0.01;

7 kmin = 3;

8 kmax = 10;

9 kstep = (kmax − kmin)/5;

10 (∗Pattern that translates the kernel ’ s ID to a number from 1 to $KernelCount∗)

11 kernels = ParallelTable [$KernelID −> i, {i , $KernelCount}];

12 SetSharedVariable [ kernels ];

13 (∗This is the list that will display each kernel ’ s current operation∗)

14 SetSharedVariable [kappa];

15 SetSharedVariable [ field ];

16 SetSharedVariable [domain];

17 kappa = ConstantArray[0, Length@kernels];

18 field = ConstantArray[0, Length@kernels ];

19 domain = ConstantArray[0, Length@kernels];

20 Row[PrintTemporary[”k: ”], PrintTemporary@Dynamic[kappa]];

21 Row[PrintTemporary[”H: ”], PrintTemporary@Dynamic[field]];

22 Row[PrintTemporary[”X: ”], PrintTemporary@Dynamic[domain]];
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23 (∗Program Start∗)

24 Print[”k Hsh X f1 a1”];

25 ParallelDo [(∗Loop on k∗)

26 kappa[[$KernelID /. kernels ]] = k;

27 f1 = 0.5;

28 a1 = −0.04;

29 flag = False;

30 For[H = H0, flag == False, H = H + Hstep,(∗Loop on H∗)

31 field [[ $KernelID /. kernels ]] = H;

32 For[X = X0, X <= 8, X = X + Xstep,(∗Loop on X∗)

33 domain[[$KernelID /. kernels ]] = X;

34 nlde1 = SetPrecision[

35 {1/kˆ2 f ’’[ x] − a[x]ˆ2 f [x] + f[x] − f[x]ˆ3 == 0,

36 f ’[0] == 0,

37 f [X] == 1}, p];

38 nlde2 = SetPrecision[

39 {a ’’[ x] − f[x]ˆ2 a[x] == 0,

40 a ’[0] == H,

41 a[X] == 0}, p];

42 Quiet[

43 Check[

44 sol = NDSolve[

45 {nlde1, nlde2},

46 {f , a}, {x, 0, X},

47 WorkingPrecision −> p − 2,

48 AccuracyGoal −> 9,

49 PrecisionGoal −> 7,

50 Method −> {”Shooting”,

51 ” StartingInitialConditions ” −> {

52 SetPrecision[f [0] == f1, p],

53 SetPrecision[a[0] == a1, p]},

54 ” ImplicitSolver ” −> ”Newton”,
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55 ”MaxIterations” −> Infinity}],

56 flag = True; Break[], NDSolve::ndsz]];(∗Not Real Solution Check∗)

57 Fx = Evaluate[f[X] /. sol ][[1]];

58 F0 = Evaluate[f[0] /. sol ][[1]];

59 DerF = Evaluate[f’[X] /. sol ][[1]];

60 (∗Normal−conducting Exit Condition∗)

61 If [X > 5 && F0 < 0.0001,

62 flag = True;

63 Break []];

64 (∗Exit Condition∗)

65 If [X > 5 && Fx > 1.001 && DerF < 0,

66 Break []];

67 f1 = Evaluate[f[0] /. sol ][[1]];

68 a1 = Evaluate[a[0] /. sol ][[1]]

69 ];

70 ff1 = f1;

71 aa1 = a1;

72 XX1 = X;

73 HH1 = H

74 ];

75 Print[k, ” ”, N[HH1, 5], ” ”, N[XX1, 5], ” ”, N[ff1 , 5], ” ”,

76 N[aa1, 5]],

77 {k, kmin, kmax, kstep}

78 ]
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