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Abstract

This thesis will present a search for sterile neutrinos using data taken with the
MINOS experiment between 2005 and 2012. MINOS is a two-detector on-axis
experiment based at Fermilab. The NuMI neutrino beam encounters the MINOS
Near Detector 1 km downstream of the neutrino-production target before travel-
ling a further 734 km through the Earth’s crust, to reach the Far Detector located
at the Soudan Underground Laboratory in Northern Minnesota. By searching for
oscillations driven by a large mass splitting, MINOS is sensitive to the existence
of sterile neutrinos through looking for any energy-dependent perturbations using
a charged-current sample, as well as looking at any relative deficit in neutral cur-
rent events between the Far and Near Detectors. This thesis will discuss the novel
analysis that enabled a search for sterile neutrinos covering five orders of mag-
nitude in the mass splitting and setting a limit in previously unexplored regions
of the parameter space

 

∆m2
41, sin

2 θ24

(

, where a 3+1-flavour phenomenological
model was used to extract parameter limits. The results presented in this thesis
are sensitive to the sterile neutrino parameter space suggested by the LSND and
MiniBooNE experiments.
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Chapter 1

Introduction

Neutrinos are the second most abundant particles in the universe, yet despite their

ubiquitous presence they are proving to be one of the most difficult fundamental

particles to study. The existence of the neutrino was not postulated until the

1930s and due to the neutrino interaction cross-sections being around ten orders

of magnitude smaller than those of the lepton family the detection of the neutrino

was not achieved until the late 1950s.

The challenge plaguing particle physicists interested in neutrinos is due to

their almost almost negligible mass (neutrinos were considered massless until

the late 1990s), and their infrequent weak interactions. Yet despite all these

difficulties neutrino physics is emerging as a popular topic with many current

and future experiments being dedicated to the properties of the neutrino.

It has been through the study of neutrino physics that the only beyond-

the-Standard-Model physics has been observed: the fact that neutrinos oscillate

between flavours as a function of distance and neutrino energy. This discovery

implied that neutrinos must be massive, leading to so-far-unsuccessful efforts to

measure the neutrino mass.

This thesis contributes to the understanding of neutrino oscillation, a field

with many unknowns still present. There have been several anomalous results
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in the neutrino community which, amongst other possible explanations, could be

accounted for by the existence of sterile neutrinos. The most famous anomalous

results come from the LSND and MiniBooNE experiments which are discussed in

detail later on. This thesis focuses on the topic of sterile neutrinos and presents

an analysis that investigates the sterile neutrino oscillation parameter space sug-

gested by these experiments.

Chapter 2 will introduce the history of the neutrino and the mathematical

framework necessary to explain neutrino oscillation. This chapter will introduce

the addition of sterile neutrinos to the current three-flavour model.

MINOS (the Main Injector Neutrino Oscillation Search) is described in detail

in chapter 3 along with a description of the NuMI (Neutrinos at the Main Injector)

facility. The NuMI beam delivers a neutrino beam that is observed by the MINOS

experiment using two detectors separated by a distance of 734 km. It is through

the measurement of the reconstructed neutrino energy spectra at both detectors

and any differences between those energy spectra that information about neutrino

oscillations can be inferred.

Muon neutrinos interacting in the MINOS detectors can produce muon tracks

and hadronic showers. A reconstructed neutrino energy spectrum can be mea-

sured by directly measuring the energies of any final state muon track and

hadronic showers. To correctly measure these properties a calibration chain is

implemented, which is described in chapter 4.

Neutrinos interact within the MINOS detectors through either the charged-

current or neutral-current interactions. From the event topology it is possible to

discriminate between these two event types. This thesis utilises both interactions

with chapter 5 discussing the topological cuts implemented and sophisticated

algorithms used such that isolated samples of neutral-current and νµ charged-

current events can be obtained.

All experimental analyses are plagued with some systematic uncertainties,
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that is, unknown quantities due to poorly-understood modelling that needs to

be accounted for. A description of all systematic uncertainties relating to both

the charged- and neutral-current samples is presented in chapter 6, with my

contribution being work on the beam focusing systematic uncertainties.

Chapter 7 describes the fit, which I developed, that is performed on the two

event samples using the ratio of the reconstructed neutrino energy spectra mea-

sured at both MINOS detectors. A fit is performed to probe a particular sterile

neutrino model, the 3+1 model. From this, limits are obtained that place con-

straints in the t∆m2
41, sin

2 θ24u parameter space and also on the angle sin2 θ34. To

enable a direct comparison to the sterile neutrino parameter space suggested by

LSND and MiniBooNE a combination with a neutrino reactor experiment such

as Daya Bay or Bugey-3 can be performed. Such a combination is presented at

the end of chapter 7.

The statistics of the MINOS νµ-disappearance analysis are studied in chapter 8

to understand any deviations from traditional confidence limit methods used that

assume Gaussian statistics. The Feldman-Cousins unified approach is used to

correctly set the confidence intervals. I address concerns of an intensity correction

required for the data used in this thesis in chapter 9 along with the validation of

data quality at the MINOS Near Detector for the data used in this thesis along

with the first year of the MINOS+ era.

Finally, chapter 10 gives a summary of this thesis along with a conclusion on

the results presented. A discussion on the future prospects for MINOS and the

addition of MINOS+ data is given, focusing on how it will build upon the work

presented in this thesis.
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Chapter 2

Neutrino Physics

This chapter begins by introducing the concept of the neutrino as a fundamental

particle and the historical background since the neutrino was first postulated.

This is followed by the mathematical interpretation of one of the surprises of the

21st century, neutrino oscillation, by which one can calculate the probability of

a neutrino transitioning between flavour states. The last section will introduce

the sterile neutrino into this mathematical model, a neutrino species even more

difficult to detect (indirectly) than the elusive active neutrinos the scientific com-

munity is already aware of. A brief summary is given of the experimental data

that first began to support theories of sterile neutrinos.

2.1 The History of the Neutrino

2.1.1 The First Hints of a Neutrino

The first mention of the neutrino was by another name, in 1930. Wolfgang Pauli

postulated the existence of an undetectable (at the time) neutral particle called

the “neutronen” (or neutron) that could solve the beta-decay kinematic prob-

lem [1]. The problem arose when in 1914 James Chadwick measured a continuous

energy spectrum of electrons from beta decay using a magnetic spectrometer [2].
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At the time this process was considered to be a two-body process; as such, one

would expect a mono-energetic distribution. Pauli’s suggestion of an additional

undetectable particle,

nÑ p` e´ ` ν, (2.1)

means this particle would take away some of the decay energy turning the electron

energy distribution into the continuous spectrum of a three-body decay. Pauli

did not differentiate between what we now know as the neutron inside a nucleus

and the neutrino. He considered both to be the same particle.

It was not until 1932, when Chadwick discovered the neutron [3, 4] by ob-

serving the radiation emitted from beryllium upon bombarding the metal with

alpha particles, that the neutrino and the neutron were understood as different

particles. The radiation emitted was non-ionising and therefore must be neutral.

Initial thoughts were that the radiation could be gamma rays. However, by plac-

ing paraffin wax as an absorber in the path of the radiation the wax was found

to emit protons (paraffin wax consists mainly of hydrogen). By measuring the

speeds and energies of these protons, Chadwick concluded that photons could not

have provided the energies required to so easily eject the protons from the wax;

and thus, the neutron was discovered.

Around the same time Francis Perrin [5] and Enrico Fermi [6] both put forward

the idea that the neutrino is involved in beta decay, with the idea that the neutrino

be massless. Much later, in 1968, Fermi did additional work in which he showed

the dependence on the neutrino mass of the energy spectrum of the electron

emitted in beta decay [7]. As a result the neutrino gained its own identity in

particle physics.
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2.1.2 The Neutrino is Discovered

The discovery of the neutrino came about thanks to the efforts of Fred Reines

and Clyde Cowan at the Hanford reactor site in 1953 [8, 9, 10, 11]. The discovery

was made through inverse beta decay, ν`pÑ n`e`, by which a neutrino would

interact with a proton resulting in a free neutron and a positron in the final state.

The positron would undergo annihilation with an electron resulting in a photon

pair; the neutron at a later time would then be absorbed by a nucleus resulting

in a delayed photon signal. Reines and Cowan detected this by filling a tank with

300 litres of cadmium-doped liquid scintillator, surrounded by photomultiplier

tubes (PMTs), situated next to a neutrino source (a nuclear rector). The PMTs

detected the photon pair-production and the delayed photon signal once a neutron

had been absorbed by the cadmium. It would be this double coincidence signal

that would provide the signal for inverse beta decay.

Reines and Cowan counted the number of times a double coincidence was

detected over a fixed time period t. This procedure was performed with the

reactor switched on and again once switched off. The idea was to observe a

deficit in the counting rate once the nuclear reactor (the neutrino source) was

switched off. A net counting rate of 0.41 ˘ 0.20 counts{min was the difference

observed; this should be compared to the their predicted „ 0.2 count{min due

to neutrinos, using a theoretical cross section of 6 ˆ 10´44 cm2. This result was

not enough to irrefutably claim a discovery due to a larger than expected cosmic

background. Their results motivated additional work.

Reines and Cowan performed a further experiment at the Savannah River

Plant in 1956 [12]. They searched for the same inverse beta decay process, how-

ever they used three layers of plastic scintillator alternated with cadmium-doped

water. This modified approach helped to provide a cosmic veto. A larger, more

significant signal was observed and thus the neutrino was officially detected. More

specifically, it was the electron antineutrino νe.
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2.1.3 Different Neutrino Types

In 1959 a different neutrino type, the muon neutrino, νµ, was predicted by Bruno

Pontecorvo [13], motivated by the earlier discovery of the leptonic muon in 1939

by Carl Anderson and Seth Neddermeyer [14, 15].

The muon neutrino was discovered in 1962 in Brookhaven with the use of the

world’s first neutrino beam [16]. By colliding a high-energy proton beam onto a

beryllium target secondary mesons were produced (predominantly pions). The

(unfocused) pions subsequently decayed, producing a muon and muon neutrino

in the final state, π˘ Ñ µ˘` νµpνµq. Due to the weakly-interacting nature of the

neutrino, an absorber could be placed in front of the final state particles and the

muons and any remaining mesons would be absorbed whilst the neutrinos passed

through.

A 10-ton aluminium spark chamber was situated in the neutrino beam, which

could differentiate muons from electrons. The spark chamber observed 113 events.

Of those 113 events, 34 events were identified as events with a single muon track

of which 5 were considered to be the cosmic-ray background. if νµ “ νe then

there should be of the order of 29 events with an electron shower. However,

only 6 electron-shower events were observed. These results implied the neutrino

type created from the neutrino beam was different from that seen by Reines and

Cowan.

History repeated itself again with the discovery of the much heavier leptonic

tau particle, τ , in 1975 using the SPEAR e`e´ collider [17]. This naturally led

to the question of the existence of a third neutrino type, the tau neutrino, ντ .

Tau neutrinos proved to be extremely difficult to produce and detect and the

first indication of their existence came from an indirect measurement of the total

number of neutrinos by the Large Electron Positron (LEP) collider at CERN. A

comparison of the total width of the Z boson compared to the width from its

decays to visible particles yielded the width for its decay to neutrinos. Under
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the assumption that the coupling strength is equal between all neutrino types

(universality) the fit to the number of neutrino types (for neutrinos with a mass

lighter than MZ{2) was found to be 2.9840˘0.0082 [18] and is shown in figure 2.1.

Figure 2.1: Measurements of the hadron production cross-section around the Z
resonance by the ALEPH, DELPHI, L3 and OPAL experiments at LEP. The
coloured curves represent the predicted cross-section for models assuming two,
three or four neutrino species within the Standard Model. Graph taken from [18].

The direct observation of the tau neutrino was finally achieved in 2001 by

the DONUT (Direct Observation of the NU Tau) collaboration at Fermilab [19].

A beam containing tau neutrinos was created by colliding high-energy protons

onto a thick tungsten target. The thick target allowed for the absorption of any

pion or koan hadronic final state particles, resulting in a beam of strange-type D

mesons (Ds). Appropriate shielding was installed to allow for the removal of any

non-neutrino particles. The branching ratio for the decay Ds Ñ τ ` ντ is 5.6%.

The detector itself was composed of alternating steel and emulsion planes, with

which the tau neutrinos would interact, resulting in ντ `N Ñ τ´ `X, where N

is the nucleus within the detector and X is the final state hadronic shower. The

emulsion allowed the tau lepton to be tracked. Due to the short lifetime of the
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tau a characteristic “kink” was searched for, from the tau having travelled a few

millimetres before decaying. The emulsion allows for a high-resolution image of

the decay process.

The DONUT experiment analysed 203 recorded neutrino interactions. They

observed four tau neutrino interactions in the detector with an estimated back-

ground of 0.34 events.

2.1.4 Properties of the Neutrino

The neutrino interacts via the weak interaction through the exchange of the W˘

and Z bosons. Up until 1956 it was widely accepted that nature should not

care whether a coordinate system is right-handed or left-handed. Without any

experimental justification weak interactions were believed to conserve parity [20].

However, in 1957 parity violation was observed for the first time by Chen-Shiung

Wu [21]. Wu found that the angular distributions of electrons emitted via the

decay of 60Co are strongly correlated with the direction of the spin of the nuclei.

The implications of these results suggested all neutrinos are left-handed and

all antineutrinos are right-handed. The definition of left- and right-handedness

is determined by the helicity of the particle, defined as the direction the particle

spins, σ, in relation to its momentum, p. A right-handed particle would have both

the spin and momentum aligned in the same direction, giving a positive helicity

(σ ¨ p ą 0), whereas a left-handed particle would have its spin and momentum

anti-aligned (σ ¨p ă 0). One can argue that depending on the frame of reference

taken, a particle could flip the direction of its momentum vector, leading to

helicity not being Lorentz invariant. The quantity of chirality is therefore defined

which is Lorentz invariant. However in the limit of zero mass (such as for the

neutrino) both quantities are equal.

The first direct measurement of the helicity of the neutrino was in 1957 by

Maurice Goldhaber, Lee Grozdins and Andrew Sunyar [22]. The measurement
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of the neutrino helicity was measured by looking at a sample of 152Eu, which

undergoes K-electron capture. The process is shown in equation 2.2 along with

the associated spins:

152Eu` e´ Ñ 152Sm˚
` νe Ñ

152Sm ` γ ` νe. (2.2)

0
1

2
1 ´

1

2
0 1 ´

1

2

The total spin of the system must sum to 1
2
, the initial spin state of the K-

electron. The 152Sm˚ experiences recoil in the opposite direction to that of the

emitted neutrino. The 152Sm˚ radiates photons isotropically; a fraction of these

photons will be opposite to the direction of the emitted neutrino. It is this

fraction of slightly boosted photons (from the Sm recoil) that take away the total

nuclear spin, giving the photons the same helicity as the neutrino. These selected

photons pass through a block of magnetised iron which can more easily absorb

photons with a spin aligned with the magnetic field. The photons that traverse

the magnetised iron then strike the 152Sm nuclei in a SmO2 target. The fluoresced

state de-excites by emitting gamma rays which are subsequently detected. It is

by measuring the direction and helicity of the photons that one can infer the

helicity of the neutrino. The results from this test showed that the helicity of the

photons, and therefore the neutrinos, were all consistent with being left-handed.

2.2 Neutrino Oscillations

The idea of neutrino oscillations was first proposed by Bruno Pontecorvo in

1957 [23, 24]. By analogy with the oscillations observed in the Kaon system,

Pontecorvo considered the idea of neutrino flavour change from one type to an-

other allowed by a non-zero mass. The neutrino mass was still not measured and

widely believed to be zero, however the mere observation of neutrino oscillations
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would imply that neutrinos are massive particles.

In 1962 Ziro Maki, Masami Nakagawa and Shoichi Sakata developed the model

of neutrino mixing that we now use [25]. At this point in time there was no

evidence to suggest neutrinos oscillate. However, this work would prove to be

fundamental.

2.2.1 Solar Neutrinos

The first evidence to hint at neutrino flavour change came from the study of solar

neutrinos in 1968 in the form of an experiment performed by Ray Davis at the

Homestake mine [26]. By filling a tank with C2Cl4 the flux of solar neutrinos from

8B decay could be measured by searching for Argon atoms: νe`
37Cl Ñ 37Ar`e´

(threshold 814 keV). Figure 2.2 shows the predictions of solar neutrino fluxes as

a function of neutrino energy from the Standard Solar Model (SSM) [27]. Davis

set a limit on the event rate of ď 3 ˆ 10´36 s´1 per 37Cl atom. Davis concluded

from his result that he saw a deficit in the neutrino event rate around half that

predicted by solar models of 7.5ˆ 10´36 s´1 per 37Cl atom [27].

Initial doubts came from the reliability of the solar model to accurately pre-

dict the neutrino flux from the 8B chain, mainly due to the large uncertainties

on the poorly-known nuclear cross-sections at low energies [29]. In the SSM

the prediction of the neutrino flux from the 8B chain has a total uncertainty of

30% [30]. The fraction of neutrino flux from the 8B chain compared to the total

flux is „ 0.08% [31], a number so small it was questionable if this could be a

channel from which one could produce reliable results. Davis continued his work

with solar neutrinos which over the years yielded similar results [32]. It was not

for another 20 years, in 1986, that another experiment, the Kamiokande water

Cherenkov detector (originally built to search for proton decay) would make a

measurement of the solar neutrino flux from the 8B chain via the method of elec-

tron scattering, νe ` e´ Ñ νe ` e´. The first solar neutrino flux measurement
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Figure 2.2: Prediction of the solar neutrino energy spectrum from the Standard
Solar Model. The shaded regions indicate the energy ranges over which various
experiments are sensitive. Graph taken from [28].

from Kamiokande agreed with the previous measurement by Davis and observed

a neutrino flux of 0.46˘0.13(stat.)˘0.08(syst.) times the flux expected from the

SSM [33].

Once again, the large uncertainties associated with the SSM for the predicted

flux of neutrinos from the 8B chain were brought into question. Further investi-

gation was warranted into what was becoming the “solar neutrino problem” with

additional experiments attempting to measure the lower-energy solar neutrinos

from the pp chain. Although harder to detect experimentally the associated un-

certainty in the prediction of the flux by the SSM was much lower at „ 3% [30].

In 1991 the Soviet-American Gallium Experiment (SAGE) [34], and in 1992 the

Gallium Experiment (GALLEX) [35], measured the neutrino flux from the pp

chain using gallium as the interaction medium: νe `
71Ga Ñ e´ ` 71Ge (thresh-

old 233 keV). The use of Gallium allows for a detector to have a lower energy

threshold for detecting solar neutrinos; the range can be seen in figure 2.2. The
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conclusion from their final results [36, 37] was in agreement with the previous

discrepancies, observing a deficit of solar neutrinos of a factor of „ 2. Further

experimental results would add to the tension between the predicted flux from

the SSM and that measured experimentally [38, 39, 40, 41].

During the period from 2000 up to 2006, the Sudbury Neutrino Observatory

(SNO) experiment collected data that would shed light onto the previous mea-

surements of the deficit observed for the measured solar neutrino flux. The SNO

experiment consisted of a sphere of 1 kton of heavy water (D2O) surround by

PMTs. By using heavy water as an interaction medium the SNO experiment

could search for multiple neutrino interactions channels:

νe ` d Ñ p` p` e´ (charged current), (2.3)

νe ` e
´
Ñ e´ ` νe (charged current), (2.4)

νx ` d Ñ p` n` νx (neutral current), (2.5)

νx ` e
´
Ñ e´ ` νx (neutral current), (2.6)

where νx denotes a neutrino of possible flavour type e, µ, τ . The final state elec-

trons from the charged current processes in equations 2.3 and 2.4 can be observed

if the velocity of the electron is greater than the speed of light in the medium,

in which case a Cherenkov light ring is produced. An NC interaction results in

a free neutron in the final state which captures on a nucleus in the detector and

results in the production of one or more gamma-rays. The gamma-rays will usu-

ally Compton-scatter an electron which can be detected due to the presence of

a Cherenkov light ring. The time delay between the time of the NC interaction

and the detection of the electron from Compton scattering is of the order of tens

of milliseconds.

To increase the sensitivity to the NC interactions a “salt phase” was intro-
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duced where approximately 2000 kg of NaCl was mixed into the heavy water. This

increased the neutron capture efficiency as the neutron capture cross section for

35Cl is larger than that of heavy water.

By measuring both the CC and NC interactions SNO could measure the νe

flux as well as the total neutrino flux (νe + νµ + ντ ). The results from the

SNO experiment are shown in figure 2.3. The figure shows the flux of νµ + ντ

compared to the νe flux. The dotted lines indicate a region such that the total

neutrino flux sums to the SSM. The red band is the νe flux measured by detecting

charged-current interactions, which is sensitive only to electron neutrinos. The

green band is the electron neutrino scattering analysis which has some sensitivity

to other neutrino flavours but is „ 6 times more sensitive to electron neutrinos.

The corresponding Super-Kamiokande measurement is superimposed in grey. The

ratio of the νe flux comapred to that of the total neutrino flux measured by SNO

was 0.340˘ 0.023(stat.)`0.029
´0.031(syst.) [42].

The results show a non-zero component for the flux of νµ + ντ which is an

indication of neutrino flavour change. This is supported by the decreased νe flux

and the total neutrino flux being consistent with that predicted by the SSM. This

was strong evidence for neutrino oscillations and was the beginning of a new field

of study into the properties of neutrinos with the implication that neutrino have

a non-zero mass.

2.2.2 Atmospheric Neutrinos

In parallel with the on-going solar neutrino problem, evidence for disappearance

of neutrinos created within the Earth’s atmosphere was emerging. Atmospheric

neutrinos are produced by primary cosmic rays striking the atmosphere producing
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pions and kaons which then decay. This is predominantly the decay of pions,

π` Ñ µ` ` νµ

ë e` ` νe ` ν̄µ , (2.7)

with a similar channel for π´ decay and a contribution from kaons. The neutrinos

produced span a wide range of energies from sub-GeV to beyond TeV. The

expected ratio of muon flavour to electron flavour at GeV energies is

φ pνµ ` νµq : φ pνe ` νeq « 2 : 1. (2.8)
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In 1988 the Kamiokande-II experiment, as well as investigating the solar neu-

trino anomaly, also reported that, although the rate of electron-flavour neutrinos

was in agreement with predictions, a deficit of muon-flavour neutrinos was ob-

served [43]. The Kamiokande experiment saw the deficit in muon-neutrinos for

up-going events, that is, neutrinos that enter the detector from below and there-

fore must have travelled through the Earth. This issue was to become known as

the “atmospheric neutrino anomaly”. This deficit of atmospheric neutrinos was

confirmed by the Irvine-Michigan-Brookhaven (IMB) experiment in 1992 [44].

Both of these experiments were water-Cherenkov detectors and it was suggested

that these types of experiments may be suffering from some systematic effect spe-

cific to their design. However in 1997 the iron-calorimeter Soudan 2 experiment

also found a deficit of atmospheric muon-flavour neutrinos [45]. These obser-

vations all agreed on seeing only 2{3 of what was expected of the atmospheric

muon-neutrino flux for no oscillations.

2.2.3 Reactor Neutrinos

Nuclear reactors provide an intense source of man-made electron anti-neutrinos.

The range of energies for the emitted anti-neutrinos is 1–10 MeV. For a 1 GW

nuclear reactor one can approximate around 2ˆ 1020 ν s´1 emitted isotropically.

Nuclear reactor neutrino experiments detect νe interactions through the in-

verse beta decay (IBD) process. The detectors typically consist of a central de-

tector filled with liquid scintillator and sometimes loaded with Gd. An IBD event

is identified by the positron energy deposit and the neutron-capture energy-signal

that are both correlated in time. The Gd is mixed with the scintillator in order

to increase the neutron capture probability with the energy of the νe being calcu-

lated from the prompt energy of the positron. The threshold for IBD is 1.8 MeV

with reactor neutrino experiments seeing a peak in the νe energy spectrum around

4 MeV.
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The neutrino oscillation reactor experiment, the Kamioka Liquid Scintillator

Antineutrino Detector (KamLAND), published results in its first year of data

taking in 2002 [46]. The ratio of the number of observed reactor νe events to

that expected in the absence of neutrino oscillations was 0.611 ˘ 0.085(stat.) ˘

0.041(syst.), the first significant evidence for νe disappearance.

2.2.4 Accelerator Neutrino Beams

Accelerator neutrino beams are another source of high-intensity man-made muon-

type neutrinos. The general setup consists of colliding a high-energy proton

beam onto a nuclear target to obtain a beam of secondary charged pions and

kaons which are permitted to decay in a decay pipe. The boosted hadrons decay

in flight yielding a neutrino beam dominated by muon-flavoured neutrinos. To

increase the flux of the neutrino beam, focusing horns are used to decease the

divergence of the pions and kaons before they decay.

Depending on the accelerator neutrino beam configuration one can achieve a

beam of neutrinos or anti-neutrinos over a wide range of energies, Eν , typically

1–200 GeV. The detectors are situated at a particular distance, L, such that the

region of L{Eν probed is similar to that experienced by the atmospheric neu-

trinos observed by Kamiokande. Usually, there are two detectors with different

baselines; this allows for a reduction in the systematic uncertainties by observing

the relative changes in the reconstructed neutrino energy spectra between the two

detectors.

The first long-baseline neutrino oscillation experiment to use an accelerator

neutrino beam was KEK-to-Kamioka (K2K). K2K searched for νµ disappearance

with a neutrino flight distance of 250 km. The data-taking period began in 1999

and continued untill 2004; K2K observed direct evidence for νµ disappearance

observing 112 beam neutrino events compared to the expected number without

neutrino oscillation of 158.1`9.2
´8.6 [47].

39



The second long-baseline accelerator experiment was the Main Injector Neu-

trino Oscillation Search (MINOS). MINOS has a longer baseline of 735 km and

took data beginning in 2005 up until 2012. In the first year of data taking MI-

NOS was already seeing significant evidence of νµ disappearance [48] and up until

today continues to publish results including the observation of the appearance of

νe [49].

The disappearance of muon-flavoured neutrinos seen by atmospheric neutrino

oscillation experiments indicates that the muon-neutrinos are changing flavour.

One would therefore expect an increase in either the electron or tau flavoured neu-

trinos. The majority of muon-neutrinos are in fact oscillating into tau-neutrinos,

with very little electron-neutrino appearance being observed. Tau-neutrino ap-

pearance is extremely difficult to observe, although has been seen by the Oscilla-

tion Project with Emulsion-tRacking Apparatus (OPERA) [50] experiment.

The success of accelerator neutrino sources has led to many experiments such

as Tokai to Kamioka (T2K) [51] and the latest neutrino experiment NuMI Off-

Axis νe Appearance (NOνA) which published it first results in 2016 [52, 53]. A

more detailed description of the various accelerator-based neutrino beams can be

found in [54].

2.2.5 Oscillation Formalism

The observation of neutrino oscillation and its dependance on the neutrino path

length and energy confirmed that neutrinos are massive. For massive neutrinos

there exists a set of mass eigenstates denoted by νi which describe the evolution of

neutrinos in space and time. Interactions of neutrinos with matter are described

by flavour eigenstates να. The mixing between states occurs with a rotation ma-

trix U , the PMNS matrix, which satisfies U :U “ 1. The following mathematical

derivation is generalised for N neutrinos.

A source of neutrinos will produce a neutrino at a time t “ 0 in a weak flavour
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eigenstate |ναpt “ 0qy that is a superposition of mass eigenstates |νiy:

|ναp0qy “
ÿ

i

U˚αi |νiy.

The mass eigenstates will evolve with time as they propagate,

|ναptqy “
ÿ

i

U˚αi e
´ipi¨x |νiy,

where x is the four-vector position of the neutrino and pi is the four-vector mo-

mentum of the mass state i. At time t the neutrino is observed via the weak

interaction in a detector and the wave function will become a weak eigenstate of

flavour, νβ:

xνβ| “
ÿ

j

Uβj xνj|.

The amplitude for this observation is given by

xνβ|ναptqy “

˜

ÿ

j

Uβj xνj|

¸˜

ÿ

i

U˚αi e
´ipi¨x |νiy

¸

“
ÿ

i

ÿ

j

UβjU
˚
αi xνj|νiy
loomoon

δij

e´ipi¨x

“
ÿ

i

UβiU
˚
αi e

´ipi¨x, (2.9)

where δij is the Kronecker delta.

By denoting mi and Ei as the mass and energy, respectively, of the ith mass

eigenstate we can express the argument of the exponential as

pi ¨ x “ Eit´ ~p ¨ ~x, (2.10)

where we make the approximation that all mass eigenstates have the same three-

vector momentum ~p. A more rigorous approach can be taken by treating the
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neutrinos as wave packets; this eliminates the need for this momentum assumption

and has been shown to lead to the same result [55, 56].

By expressing the energy as Ei “ p| ~p |
2 `m2

i q
1
2 , assuming mi ! Ei and using

natural units, one can say t “ L and ~p ¨ ~x “ | ~p |L (where L is the distance

travelled). We can perform a binomial expansion on the expression for the energy,

so that equation 2.10 can be expressed as

p ¨ x “ | ~p |L

ˆ

1`
m2
i

2| ~p |2

˙

´ | ~p |L (2.11)

“
m2
iL

2E
, (2.12)

where | ~p | « E and E is the average over Ei. Therefore we have

xνβ|ναpLqy “
ÿ

i

UβiU
˚
αi e

´
im2
i L

2E . (2.13)

We can now compute the probability of measuring the original να as being of

flavour νβ by finding the square of the amplitude:

P pνα Ñ νβq “ | xνβ|ναpLqy|
2

“

˜

ÿ

i

U˚βiUαi e
´
im2
i L

2E

¸˜

ÿ

j

UβjU
˚
αj e

im2
jL

2E

¸

“
ÿ

i

ÿ

j

U˚βiUαiUβjU
˚
αj e

´ iL
2E
pm2

i´m
2
j q

“
ÿ

i

ÿ

j

U˚βiUαiUβjU
˚
αj e

´
i∆m2

ijL

2E

`

«

ÿ

i

ÿ

j

U˚βjUβiU
˚
αiUαj ´

ÿ

i

ÿ

j

U˚βjUβiU
˚
αiUαj

ff

, (2.14)

where ∆m2
ij “

`

m2
i ´m

2
j

˘

. The last two terms sum to zero and are included so
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that equation 2.14 can be rearranged:

P pνα Ñ νβq “
ÿ

i

ÿ

j

U˚βjUβiU
˚
αiUαj

ˆ

e´i
∆m2

ijL

2E ´ 1

˙

loooooooooooooooooomoooooooooooooooooon

Aij

`
ÿ

i

ÿ

j

U˚βjUβiU
˚
αiUαj.

(2.15)

Recalling the fact that U : “ pU˚qJ, the second term in equation 8.1 can be

simplified as follows,

ÿ

i

ÿ

j

U˚βjUβiU
˚
αiUαj “

ÿ

i

UβiU
˚
αi

ÿ

j

U˚βjUαj

“
ÿ

i

UβiU
:

iα

ÿ

j

U :jβUαj

“ δαβ.

Looking at Aij we can see that Aii “ 0 due to ∆m2
ii “ 0 and that Aij “ A˚ji

(because of the minus sign due to ∆m2
ij “ ´∆m2

ji), meaning that 2RerAijs “

Aij ` A˚ji. These facts mean that we can remove the i “ j terms and group the

pairs together:

P pνα Ñ νβq “ δαβ ` 2
ÿ

ipąjq

ÿ

j

Re

ˆ

U˚βjUβiU
˚
αiUαj

ˆ

e´i
∆m2

ijL

2E ´ 1

˙˙

. (2.16)

Using Euler’s identity,

e´i
∆m2

ijL

2E “ cos

ˆ

∆m2
ij

2E
L

˙

´ i sin

ˆ

∆m2
ijL

2E

˙

, (2.17)

and the identity

1´ cos

ˆ

∆m2
ijL

2E

˙

“ 2 sin2

ˆ

∆m2
ijL

4E

˙

, (2.18)
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equation 8.2 can be expressed as

P pνα Ñ νβq “ δαβ

` 2
ÿ

ipąjq

ÿ

j

Im

„

U˚βjUβiU
˚
αiUαj sin

ˆ

∆m2
ijL

2E

˙

´ 4
ÿ

ipąjq

ÿ

j

Re

„

U˚βjUβiU
˚
αiUαj sin2

ˆ

∆m2
ijL

4E

˙

. (2.19)

Equation 2.19 is a general expression for N neutrinos that experience oscillation

in a vacuum. When neutrinos traverse through matter the eigenstates become

modified due to the MSW effect [57, 58]. The effect is most significant when

observing solar neutrinos or electron neutrino appearance over long baselines.

The analysis presented in this thesis is insensitive to matter effects [59], as will

be discussed further in chapter 7. The approximation of neutrinos travelling

through a vacuum is therefore used throughout.

2.2.6 Three-Flavour Model

In the case of three flavour and mass states, they can be related by

¨

˚

˚

˚

˚

˝

νe

νµ

ντ

˛

‹

‹

‹

‹

‚

“ U˚

¨

˚

˚

˚

˚

˝

ν1

ν2

ν3

˛

‹

‹

‹

‹

‚

. (2.20)

U can be parametrised by three mixing angles (θ12, θ23, θ13q and a phase δ:
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U “

¨

˚

˚

˚

˚

˝

Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

˛

‹

‹

‹

‹

‚

“

¨

˚

˚

˚

˚

˝

c12 s12 0

´s12 c12 0

0 0 1

˛

‹

‹

‹

‹

‚

loooooooooomoooooooooon

solar

¨

˚

˚

˚

˚

˝

c13 0 s13e
´iδ

0 1 0

´s13e
iδ 0 c13

˛

‹

‹

‹

‹

‚

¨

˚

˚

˚

˚

˝

1 0 0

0 c23 s23

0 ´s23 c23

˛

‹

‹

‹

‹

‚

loooooooooomoooooooooon

atmospheric

(2.21)

“

¨

˚

˚

˚

˚

˝

c12c13 s12c13 s13e
´iδ

´s12c23 ´ c12s23s13e
iδ c12c23 ´ s12s23s13e

iδ s23c13

s12s23 ´ c12c23s13e
iδ ´c12s23 ´ s12c23s13e

iδ c23c13

˛

‹

‹

‹

‹

‚

, (2.22)

where cij ” cos θij and sij ” sin θij. The solar term controls the amount of

electron neutrino mixing between states ν1 and ν2 and is governed by the value

of θ12. The atmospheric term controls how the νµ and ντ flavour mixes and is

governed by the mixing angle θ23. The middle term contains the unmeasured CP

violating phase, as well as θ13 which determines the amount of νe mixing into the

third mass state ν3. Within a three-flavour framework, the energy-dependence

of neutrino oscillation is driven by the mass splittings ∆m2
32 and ∆m2

21, where

∆m2
31 “ ∆m2

32 `∆m2
21.

A summary of current measurements of the mass splitting and mixing angles

from a three-flavour global fit to experimental data are shown in table 2.1. How-

ever, there exist a number of unknowns that current and future experiments are

attempting to address as well as providing precision measurements of all param-

eters:

• The value of δCP: Analogous to the quark sector, neutrino oscillations are

parametrised with a CP-violating phase. This parameter has proven diffi-
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Parameter ∆m2 Ordering Best Fit (˘1σ)

∆m2
21{10´5eV2 Both 7.54`0.26

´0.22

sin2 θ12{10´1 Both 3.08`0.17
´0.17

∆m2{10´3eV2 Normal 2.43`0.06
´0.06

∆m2{10´3eV2 Inverted ´2.38`0.06
´0.06

sin2 θ13{10´2 Normal 2.34`0.20
´0.19

sin2 θ13{10´2 Inverted 2.40`0.19
´0.22

sin2 θ23{10´1 Normal 4.37`0.33
´0.23

sin2 θ23{10´1 Inverted 4.55`1.39
´0.31

δCP {π Normal 1.39`0.38
´0.27

δCP {π Inverted 1.31`0.29
´0.33

Table 2.1: Values of oscillation variables from a three-flavour global fit to exper-
imental data. Note that ∆m2 ” m2

3 ´ pm
2
2 `m

2
1q{2. Values taken from [60].

cult to measure as it primarily effects the small amount of electron-neutrino

appearance in long-baseline experiments.

• The neutrino mass ordering: For the three-flavour case the differences in

mass between the eigenstates ν1, ν2 and ν3 govern the energy-dependence

of neutrino oscillations. The sign of ∆m2
21 has been measured to be pos-

itive, however the sign of the mass splitting ∆m2
32, commonly measured

by observing atmospheric neutrino oscillations, has not been determined.

Muon-neutrino disappearance measurements have yielded a value but are

not sensitive to the sign. Two possibilities of the mass ordering exist, the

normal ordering (ν1 ă ν2 ă ν3) or the inverted ordering (ν3 ă ν1 ă ν2).

• The octant of θ23: It is not clear if θ23 is smaller or larger than π{4 (or

exactly π{4) due to the leading term in the muon survival probability for

the amplitude of neutrino mixing being sin2p2θ23q. Precision measurements,

including electron-neutrino appearance measurements, are required to de-

termine this.
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2.3 Sterile Neutrinos

The three-flavour neutrino oscillation model has been experimentally well-established

with a majority of results agreeing with the model. However, a small subset of

anomalous results have arisen which, amongst possible explanations, can be rec-

onciled by the addition of one or more pairs of neutrino mass and flavour states.

By introducing additional neutrino flavour and mass states one has to re-

member the results from the measurement of the Z boson decay width from

LEP, shown in figure 2.1. Additional neutrinos (with a mass less than half the

mass of the Z boson) must therefore not interact through the weak interaction.

These beyond-the-Standard-Model particles are called sterile neutrinos, a ter-

minology first introduced by Pontecorvo in 1969 [61]. The following anomalous

results are the main catalysts for motivating the work presented in this thesis.

The list of possible hints for sterile neutrinos is not entirely covered in this thesis;

a more complete review of experimental indications of sterile neutrinos can be

found in [62].

2.3.1 Electron Neutrino Appearance Anomalies

There have been anomalous results in short-baseline neutrino oscillation exper-

iments (an L{E „ 1 km{GeV). The two most famous examples looked for the

presence of electron anti-neutrinos in a beam of muon neutrinos.

2.3.1.1 LSND

The Liquid Scintillator Neutrino Detector (LSND) was a short-baseline neutrino

oscillation experiment built to search for νµ Ñ νe. The νµ neutrino beam was

produced at the Los Alamos Neutron Science Center (LANSCE) by colliding

789 MeV protons onto a target, producing a large number of pions. The open

space around the target was short compared to the pion decay length allowing for
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the pions and muons to decay at rest. The π´ were absorbed by the surrounding

material whilst the π` decayed primarily into muons which decay into νµ with

energies ranging from 20–100 MeV with a peak around 40 MeV, with over 95%

of these neutrinos resulting from decay at rest and the remainder from decay in

flight.

The LSND detector was a cylindrical tank 8.3 m long by 5.7 m in diameter

situated 30 m from the target. The tank was filled with 167 metric tons of liquid

scintillator with the inside covered with 1220 8-inch Hamamatsu photomultiplier

tubes. The νe events were identified through the interaction ν ` pÑ e` ` n; the

signal from positron annihilation in coincidence with the 2.2 MeV γ released by

the capture of the neutron by a free proton was used.

LSND took data from 1993 up until 1998 with the results showing the size

of the νe excess of 87.9 ˘ 22.4(stat.) ˘ 6.0(syst.) events in the energy range of

20–75 MeV [63]. This is a deviation from the three-flavour neutrino oscillation

model of 3.8σ. To account for this excess due to neutrino oscillation one would

require a new mass splitting, ∆m2, of the order 0.2 –10 eV2, which is incompatible

with the two measured mass splittings described by the three-flavour model that

are shown in table 2.1.

2.3.1.2 MiniBooNE

The MiniBooNE experiment was designed to measure νµ Ñ νe and νµ Ñ νe; an

independent check of the LSND evidence that indicates neutrino oscillations with

a mass splitting at the 1eV2 scale.

The MiniBooNE experiment consisted of a single spherical detector, 12.2 m

in diameter, filled with 800 tons of mineral oil (CH2). With a baseline of 500 m,

MiniBooNE was designed to have the same L{E as the LSND experiment. Mini-

BooNE identified charged current quasi-elastic νe and νe interactions in the de-

tector by collecting the Cherenkov light produced by the scintillation of the final
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state charged particles. The light was detected by 1580 8-inch PMTs situated

within the interior of the detector.

The νµ or νµ beam was produced by taking 8 GeV protons from the Fermilab

Booster, and directing them into a magnetic focusing horn where they struck

a Beryllium target. The proton-Beryllium interactions resulted in a plethora of

charged mesons which decayed in flight along an air-filled decay region. Following

the decay region was an absorber, put in place to stop any undecayed mesons

and muons. The remaining neutrinos travelled towards the MiniBooNE detector

resulting in a neutrino beam peaked at around 500 MeV. The polarity of the

horns could be reversed to produce a beam of νµ or νµ.

MiniBooNE performed two analyses, for neutrino and anti-neutrino beams.

A combined fit to both neutrino and anti-neutrino data for the reconstructed

neutrino energy range of 200´ 1250 GeV gives an excess of 240.3˘ 34.5(stat.)˘

52.6(syst.) electron events, a significance of 3.8σ [64]. The results from Mini-

BooNE support the evidence seen by LSND with an excess that could be ex-

plained by a mass splitting incompatible with the three-flavour model.

2.3.2 Reactor Anomalies

Reactor neutrino experiments have helped to experimentally establish direct ev-

idence of neutrino oscillations. A neutrino reactor experiment relies on knowing

the νe flux from the reactor in order to calculate a predicted event rate of νe

events in the detector that can be compared to data. By calculating the ratio, R,

of observed events to the predicted number, one can observe a deficit of events due

to neutrino oscillation. This is complimentary to fits to the energy distribution

of νe events (a shape analysis).

Up until 2011 the νe flux had been estimated from measurements of the total

electron spectra associated with the beta decays from fission products of 235U,

239Pu and 241Pu using a set of 30 effective beta-decay chains [65]. More recently
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the estimation of the νe flux has been revisited [66], taking into account all beta-

decay branches from current nuclear databases [67].

The new calculation of the νe flux led to a +3% shift in the normalisation

of the νe flux from the fission products of 235U, 239Pu and 241Pu. The effect on

past experimental data results in a shift for the R values. Figure 2.4 shows the

R values for various reactor experiments. The red line indicates the expected

R as a function of baseline for the three-flavour neutrino oscillation case. For

reactors with a baseline less than 1 km in the three-flavour case, there should be

no neutrino oscillation and one would expect R to equal unity. The blue line

shows the value of R if an additional neutrino, a sterile neutrino, is considered.

This appears to be in better agreement with the data. This is called the “reactor

antineutrino anomaly”.

Figure 2.4: The short-baseline reactor-antineutrino anomaly. The black data
points are the R values for different reactor experiments. The red line indicates
the expected R as a function of baseline for the three-flavour neutrino oscillation
case and the blue line shows the value of R if an additional neutrino, a sterile
neutrino with a mass splitting ∆m2 on the scale of 1eV2, is considered. Graph
taken from [66].

50



2.3.3 Gallium Anomalies

The solar neutrino experiments GALLEX and SAGE, which were mentioned for

their work on the solar neutrino problem, have also observed anomalous results

that could be explained by a model with sterile neutrinos.

The SAGE experiment, concerned about its measurement of the neutrino cap-

ture rate compared to solar models, performed two separate tests to determine its

response to low-energy neutrinos [68, 69]. To produce an intense artificial source

of νe neutrinos two different radioactive sources were used. A 51Cr source and an

37Ar source were used that both emitted mono-energetic electron neutrinos.

The neutrinos emitted by the radioactive sources were detected by the same

method as for the solar neutrino analyses through νe `
71Ga Ñ e´ ` 71Ge. The

cross-section for the production of 71Ge was measured for each source, and the

ratios of the cross-section to the theoretical cross-section, RCr
S1 and RAr

S2 , for the

SAGE experiment were found to be

RCr
S1 “ 0.95˘ 0.12, (2.23)

RAr
S2 “ 0.791`0.084

´0.078. (2.24)

For the same reasons the GALLEX experiment performed a similar study

using two sources of 51Cr [70, 71]. The two sources were installed for 3–4 months

in the centre of the GALLEX detector with the experimental conditions kept as

close as possible as for the previous solar neutrino analyses. For the two 51Cr

sources the ratios of the measured cross-section to the theoretical cross-section,

RCr
G1 and RCr

G2 were found to be

RCr
G1 “ 0.953˘ 0.11, (2.25)

RCr
G2 “ 0.812`0.10

´0.11. (2.26)
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A global statistical significance of the anomalous deficit of electron neutrinos

measured using these radioactive sources in GALLEX and SAGE was performed

and there was found to be a 3σ deviation from the calculated theoretical cross

section [72]. This is known as the “gallium anomaly”. One possible explanation

for these results is to interpret this as hints for observing νe disappearance due

to the existence of sterile neutrinos that oscillate with active neutrino flavours.

2.3.4 The Sterile Neutrino Model

The simplest sterile neutrino model is the 3+1 sterile neutrino phenomenological

model, that is, an additional neutrino being considered of flavour νs. This model

extends the PMNS matrix to four dimensions, introducing additional matrix el-

ements as seen below:

U “

¨

˚

˚

˚

˚

˚

˚

˚

˝

Ue1 Ue2 Ue3 Ue4

Uµ1 Uµ2 Uµ3 Uµ4

Uτ1 Uτ2 Uτ3 Uτ4

Us1 Us2 Us3 Us4

˛

‹

‹

‹

‹

‹

‹

‹

‚

. (2.27)

This gives rise to an extra mass splitting ∆m2
41, three additional mixing angles

θ14, θ24, and θ34, and two additional CP violating phases δ14 and δ24. Note that in

this notation the previous three-flavour CP violating phase becomes δCP Ñ δ13.

The oscillation probabilities for neutrino disappearance and appearance be-

come altered from the three-flavour model. The mixing angle θ14 governs the

oscillation between electron and sterile flavour states, which plays an important

role in explaining the reactor and gallium neutrino anomalies. The angle θ24

governs the oscillation between muon and sterile neutrino flavour states and θ34

determines the mixing between tau and sterile neutrino flavour states.

Appendix A presents the matrix elements in terms of the mixing angles along

with derivations of the oscillation probabilities. A combination between θ14 and
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θ24 is required to to explain the excess of electron neutrinos from a muon neu-

trino beam for the LSND and MiniBooNE appearance experiments, P pνµ Ñ νeq.

Adding a sterile neutrino at the 1 eV2 scale, the expression for P pνµ Ñ νeq can

be expressed as

P pνµ Ñ νeq « 4|Ue4|
2
|Uµ4|

2 sin2 ∆41 “ sin2 2θµe sin2 ∆41, (2.28)

where sin2 2θµe “ 4|Ue4|
2|Uµ4|

2 “ sin2 2θ14 sin2 θ24. For convenience one can rede-

fine
∆m2

ijL

4E
“ ∆ij, with the terms ∆31 and ∆21 being neglected as they become

small over short baselines. Using this model the results from the LSND and Mini-

BooNE experiments are shown in figure 2.5 as 90% confidence intervals for the

3+1 sterile neutrino parameter space using the effective mixing angle θµe and the

sterile mass splitting ∆m2
41.

2|
4µ

|U2|
e4

 = 4|Ueµθ22sin
7−10 6−10 5−10 4−10 3−10 2−10 1−10 1

)2
 (

eV
2

m∆

2−10

1−10

1

10

210
 modeµν

LSND 90% CL

LSND 99% CL

KARMEN2 90% CL

ICARUS 90% CL

MiniBooNE 90% CL

MiniBooNE 99% CL

Figure 2.5: The LSND and MiniBooNE 90% and 99% allowed region for sterile
anti-neutrinos. The figure also shows exclusion regions for Karmen2 [73] and
ICARUS [74] experiments.

The same 3+1 sterile neutrino phenomenological model is used to analyse the

MINOS data in this thesis, presented in chapter 7. The region of L{E probed
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by the MINOS detectors covers the region of allowed parameter space for mass

splittings over the range 10´4 ´ 102 eV2. The muon disappearance channel used

by the MINOS experiment gives sensitivity to the sterile mixing angle θ24. A

combination is then performed with the neutrino reactor experiment, Bugey-3,

which looked for electron anti-neutrino disappearance that is sensitive to θ14. This

combination allows for a direct limit to be placed on the quantity sin2 2θ14 sin2 θ24

which is the sin2 2θµe quantity in which LSND and MiniBooNE report their al-

lowed regions.
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Chapter 3

The MINOS and MINOS+

Experiments

This chapter gives an overview of the MINOS and MINOS+ experiments followed

by descriptions of the NuMI beam-line, the NuMI targets and the MINOS detec-

tors. The last section provides information on the type of neutrino interactions

within the detectors.

3.1 MINOS

MINOS [75, 76] (the Main Injection Neutrino Oscillation Search) is a long-baseline

neutrino oscillation experiment primarily designed to measure νµ and νµ disap-

pearance. MINOS uses a beam of predominantly muon neutrinos provided by

the NuMI (Neutrinos at the Main Injector) beam-line facility [77] at Fermilab

located near Chicago, IL, USA. The MINOS experiment is a two-detector experi-

ment. The Near Detector (ND) is situated 1.04 km downstream from the neutrino

production target and makes precise measurements of the neutrino beam before

neutrino oscillations have occurred. The Far Detector (FD) is 735 km downstream

from the neutrino production target and is located in the Soudan Underground

Laboratory, northern Minnesota. The FD measures the neutrino beam once os-
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cillations have occurred. It is the comparison between both detectors that allows

for the inference of neutrino oscillation by observing a deficit of muon-flavour

neutrinos (or an appearance of electron neutrinos). The setup of the MINOS

experiment is shown in figure 3.1.

Figure 3.1: The MINOS experiment. A beam of muon-type neutrinos is created
at the NuMI facility. The neutrinos pass through the Near Detector located at
Fermilab and the Far Detector located in the Soudan Mine in northern Minnesota.
The baseline is 735 km.

MINOS began taking data in March 2005 and continued up until April 2012,

collecting data in both νµ and νµ beam modes (explained in section 3.3). A

break-down of the beam conditions for this data-taking period can be seen in
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figure 3.2. The majority of the data was taken in the low-energy configuration

with a beam composed predominantly of νµ with an energy spectrum peaked at

around 3 GeV. MINOS also uses an atmospheric neutrino sample of 37.88 kt-yr

at the Far Detector, which is 705 m underground (2070 mwe) [78].
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Figure 3.3: The left panels show the 68% and 90% confidence limits on ∆m2
32

and sin2 θ23 for the normal ordering (top) and inverted ordering (bottom). At
each point in this parameter space, the likelihood function is maximised with
respect to sin2 θ13, δcp and the systematic parameters constrained in the fit. The
likelihood surface is calculated relative to the overall best fit, which is indicated
by the star. The right panels show the 1D likelihood profiles as a function of
∆m2

32 and sin2 θ23 for each mass ordering. The horizontal dotted lines indicate
the 68% and 90% confidence limits. Figure taken from [79].

Using the low-energy dataset and the atmospheric neutrino sample a previous

MINOS analysis measured the most precise value of ∆m2
32 to date along with a

competitive measurement of θ23 [79]. This was achieved by combining the anal-

yses of νµ and νµ disappearance and νe and νe appearance for both beam and

atmospheric neutrino samples using a three-flavour neutrino oscillation model.

Figure 3.3 shows the confidence intervals for the final MINOS three-flavour anal-

ysis measuring ∆m2
32 and θ23.
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3.2 MINOS+

MINOS+ [80] is the continuation of the MINOS detectors with the NuMI beam

configured to produce neutrinos at higher energies. Figure 3.4 shows the the neu-

trino energy spectra for νµ charged-current events observed at the Near Detector

for MINOS, MINOS+ and the NOνA experiments. MINOS and MINOS+ have

the Near and Far Detectors on-axis, that is, they are situated along the longitu-

dinal direction of the neutrino beam. MINOS+ observes a high flux of neutrinos

at higher energies compared to the low-energy configuration with the beam peak

shifting from 3 GeV to 7 GeV due to a change in the neutrino beam configura-

tion. The NOνA experiment is off-axis, being placed 14 mrad from the beam axis

thereby increasing the number low-energy neutrinos around the oscillation dip,

and heavily reducing the high-energy component.

Figure 3.4: The neutrino energy spectra for νµ charged-current events observed
at the Near Detector for MINOS (yellow), MINOS+ (red) and the NOνA [52]
(blue) experiments.

MINOS+ took data from September 2013 until June 2016, and with the ad-

ditional statistics will provide important contributions to the high-precision tests

of the three-flavour oscillation formalism and will improve on the world-leading

measurements of muon-neutrino disappearance made by MINOS. The beam ex-
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posure as a function of time for MINOS+ can be seen in figure 3.2.

With more statistics at high energies MINOS+ is in the unique position to

probe and significantly extend the reach of the search presented in this thesis for

sterile neutrino signatures in the regions of parameter space favoured by experi-

ments such as LSND and MiniBooNE. MINOS+ can also search for non-standard

neutrino interactions [81] and other sources of new physics such as Large Extra

Dimensions [82].

3.3 The NuMI Beam

The Neutrinos at the Main Injector (NuMI) neutrino beam [77, 83] was built

at Fermilab to provide neutrinos for the MINOS experiment. The NuMI beam

typically had a beam power of 350 kW with a design specification of up to 400 kW.

A high-intensity beam is required to achieve a meaningful event rate at the FD

which is situated several hundred kilometres away. Such a distance significantly

reduces the neutrino flux as it decreases as a function of distance away from the

neutrino production target.

Figure 3.5: The NuMI beam.

To produce a neutrino beam the first stage is to create protons from H- ions.

The ions are accelerated by a Radio Frequency (RF) quadrupole up to an energy

of 750 keV. From there a linear accelerator accelerates the ions to an energy
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of 400 MeV, which subsequently pass through a thin carbon foil stripping the

electrons off the ions to leave a beam of protons. The protons are fed into a rapid

cycling synchrotron (Booster) and accelerated in batches up to energies of 8 GeV.

Subsequently they are fed into the Main Injector where they are accelerated

to 120 GeV. The Main Injector has a circumference seven times larger than the

Booster and so up to six batches of protons can be inserted into the Main Injector

at once with space to allow for the rise time of the pulse kicker. The pulse kicker

bends the beam to align it towards the neutrino production target. It is the

interaction between these high energy protons upon the fixed graphite target

that results in a plethora of charged pions, kaons and muons.

Figure 3.5 shows how the charged particles pass through two parabolic, mag-

netic horns which focus either positive or negative particles depending on the

direction of the electric current being pulsed through the horns into the decay

pipe. The decay of muons into electrons contributes an intrinsic electron neutrino

component in the beam. The focused hadrons travel along a 675 m decay pipe

filled with helium. It is the decay of these particles inside the pipe that forms the

predominately muon-flavour neutrino beam:

π˘ Ñ µ˘ ` νµzνµ, (3.1)

K˘
Ñ µ˘ ` νµzνµ, (3.2)

µ˘ Ñ e˘ ` νµzνµ ` νezνe. (3.3)

By focusing the positive hadrons a beam of predominately νµ is created (νµ-

dominated beam mode); by focusing the negatively charged hadrons the νµ com-

ponent can be increased (νµ-enhanced beam mode). The relative contribution of

neutrino parents as a function of true neutrino energy for the low-energy neutrino-

dominated beam is shown in figure 3.6. Pions are the main contribution, with

a significant kaon contribution at higher energies. Figure 3.7 shows three of the
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possible energy spectra observed at the Near Detector by varying the current sent

to the focusing horns and the relative position of the neutrino production target

to the horns.
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Figure 3.6: Simulated events at the MINOS ND for the neutrino-dominated low-
energy beam. The graph shows the relative contribution of the neutrino parents
as a function of true neutrino energy.

The compositions of the NuMI neutrino-dominated and antineutrino-enhanced

beams for charged-current neutrino interactions observed in the MINOS Near De-

tector are compared in figure 3.8. The significant difference in composition and

event rate between these beam modes arises mainly from the fact that the νµ

interaction cross section is a factor of approximately two lower than the νµ inter-

action cross section.

3.3.1 Slip-Stacking

A method called “Slip-Stacking” can be performed in the Main Injector to al-

low the intensity of a proton batch to approximately double by merging two

batches together in the Main Injector, therefore increasing the power of the

NuMI beam [84]. The Main Injector cannot accommodate more than six batches
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Figure 3.7: The true energy distribution of Near Detector events from the three
different NuMI configurations. The target position (distance upstream of a nom-
inal position) and horn current of each configuration are shown in the legend.
“0.1 m, 185 kA” is the “low-energy” configuration in which most of the MINOS
data has been taken. “1.0 m, 200 kA” is the “medium-energy” configuration which
is the beam configuration in the NOνA era and therefore is the beam setup in
which MINOS+ took data. The final configuration is the “pseudo-high-energy”
configuration.

at once, however by using three different RF cavities operating at different fre-

quencies additional batches can be injected and coalesced together to produce

double-intensity batches. The procedure to produce a slip-stacked batch is as

follows:

1. A proton batch is injected from the Booster into the Main Injector at an

energy of 8 GeV and is captured by the first RF system.

2. The frequency of the RF system is lowered resulting in the deceleration

of the batch, causing its momentum to decrease, and hence it will have

a smaller orbit around the Main Injector circumference. A second proton

batch is injected into the Main Injector and is captured by a second RF

system operating at a higher frequency than the first (a larger momentum

and therefore orbit).
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Figure 3.8: The reconstructed neutrino energy spectra at the MINOS Near Detec-
tor. The top graph shows the energy spectra produced when focusing positively-
charged hadrons producing a predominately νµ beam. Below is when negatively
charged hadrons are focused, increasing the number of νµ events seen at the de-
tectors. Note how in anti-neutrino mode the event rate is significantly less due
to different cross sections between neutrinos and anti-neutrinos.

3. The two batches are moving at different speeds relative to another around

the Main Injector. The two batches continue to accelerate around until

they are aligned longitudinally where they are both picked up by a third

RF system with a frequency which is an average of the first and second RF

system. As a result the two batches coalesce and can be treated as a single

batch with double the intensity.
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Figure 3.9 shows the structure of a six-batch beam spill in which the first

three batches have been slip-stacked.

Figure 3.9: Reconstructed neutrino events at the Near Detector (data). The x-
axis is the time of the reconstructed neutrino event relative to the trigger that
indicates a NuMI beam spill. The different colours indicate the different proton
batches. The data shows the beam was delivering six proton batches. Three of
the batches have been doubled in intensity due to being slip-stacked.

3.3.2 The NuMI Target

The NuMI target, shown in figure 3.10, is composed of 47 graphite fins. Each fin

is 6.4 mm wide, 15 mm tall and 20 mm long with a spacing of 0.3 mm. The total

thickness of all 47 fins is 954 mm which is approximately 2 hadronic interaction

lengths. The thin-fin design optimises the proton-carbon cross section whilst

minimising the number of secondary hadronic interactions from pions and kaons

that would reduce the neutrino flux. Figure 3.10 also shows the fins are placed

in an aluminium casing running parallel to two water lines for cooling.

The lifetime of a NuMI target is finite. During the duration of the MINOS-era

data-taking seven NuMI targets were used. Assuming the target is not subjected

to any serious issues such as water leaks, or physical damage through an accident,

the graphite will begin to degrade due to the periodic stresses, impacts and radi-
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Figure 3.10: Technical drawing of NuMI target and target housing used in the
MINOS experiment. Image taken from [85].

ation from the beam. As a result the target will break up and become less dense

and the neutrino flux will decrease. Chapter 9 will present the effect target decay

has had on the neutrino energy spectrum for the dataset used in this thesis.

3.4 The MINOS Detectors

3.4.1 Overview

The MINOS detectors are tracking, sampling calorimeters made of alternating

layers of 1 cm thick plastic scintillator and 2.54 cm thick steel planes; figure 3.11

shows how the plastic and steel are used to form a plane. Each adjacent plane

is rotated by 90 ˝ with respect to its neighbour to allow for 3D reconstruction

in the detectors. MINOS identifies events by observing the light produced by

the final state charged particles in the scintillator. The scintillation light is sent

along wavelength-shifting fibre and read out by Photomultiplier tubes (PMTs).

Both detectors are magnetised so that the charge of a muon interacting within

the detector can be inferred by the direction of bending. A co-ordinate system

is defined as x being the horizontal direction perpendicular to the beam, y the
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vertical direction, and the beam direction defined as z. An alternative right-

handed co-ordinate system is also defined with the beam direction still defined

as z but a UV plane being defined as a 45 ˝ rotation to the xy plane as displayed

in figure 3.11. Both detectors are explained in great detail in [76].

Figure 3.11: The components of a MINOS plane comprise plastic scintillator and
a steel plane (left). The arrangement of multiple planes at 90 ˝ to one another
labelled U and V to allow for 3D reconstruction in the detectors is shown on the
right.

3.4.2 Two-Detector Experimental Setup

MINOS is composed of two detectors, the ND and the FD. Both detectors are

designed to be similar from the materials used in construction to their function-

ality. By looking at the relative differences between the reconstructed neutrino

energy spectra in the two detectors rather than measuring the absolute neutrino

flux, the impact of experimental systematic errors that affect both detectors are

significantly reduced. Any mis-modelings such as neutrino cross-sections and flux

will affect both detectors in the same way and therefore a relative comparison

will cancel out any such effects. The analysis in this thesis will take advantage of
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this by fitting the ratio of the FD to ND energy spectra.

Near Detector

The ND lies 110 m underground, which corresponds to 225 meters-water-equivalent

(mwe) overburden, and is 1.04 km downstream from the NuMI production target.

The beam is powerful enough at this point to produce many tens of neutrino in-

teractions per proton spill from the NuMI beam. Such a large flux allows the ND

to be the smallest of the two detectors with a mass of 980 tonnes. The ND can be

seen in figure 3.12; the detector is 4.8 m wide and 3.8 m tall with the coil hole for

producing the magnetic field being off centre. The beam axis is displaced 1.48 m

from the coil hole to reduce the number of particles depositing energy within the

coil hole which is not well modelled in simulation.

Figure 3.12: End view of the MINOS ND (the NuMI beam going into the page).
The drawing (left) helps illustrate and label the image of the MINOS ND (right).
“A” is furthest upstream steel plane, “B” is the magnet coil, and “C” is the
electronics rack. The NuMI beam axis is aligned near the “A” label. Image
taken from [76].

The ND consists of 282 steel planes. The upstream part of the detector (the

first 120 planes) is the calorimeter section and all except the first plane are instru-

mented with scintillator. Within the calorimeter section one in every five planes

is fully instrumented, the others having a smaller region of scintillator around the
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beam axis. The calorimeter is deigned to measure hadronic energy depositions.

The remaining 162 planes act as the spectrometer, used to measure the momenta

of energetic muons. Every fifth plane is instrumented with scintillator whilst the

others have none.

Far Detector

The FD is 735.3 km downstream from the NuMI production target and 705 m

underground (2070 mwe). The FD, shown in figure 3.13, consists of 484 octagonal

steel planes constructed as two super-modules separated longitudinally by 1.15 m.

To compensate for the reduced flux from the neutrino beam (a factor of „105)

the FD is much larger than the ND with a mass of 5400 tonnes. The detector

sees on average three neutrino interaction events per day in the low-energy NuMI

beam.

The FD super-modules each have their own independently operated magnet

coil. The super-module closest to the NuMI beam has 249 planes and is 14.78 m

in length. The second super-module has 237 planes and is 14.10 m in length. No

scintillator is instrumented onto the first plane of each super module.

A veto shield located around the top of the FD (over both super-modules)

enables the selection of atmospheric neutrino events from the data [86]. The

atmospheric neutrinos are selected from a large background of cosmic muons.

The 2070 mwe overburden suppresses a significant amount of the comic ray back-

ground, however high energy cosmic muons can travel through the earth’s crust

and enter the FD from above. Cosmic muons will have to pass through the veto

shield which is made of the same scintillator modules as the scintillator planes in

the detectors.

There are a number of reasons why a cosmic muon may not be tagged by

the veto shield: a shield readout channel is dead due to noise or damage from

radioactivity, a cosmic muon passes through the gap between the two modules or
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Figure 3.13: The end view of the MINOS FD (beam coming out of page). The
drawing (left) helps illustrate and label the image of the MINOS FD (right). “A”
is the most downstream steel plane, “B” is the cosmic ray veto shield, “C” is the
end of the magnet coil, and “D” is the electronics rack. Image taken from [76].

the activity left by the cosmic muon in the veto shield was too small to register

a signal.

3.5 Steel

The steel has an average density of 7.85 ˘ 0.03 g cm´3 [76]. The high density

increases the chance of a neutrino interaction within the detector. The typical

RMS deviation of plane masses is 0.35% (the plane thickness varying by 0.3%).

Neighbouring steel planes are 5.95 cm apart [76].

3.6 Plastic Scintillator

As neutrinos travel through the detector they interact with the iron nuclei, and

the charged final-state particles travel through the scintillator where the energy

deposition is read out as light. The structure of a strip of scintillator can be seen

in figure 3.14. The plastic-scintillator strips are made from extruded polystyrene,

doped with organic scintillators PPO (1% by weight) and POPOP (0.03% by
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weight). The strips are coated with a reflective, uniformly distributed, thin

(0.25 mm) layer of TiO2 (15% by weight) that serves as a diffuse reflector to

improve light yield [76]. The scintillator strips were produced by Itasca Plastic,

producing over 300 tons of scintillator with the light emission spectrum peaked

at „420 nm. Each strip has a groove along the surface containing a 1.20`0.02
´0.01 mm

diameter wavelength-shifting (WLS) fibre.

The WLS fibres are produced by Kuraray, Inc. in Japan and consists of

double-clad polystyrene fibre with 175 ppm of Y11 (K27) fluorescent emitter.

The WLS fibres minimise self-absorption by absorbing light peaked at „430 nm

and re-emitting it at a peak of 470 nm and beyond (from blue to green). The

wavelength-shifted light is transported to an optical connector at the edge of the

scintillator and into clear polystyrene fibres that transport the light to PMTs.

More detailed accounts of the cost-effectiveness and practicality behind using a

plastic-scintillator in the MINOS experiment can be found at [87].

  REFLECTIVE SEAL

  TiO2 LOADED POLYSTYRENE CAP

41mm

  CLEAR POLYSTYRENE

  SCINTILLATOR

 WLS FIBER

UP TO 8m

10mm

MINOS SCINTILLATOR STRIP

Figure 3.14: A strip of MINOS scintillator with the WLS fibre installed along the
centre. The image in the lower right corner depicts a charged particle (red line)
depositing energy by producing light (blue line) as it passes through the strip.
The light travels along the WLS fibre and is read out by a PMT. Image taken
from [76].
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The scintillator strips are closely packed into modules of 16 and 28 strips that

are wrapped in aluminium to ensure a light-tight enclosure. The module design

is advantageous as it provides a mechanically strong structure that holds strips

together and is sufficiently robust for shipping and mounting to the steel plates.

Once these modules are attached to the steel plates a MINOS steel-scintillator

plane is complete. The designs for the Near and Far Detectors differ slightly and

can be seen in figures 3.15 and 3.16.

Figure 3.15: The four different configurations of planes used in the ND, showing
the different layouts of the scintillator modules. The figure shows partially instru-
mented U planes module (top left), partially instrumented V (top right), fully
instrumented U (bottom left) and fully instrumented V (bottom right) where U
and V are the coordinates used. Figure taken from [76].

3.7 Photomultiplier Tubes

The scintillation light is transported by the WLS fibres to clear optical wire

bundles that transport the light to Hamamatsu multi-anode photomultiplier tube

pixels. At the FD, 16-anode (Hamamatsu R5900-00-M16) PMTs are used with

gains up to 1ˆ 106. The ND uses 64-anode (Hamamatsu R5900-00-M64) PMTs

with gains of 0.8ˆ106. The voltage required to achieve such gains for these PMTs

is „800 V. The PMTs are encased in boxes to ensure they are light-tight and to
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Figure 3.16: The arrangement of the scintillator modules on a MINOS Far De-
tector plane. Note that every plane at the Far Detector is fully instrumented.
Figure taken from [76].

shield them from magnetic fields and ambient electronic noise [76].

At the FD, each scintillator strip is read out at both ends requiring 1452

PMTs. Eight scintillator strips are read out by one PMT pixel; the WLS fibres

are “multiplexed” onto the PMT pixels, meaning eight fibres are connected to a

single pixel, with the fibre-to-pixel mapping intentionally different at each end

of each strip allowing for the determination of correct track location with an

eight-fold reduction in pixels. This setup yields a light output similar to the ND

scintillator strips which are read out at one end and mirrored at the other; this

is achievable due to to the shorter length of the ND scintillator strips. The ND

uses 194 PMTs.

3.8 Magnetic Field

Both the FD and ND are magnetised by a current-carrying coil. The geometric

differences between the FD and ND mean different requirements for coils. Both

detectors have a magnet coil passing through a hole along the whole length of

the detector, equipped with water cooling. The FD has an independent magnet

coil [88] within each super-module. At the FD the average toroidal magnetic field
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is 1.42 T whereas the ND has an average toroidal magnetic field of 1.28 T [89].

Magnetised detectors allow the MINOS experiment to distinguish oppositely

charged muons on an event-by-event basis. This allows MINOS to distinguish

νµ and νµ charged-current interactions within the detectors, allowing the col-

laboration to measure the oscillation parameters of anti-neutrinos and neutrinos

separately providing a test of CPT violation [90, 91].

3.9 Electronics and Readout

The electronics differ between the detectors due to the difference in the number of

neutrino interactions each detector experiences. The FD observes fewer neutrino

interactions by many orders of magnitude due to the long-baseline from the NuMI

target and the large overburden to suppress cosmic rays. The rate of cosmic ray

interactions in the FD is 0.5 Hz with the majority of the data volume dominated

by detector noise [92]. The FD electronics are explained in detail in [93].

The ND electronics are designed to address the larger instantaneous event

rate due to the shorter distance from the production target. The NuMI beam is

designed to deliver a high-intensity neutrino beam, which can produce an order

of 10 neutrino events per beam spill in the ND. In order to accurately reconstruct

each event the electronics are required to be fast and have no dead time during

the 10µs duration of a beam spill. More details on the ND electronics can be

found in [94].

3.10 Light Injection

The MINOS light injection system monitors the stability and linearity of the

PMTs used in the calibration chain discussed in section 4.1. Each detector is

equipped with a light injection system that allows varying intensity pulses of

ultra-violet light produced by LEDs (light-emitting diodes) to be injected into the
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FD and ND. The light injected into the detectors from the LEDs is monitored by

PIN (Positive Intrinsic Negative) photodiodes, the signal from which is reshaped

to mimic the signal from scintillation light read out by the PMTs. The signal

from the photodiodes is then read out by the standard electronics of the detectors.

3.11 Triggering

The NuMI beam delivers the neutrinos in “spills”. When a beam spill occurs,

a signal (spill trigger) is sent to the ND and FD triggering a detector readout

window for 100µs around each spill. The FD requires additional triggers to

address the high level of noise originating from dark noise from within the PMTs

and spontaneous light emission in the WLS fibres [92]. A trigger is implemented

that requires 2 out of 36 PMTs to produce a signal readout within a 400 ns

window. Each set of 36 PMTs is read out and once the trigger is activated the

data is digitised. Outside of the beam spill window offline triggers cause data

from cosmic muons to be recorded and stored, basing the decision on either a

minimum amount of energy deposited in a set of planes, or a certain number of

planes hit within a group of planes.

3.12 The Calibration Detector

The Calibration Detector (CalDet) is the smallest of the MINOS detectors. CalDet

was designed and built to measure the calorimetric response to hadrons and elec-

trons, and the topology of hadronic and electromagnetic interactions in a number

of test beams at CERN [95]. CalDet was built to be of similar design to the MI-

NOS ND and FD to demonstrate they can be calibrated relative to one another

to high precision. CalDet consisted of 60 unmagnetised planes, each plane a 1 m

square of the same steel and scintillator composition as the two main MINOS

detectors. However, the steel planes were „0.04 cm thinner in the CalDet detec-
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tor corresponding to a decrease in thickness of 1.6% meaning the average energy

deposition of a particle of known energy will be „1.6% higher in CalDet relative

to the ND and FD. Each plane contained 24 scintillator strips, each 100 cm long.

In an identical arrangement to the ND and FD, the planes were aligned so that

adjacent planes were at 90 ˝ to each other. Both the ND and FD electronics

were implemented at CalDet during testing to understand and quantify any dif-

ferences in the read-out electronics; the responses were found to agree to within

0.06% [96].

The CalDet detector, through subjection of several test-beams of well-defined

particle energies, was used to develop a calibration chain (discussed in section 4.1)

to allow the ND and FD responses to particle interactions to be related to one

another, acheiving an uncertainty in the relative calibration between the ND and

FD of „2% [95].

3.13 Neutrino Interactions in the Detectors

3.13.1 Event Topologies

There are three neutrino interactions that are of interest to MINOS as shown in

figure 3.17. The main channel is the charged current (CC) νµ (νµ) interaction,

νµpνµq `X Ñ µ´p`q `X 1.

The cascade of hadrons, X 1, produces a diffuse shower of energy deposits near

the interaction vertex and a long muon track. MINOS was constructed with steel

planes so that it can contain a significant proportion of the final state muons.

The muon curves due to the magnetic field. It is the direction of curvature that

allows MINOS to identify the incoming neutrino as a νµ or a νµ.

All active neutrino flavours undergo the neutral current (NC) interaction
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Figure 3.17: Neutrino interaction topologies observed in the MINOS detectors.
Left: A charged current νµ interaction. Middle: A neutral current interaction.
Right: A charged current νe interaction. Each coloured pixel represents a scin-
tillator strip with energy deposited from a charged particle. The colour scale
displays the amount of light: purple and blue are low light levels, through to
orange and red for the highest light levels.

through the process

ν `X Ñ ν `X 1.

Only the hadronic shower is observed, producing a diffuse pattern of energy de-

posits within the detector. It is not possible to determine the flavour of neutrino.

Finally, electron neutrinos undergo CC interactions through the process

νepνeq `X Ñ e´p`q `X 1.

The electron gives rise to an electromagnetic shower, which produces a much

denser, more compact shower of energy deposits. This interaction is difficult to

identify due to the steel plate thickness, meaning that it can be difficult to sepa-

rate these dense electromagnetic showers from the more diffuse hadronic showers.

3.13.2 Neutrino Cross Sections

The neutrinos used in the analysis presented in this thesis have energies in the

range of 0.25–40 GeV. Within this energy range CC interactions can be divided

into three dominant classes.
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1. Quasi-elastic scattering dominates below 1 GeV:

νµ ` nÑ µ´ ` p,

νµ ` pÑ µ` ` n. (3.4)

At this energy neutrinos can elastically scatter off an entire nucleon liber-

ating a nucleon (or multiple nucleons) from the target. In MINOS, quasi-

elastic interactions result in little or no hadronic activity leaving only a

muon track visible in the detector.

2. At a few GeV, resonance production becomes important. In this process,

the struck nucleus (N) is excited to a baryon resonance (N˚) that most

likely decays to a nucleon-pion final state:

νµ `N Ñ µ´ `N˚,

N˚
Ñ π `N 1. (3.5)

The pion can give a shower-like topology if it undergoes hadronic interac-

tions, or else a track-like signature in the case of the π˘.

3. Deep inelastic scattering (DIS) dominates above a few GeV. In this pro-

cess, the neutrino has sufficient energy that it can resolve the individual

quark constituents of the nucleon which manifests in the creation of a large

hadronic shower.

Figure 3.18 shows the three dominating cross section processes in the energy

range 0–100 GeV for both neutrinos and anti-neutrinos. At MINOS the oscillation

dip observed in muon-neutrino disappearance at the FD occurs just below 2 GeV;

therefore CCQE neutrino interactions provide a large source of signal events for

a neutrino oscillation analysis. A detailed review on the current state of neutrino
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cross sections can be found in [97]. Recently a new cross-section channel has

been found around the quasi-elastic and DIS region called “multi nucleon corre-

lation” [98]. This new channel is not included in the simulation software used

in this thesis. Chapter 6 discusses the systematic uncertainties included in this

analysis and due to the two detector setup at MINOS the cross section system-

atic uncertainty is shown to not be one of the dominant systematics. Therefore

the impact of not modelling this additional channel in this analysis is considered

negligible.
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Figure 3.18: Total muon-flavoured neutrino (top) and anti-neutrino (bottom)
charged-current cross-sections per nucleon. Figure taken from [97]

.
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Chapter 4

Calibration and Reconstruction

This chapter gives an overview of the calibration chain used in the MINOS de-

tectors and a summary of the simulation packages used to generate simulated

neutrino events to compare to data. The last section describes how the recon-

struction software constructs neutrino events from track and shower energy de-

positions left in the MINOS detectors and the use of a multivariate algorithm to

improve the shower energy estimation for charged-current events.

4.1 Calibration

The MINOS detectors are sampling calorimeters. Using the output of light pro-

duced by scintillation due to energy deposition from charged particles travelling

through the detectors MINOS looks at the relative changes in the energy spectra

and event characteristics between the two detectors to measure the neutrino oscil-

lation parameters. It is by looking at the relative difference between the neutrino

energy spectra at the ND and the FD that the experiment can perform precise

measurements of the neutrino oscillation parameters. Therefore, the calorimetric

energy scale must be well known; ideally this would be identical for both detec-

tors. This chapter will cover a multi-stage calibration chain [76, 99] in which raw

detector pulse height Qrawps, x, t, dq read out from a strip, s, at a position along
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the strip, x, at a time, t, and in a detector, d, are converted to a fully-corrected

signal Qcorrps, x, t, dq by applying several multiplicative calibration constants:

Qcorr “ Qraw ˆDpd, tq ˆ Lps, d,Qrawq ˆ Sps, t, dq ˆ Aps, x, dq ˆMpdq,

where Dpd, tq is a drift correction, Lps, d,Qrawq is a linearity correction, Sps, t, dq

a strip-to-strip calibration, Aps, x, dq an attenuation of light correction and Mpdq

is an energy scale factor. The terms are described individually below.

4.1.1 Linearity Calibration

A large energy deposition within a detector could result in a large number of

photons from the scintillator. The linearity calibration addresses the non-linear

response from the PMTs once light levels exceed „ 100 photoelectrons [100, 101].

On a monthly basis the LI system is used to deliver pulses of light of varying

intensity, ranging from tens to hundreds of photoelectrons. By comparing the

pulse height from the detector to that of the known signal injected via the LI

system a pulse height dependent correction factor is calculated on a strip-by-

strip basis, Lps, d,Qrawq. The PIN diodes are an independent measure of the light

output of the LEDs. They are known to be linear up to „1% [100, 101] to signal

sizes corresponding to that of the „100 photoelectrons administered to the PMTs;

above this threshold the non-linearity uncertainty doubles to „2% [100, 101].

The ND electronics are corrected automatically using data obtained from

special current injection runs [94]. The FD electronics has no such procedure and

so an additional step in the calibration needs to be applied. Charge injection

(CI) runs using a dedicated system in the FD front end electronics, it is similar

to the light injection but bypasses the PMTs and allows for the monitoring of

the linearity of the front end electronics. The LI system addresses the linearity
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of the PMTs and the electronics connected to them.

4.1.2 Gain and Drift Calibration

Gain and drift calibration, Dpd, tq, accounts for the drift in the gains of the PMTs,

the electronics response and the scintillator light output as a function of time.

Short term temperature fluctuations can cause variations in the electronics

but are mostly eliminated by climate control of the detector caverns. However,

seasonal climate changes combined with ageing of the electronics produces a „

4% [76] reduction in overall detector response per year. The PMTs used at

the ND and FD are multi anode PMTs controlled by a single voltage. With

multiple channels per PMT it is not possible to obtain a fixed gain for each pixel

accurately, therefore any differences must be calibrated out. The typical spreads

in pixel gains of a 16-anode PMT are in the range of 15 ´ 25% [100]. The drift

from the electronics is quantified by using the Light Injection (LI) system [102].

Periodically the LI system pulses light into the WLS fibres at both the ND and FD

with each PMT pixel receiving „ 50 photoelectrons per pulse [76]. Each month

this average response per photoelectron of known energy can then be converted

into a gain and used to calibrate out changes in the electronics at both detectors.

Although the LI system measures the time variations of PMT and electronics

responses, the response of scintillators and WLS fibres cannot be measured in this

way. The response of scintillators and WLS fibres varies as a function of time

and temperature; typically one would expect 2 ´ 10 [99] photoelectrons to be

collected at the end of a scintillator strip from a minimally ionising muon passing

perpendicular to the centre of the scintillator. The scintillator drift calibration

is performed using though-going cosmic muons. Cosmic ray muons are treated

as “standard candles” in MINOS and are used to track the response of each

detector. Both the ND and FD experience a different rate and average energy

from cosmic muons due to the relative difference in mass, rock overburden and
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geographical locations (the earth’s magnetic field is not constant as a function

of latitude) between both detectors. However, the calibration is not an absolute

measurement, it merely relates response at one time in one detector to that at a

different time in the same detector.

The calibration is calculated on a daily basis by comparing the average re-

sponse of a plane to a through-going muon over the entire detector at time t0 to

that recorded at a time t:

Dscintpt, dq “
Median responsepd, t0q

Median responsepd, tq
. (4.1)

4.1.3 Strip-to-Strip Non-Uniformity Calibration

Though going cosmic muons are also used to calibrate the strip-to-strip time

dependent response of the detectors Sps, t, dq. In both detectors the strip ends

have shown deviations of light output up to „30% [76]. The goal is to calibrate

out these deviations on a strip by strip basis to ensure the response to energy

deposition is uniform across the entire detector; this calibration relates the mean

response of each strip end to the entire detector average:

Sps, t, dq “
Mean response of detectorpd, tq

Mean response of strip endps, d, tq
.

This calibration constant is calculated using the mean response of a muon of

normal incidence traveling through the centre of a strip, thus eliminating spatial

and angular dependencies, attenuation and path-length corrections. A statistical

approach is taken to accommodate the Poisson nature of the PMTs; low numbers

of photoelectrons („2´10) arrive at the PMTs and the average calculation must

take into account the probability of zero-photoelectron events [103, 104].
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4.1.4 WLS Fibre Attenuation Correction

Though-going cosmic muons can also be used to calibrate the attenuation of the

light as it travels along the WLS fibres in the scintillator strips. However, a

more accurate approach was to use a “module mapper” during construction of

the module scintillators. The mapping device uses a well-defined γ source pro-

duced from 137Caesium to illuminate a small section of the face of the scintillator

modules. A signal is registered from the PMTs and recored every 40 ms, every

8 cm along the strip. A fit with a double exponential is performed, given by

Apxq “ A1e
´x{L1 ` A2e

´x{L2 ,

where x is the position along the strip, L1 and L2 are the two attenuation lengths,

and A1 and A2 are the attenuation constants. The attenuation constants were

cross-checked using a high statistics sample of through-going cosmic muons from

the ND. The pulse height from a strip hit by a track is plotted as a function

of the longitudinal track position; the agreement between this and the double

exponential fit is to within ˘4% as shown in figure 4.1. Small variations in the

light output originate from small differences between each scintillator such as

fibre depth, impurities, and the behaviour of the glue in construction.

4.1.5 Inter-Detector Calibration

Before the conversion to absolute energy deposition in GeV a final scaling fac-

tor must be applied. This factor is called a Muon Energy Unit (MEU). This

scaling factor serves to normalise the response from a scintillator plane from one

of the detectors to all planes in all detectors. Cosmic muons are used due to

their abundance in the detectors since it is possible to determine a muon’s mo-

mentum independently without the use of calorimetry. MINOS has two methods

for measuring muon momentum: muons that stop inside the detector for which
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Figure 4.1: Cross-check between cosmic ray muon data (points) and module-
mapper fitting results using a double exponential fit (solid curve) for a typical
strip in the Near Detector. Figure taken from [76].

their range is the best measure and muons that pass straight through a detector

for which the curvature of the track due to the magnetic field is used. MINOS

uses stopping cosmic muons (muons stopping within the detector) to calculate

the inter-detector calibration because knowledge of the total energy deposited is

required.

The energy loss of a muon in copper is described by the Bethe-Bloch equa-

tion [28], which describes the rate of energy loss as a muon travels through a

medium as shown in figure 4.2. The energies of the cosmic muons used for the

inter-detector calibration range from 1–200 GeV making them minimally ionising

particles (MIPs). This corresponds to the flat linear region in figure 4.2 and gives

an almost constant energy deposition per plane in the detectors.

For the inter-detector calibration the total energy deposited by the muon has

to be known. The simplest method to calculate the total energy deposited would

be to sum the total pulse height per plane for stopping muons in the detectors.
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Figure 4.2: The stopping power of muons in copper as a function of muon mo-
mentum. The region important in MINOS is the region between 0.5–1.1 GeV.
Figure taken from [28].

However, a muon with low momentum ă0.5 GeV{c (corresponding to the end of

the muon track) undergoes non-linear energy loss (dE{dx) due to a rapid increase

in ionisation from the muon [105]. Muons with larger momenta (the beginning

of the muon track) can emit large amounts of bremsstrahlung radiation resulting

in non-linear energy deposition. A more robust technique is used to calculate

the total energy deposited by stopping cosmic muons. Muons with momenta

in the range 0.5–1.1 GeV are used; this corresponds to looking at the “track

window” [99]. Figure 4.3 shows a simulated cosmic muon with an initial energy

of 1.8 GeV; the track window used for calibration is highlighted. Within this

track window the cosmic muon has a momentum between 0.5 and 1.1 GeV; this

flat region results in a reasonably constant dE{dx across planes.

Through the use of the “track window” the dE{dx varies so slowly in the 0.5

– 1.1 GeV/c region that a 2% error on knowing where the muon stopped yields

an uncertainty on the MEU of only 0.2% [99]. This final calibration constant will
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Figure 4.3: True energy lost per scintillator plane for a simulated cosmic muon
with initial energy of 1.8 GeV and the window in track length used for calibration.
Figure taken from [99].

calibrate the detectors so that a known particle of known energy passing through a

plane of scintillator in any of the MINOS detectors will give an identical response

to within the errors of the calibration. This is under the assumption that the

thickness of all the scintillators and steel planes are the same throughout all

the MINOS detectors; this is not exactly true, for example, the first 190 planes

in the FD are approximately 1% thicker than the remaining 296 planes [106].

These small deviations from uniformity are accounted for in the calibration with

additional correction factors.

4.1.6 Summary of Calibration Chain

Figure 4.4 shows the response for both the ND and FD before, during and after

calibration. By performing this calibration the overall response of the detectors

is uniform. This is critical as biases or systematic shifts between detectors can

lead to incorrect measurements with large errors when measuring the energy-

dependent oscillations.
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Figure 4.4: The response of the Near (bottom panel) and Far (top panel) Detec-
tors. The first column is the detector response before the calibration procedure
is performed, the middle column is part-way through the procedure and the final
column is once the calibration procedure has been completed.

4.1.7 Absolute Energy Scale

After the calibration chain discussed above, the detectors exhibit a uniform re-

sponse to hadronic and electromagnetic showers. However, it is still necessary

to convert that response into a measure of the deposited energy. This requires

a suitable source of hadrons and electrons, which is not available at the MINOS

ND and FD. The CalDet detector described in section 3.12 was exposed to beams

of p˘, π˘, e˘, and µ˘ in the energy range of 0.4–10 GeV to establish the response

of the detectors to hadronic and electromagnetic interactions of known energies

and the event characteristics in the detector. More details of the results can be

found in [105].

The typical calorimetric response to pions and electrons from the test beam

can be seen in figure 4.5 compared to simulations. The observation of muon

interactions from a test beam in CalDet have shown that muon track energy can
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Figure 4.5: Calorimetric response of the MINOS Calibration Detector (CalDet)
to pions and electrons at three different momenta from the test beam. Both
simulated and real data is shown. Figure taken from [76].

be measured by range to within 2%. Using the data from the hadronic [107]

and electromagnetic [108] showers inside CalDet the calorimetric shower energy

resolution is known as 55%{
?
E for hadrons and 20%{

?
E for electrons.

4.2 Simulation Software

Simulation software plays an important role in experimental measurements. It

can be seen as the link between theoretical calculations experimental data. Simu-

lation generators have to simulate a wide range of physics. It begins with protons

of known energy incident on a target. Additional steps are then simulated leading

to a neutrino that interacts within a detector with a target particle or nucleus.

Not only does the final state of this interaction need to be simulated but all poten-
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tial re-interactions within the nucleus that could produce a plethora of different

particles over a wide range of energies must also be simulated. It is the use of

these simulations that link reconstructed variables to true variables in an experi-

mental analysis. There is no single software package that can simulate everything;

instead a multitude of packages are used to simulate the physics at MINOS. From

the interaction of the proton beam incident onto the graphite target to propaga-

tion and interactions of neutrinos as they travel toward and interact within both

detectors, this requires a chain of various software packages that will be described

below.

4.2.1 Simulating the NuMI Beam

MINOS simulates the neutrino beam using a Monte Carlo (MC) generator called

FLUGG [109, 110]. This incorporates two packages: GEANT4 [111] which pro-

vides a geometry simulation of the NuMI target and beamline and FLUKA [112]

which uses the GEANT4 geometry to simulate the hadron production of the

120 GeV protons incident on the graphite target. It records and models the re-

sulting mesons, which are focused by the focusing horns into a decay pipe where

the boosted hadrons will decay into neutrinos (or absorbed by the material at

the end of the pipe).

To save on processing time the nature of the isotropic decay of the parent

mesons into neutrinos is used (muon decay is more complicated but is also sim-

ulated). Using the information of the position and momentum of the parent the

daughter neutrino is “weighted” such that the neutrino event is forced to travel

into the detector or surrounding rock. This method allows for a signifiant num-

ber of events to be simulated on a reasonable time scale, eliminating neutrinos

that would not pass through either of the detectors. This is particularly useful

for simulating events at the MINOS FD which only occupies a small solid angle

viewed from the decay pipe.
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SKZP Weights

Beam simulations do not well model the observed neutrino flux due to the large

uncertainties on hadron production in long targets. The two-detector setup at

MINOS was intended such that the ND would experience no neutrino oscillations

and would measure an observed energy spectrum that can be used to characterise

the neutrino energy spectrum delivered from the NuMI beam facility.

It is useful to describe hadron production models in relation to the longitudinal

momentum component (along the beam axis), pz, and the transverse momentum

component (perpendicular to the beam axis), pt, of the system with a centre of

mass energy
?
s. The scaling variable, xf “ 2pz{

?
s, proposed by Richard Feyn-

man [113], will become convenient to use when calculating the hadron production

uncertainties discussed later in chapter 6.

By comparing the energy spectra from ND data to those from simulated beam

MC over a range of different energy configurations (to cover a range of pt ´ pz

space) in both neutrino and anti-neutrino modes, discrepancies between data and

MC are reduced through applying weights to the spectrum of the neutrino parents

generated such that deviations as large as 30% in the energy tail are corrected

for. These weights are known as SKZP weights; more details on this procedure

can be found in reference [114]. Figure 4.6 shows the MC at the ND before and

after being reweighed using this procedure.

It is important to note that these SKZP weights are derived under the as-

sumption that the ND observes no neutrino oscillations and therefore the energy

spectra it measures are a true representation of the neutrino beam produced.

This is true assuming a three-flavour model where the atmospheric mass splitting

∆m2
32 is of order 10´3 eV2 and the solar mass splitting ∆m2

21 is of order 10´5 eV2.

However, for this thesis where a sterile neutrino mass splitting is introduced, a

wide range of values for ∆m2
41 are investigated. For values of ∆m2

41 „ 1 eV2 and

above, neutrino oscillations occurring at the MINOS ND need to be accounted
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Figure 4.6: The Near Detector reconstructed neutrino energy spectra for data
and simulation with and without beam reweighing. Figure taken from [115].

for. Therefore great care is taken to explicitly state when these weights are ap-

plied in plots presented throughout this thesis. The fitting procedure in the main

analysis will not use these weights at all. Only when comparing data to three-

flavour distributions are the SKZP weights applied. Since the weights are not

applied in the main analysis an appropriate systematic uncertainty is included

on the neutrino flux, which will be discussed in chapter 6.

4.2.2 Simulating the MINOS Detectors

The neutrino interactions inside the MINOS detectors are simulated by NEU-

GEN [116], which simulates elastic, quasi-elastic and inelastic neutrino inter-

actions. The quasi-elastic interactions are modelled using the Llewellyn-Smith

model [117] and resonance interactions modelled with Rein-Seghal [118, 119] and

the modified Bodek-Yang model [120] for deep-inelastic scattering over a wide

range of energies (0.5 – 100 GeV). NEUGEN simulates hadronization using a

combination of PYTHIA/JETSET [121] and the KNO [122] phenomenological

model, this combination is known as the AGKY [123] model. NEUGEN also
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simulates any interactions of hadrons leaving the target nucleus using the IN-

TRANUKE [124] model of internuclear scattering.

Once the final state particles have left the nucleus they are passed to the

GMINOS [125] framework that takes the particles produced by NEUGEN, and

using a detailed geometric map of the MINOS detectors including the magnetic

field from GEANT4, the particles are propagated through the detectors taking

into account any relevant physics processes using the GCALOR [126] package.

The particles are propagated until their energy decreases below 10 keV when

the remaining energy is deposited into the medium (e.g. simulated scintillator or

iron).

GMINOS records the energy deposited by the propagated particles on a strip-

by-strip basis. A C++ program called Photon Transport then converts this de-

posited energy into photons that are propagated along WLS fibres to PMTs

where they are converted into photoelectrons using a Poisson number generator.

Photon Transport takes into account the detector response, electronics noise and

non-linearity of the devices as described earlier in this chapter. Finally a program

called DetSim takes the readout from the electronics and propagates it to the MI-

NOS reconstruction software where it is treated as if it were actual data. The

simulation is “de-calibrated” meaning the inverse of the calibration constants at a

randomly-generated timestamp are applied in order to best simulate the raw data

taken in the MINOS detectors. The randomly-generated timestamp is associated

with the simulated event so that at a later time the correct calibration constants

can be reapplied once the simulated data has been reconstructed in an identical

procedure to that applied to real data.
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4.3 Reconstruction

The neutrino interactions of interest to MINOS (section 3.13.1) can be recon-

structed from the patterns of energy depositions inside the MINOS detectors. An

ordered set of algorithms use the raw energy deposition combined with topological

and timing information to construct tracks and showers inside the detectors. It is

the construction of these objects that will form the fundamental constituents for

determining the energy of a neutrino event and the type of interaction it under-

went in the detectors. A νµ or νµ CC event will contain an outgoing muon track

whereas an NC interaction will leave a large diffuse hadronic shower. Figures 4.7

and 4.8 show reconstructed simulated CC and NC events; this demonstrates the

final event once all the tracks and showers have been fully reconstructed. The

following is a description of the procedure used to construct these quantities.

Scintillation light emitted due to the presence of energy deposition from an

ionising particle is converted into charge that is read out by the electronics. The

resulting pulse height is digitised and quantified into a metric called a digit. A

digit is associated with a known timestamp and a list of possible scintillator strips

due to the multiplexing of the strips onto the PMTs (see section 3.9).

By grouping digits with a similar timestamp together a strip is formed, char-

acterising the energy deposition across a strip. Due to the high neutrino flux

in the ND, multiple strips are formed from the numerous neutrino interactions

occurring within a short time. Sets of ND strips are grouped into slices based

on their locality to one another and timing information such that slices are con-

structed containing strips from a single neutrino interaction. This process does

not have to be performed at the FD as the low flux results in less activity within

this time window and therefore strips do not have to be grouped into slices. All

strips in the FD trigger window can be thought as a slice. These slices are then

passed to the next stage of the reconstruction, which aims to form tracks and

showers out of the collection of strips.
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Figure 4.7: Top: Feynman diagram of a CC interaction of a νµ with an iron
nucleus. Bottom: A simulated CC event display inside the MINOS detector.
The green, blue and black dots represent signals of different amounts of energy
deposited in the scintillator. Red dots mean the scintillator hit has been recon-
structed as part of a track. Yellow circles mean the scintillator hit has been
reconstructed as part of a shower. The outgoing muon forms a long track used
to identify the CC interaction. The curvature of the track is caused by the mag-
netic field in the detector, and is used to determine the charge sign. Figure taken
from [127].

4.3.1 Track Reconstruction

Both CC and NC events can have track-like topologies and the process of how

they are distinguished is discussed in chapter 5.

A track-finding algorithm is applied to the strips in a slice. This algorithm

searches for track-like segments from hits in neighbouring planes. A “seed track”

is initially constructed by combining the most likely track segments together.

The seed track is then fitted using a Kalman Filter [128, 129], which uses

a series of equations to extrapolate along the track (accounting for missing en-

ergy deposition between planes), continually estimating the momentum of the
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Figure 4.8: Top: Feynman diagram of a NC interaction between a ν and iron
nucleus. Bottom: A simulated NC event display inside the MINOS detector.
The green, blue and black dots represent signals of different amounts of energy
deposited in the scintillator. Red dots mean the scintillator hit has been recon-
structed as part of a track. Yellow circles mean the scintillator hit has been
reconstructed as part of a shower. A typical NC event will have a wide diffuse
hadronic shower. Figures taken from [127].

underlying muon as it travels through the alternating planes of scintillator and

steel. The estimation of the momentum takes into account stochastic processes,

electronics noise, multiple scattering and the curvature of the track due to the

magnetic field. The filter decides on what segments of the original seed track to

keep in order to construct a fully reconstructed track. The Kalman Filter esti-

mates the ratio of the charge to the momentum of the muon, q{p, along with its

uncertainty, σq{p.

The resolution of muon energies measured using curvature is 11% at 3 GeV [105].

For tracks that end in the detector, by using the range to estimate the energy a
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resolution of 4.6% at 3 GeV [105] is obtained.

4.3.2 Shower Reconstruction

The remaining hits in the detector that have not been formed into tracks are

clustered together depending on their proximity to one another. Any hits already

in a track have the energy deposition expected from a muon subtracted from them,

and the reduced hit is then included into the clustering algorithm. Hits are only

included into the clustering algorithm if they have a pulse height greater than two

photoelectrons; this is to reduce the impact of poorly-understood disagreements

in data/MC comparisons for small hits most likely caused by cross-talk from

PMTs and noise from fibres (discussed later in section 5.1). The energy of the

shower is estimated at this stage using a calorimetric approach influenced heavily

by the results obtained from CalDet in the test beams at CERN.

4.3.3 Event Building

Once the tracks and showers have been formed an event builder is used to con-

struct a neutrino event by grouping the relevant tracks and showers together.

Both CC and NC events can contain a multitude of tracks and showers; the event

builder will assign a primary track and shower to an event, and from this an event

vertex can be reconstructed, usually from the first hit of the primary track [130].

The event-building procedure is relatively simple at the FD where there is usu-

ally a single event per beam spill. However, the ND is likely to have overlapping

tracks and showers in both space and time from multiple neutrino interactions. A

series of cuts are applied in order to significantly reduce the number of topological

pathologies resulting from such overlapping events.
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4.4 Shower Energy Estimator

The analysis in this thesis uses both CC and NC samples although the end result

is dominated by the CC sample. The total reconstructed energy of a neutrino

event in the MINOS detectors is Eν “ Etrack ` Ehadronic. As mentioned in the

previous sections, the resolution with which neutrino energy can be measured is

dominated by hadronic shower measurements through the use of calorimetry. An

improvement in energy resolution would lead to a more clearly defined neutrino

energy spectrum, which when used in a fit to measure the energy dependence

of the neutrino oscillations from a CC sample will yield an improvement in the

precision on the oscillation parameters. A multivariate technique is used for the

estimation of hadronic shower energies for CC events in order to improve the

energy resolution compared to that obtained from calorimetry.

4.4.1 The kNN Algorithm

The improved method for estimating hadronic energy for CC events uses the

“k-nearest-neighbour” (kNN) algorithm [131]. The shower energy estimation is

performed such that for an observed data event, a group of the closest matching

MC events (nearest neighbours) is identified using some metric. It is the averaged

true shower energy of this group of MC events that is used as the reconstructed

shower energy of the data event.

The distance of a data event to a training event is given by the Euclidean

metric defined as

∆s “

g

f

f

e

N
ÿ

i“1

pyi ´ xiq2

σ2
i

(4.2)

where y is the training event value for N different variables such that i “

t1, 2, . . . , Nu, and x is for the observed event. For each ith variable the stan-

dard deviation of that distribution is taken as σi and is used to to ensure all
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variables are treated with equal importance. The nearest 400 neighbours are

used to estimate the reconstructed shower energy of the data event. The kNN

uses N “ 3 variables:

1. The number of planes in the primary shower.

2. The calorimetric energy within 1 m of the track vertex.

3. The calorimetric energy in the first two reconstructed showers (if there is

more than one shower).

The kNN energy estimator uses the same three variables at both detectors but

with different MC training samples. Figure 4.9 shows the difference in energy es-

timation for a range of different energies compared to the traditional calorimetric

approach. At higher energies both methods give similar resolutions, however at

low energies the kNN method yields significant improvement. More detail on this

kNN shower energy estimator can be seen found at [129, 131].

4.4.2 Shower Energy Estimator Uncertainties

The output of the kNN estimator will be sensitive to mis-modelling in the hadronic

shower simulation. There are three main sources of uncertainty that are investi-

gated and combined to provide a systematic uncertainty on the shower energy:

• Detector response to single particles: this size of uncertainty is de-

termined by looking at the discrepancy between MC and data observed in

CalDet in the test beam at CERN (described in section 3.12) and is 5.7%

on the calorimetric measurements [107].

• Hadronisation modelling: the uncertainty of the final state particles

once neutrinos have interacted with the target nuclei.
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Figure 4.9: Distributions of Ereco{Etrue for various true shower energy ranges
comparing kNN (red) to calorimetric (black) shower energy estimation. Figure
taken from [131].

• Intranuclear rescattering: the uncertainty arising from the potential

mis-modelling of hadrons before they have escaped the nucleus and are

observed by the MINOS detectors.

The assessment of these uncertainties is described in detail in reference [131].

Figure 4.10 shows the total uncertainty on the kNN shower estimation as a func-

tion of the true shower energy compared to the uncertainty on shower energy

determined through calorimetric means alone [132]. It can be seen that the kNN

estimator has smaller systematic uncertainties at most energies.
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Chapter 5

Event Selection

This analysis in this thesis uses both CC and NC samples. This chapter will

discuss the procedure for event selection and the efficiencies and purities of both

samples. A preselection is first discussed, followed by the specifics of the NC

selection for both MINOS detectors. To ensure no double counting between

selectors the CC selector is performed last and selects the CC events from the

failed NC sample to ensure both samples are exclusive. The NC selector uses a

simple cuts-based method, whereas the CC selector uses a kNN-based method.

5.1 Preselection

Preselection is an initial screening of all events that have been formed following

the reconstruction, primarily to discard events reconstructed whilst the NuMI

beam or detectors were not operating properly. Events that pass this selection

are considered to be “good” events. They have to have good beam quality, the

magnetic coil in the detectors must have been functioning well, and the detector

must have been operating properly. Events are rejected if the error on the muon

track momentum/charge ratio, σpq{pq, equals 1 ˆ 10´4 GeV´1; this is a value

assigned to an event where the Kalman Filter failed to correctly construct the

track. Any events constructed during light injection are also discarded as well as
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any events not within the beam spill window. MINOS uses a 10µs spill window

as shown in figure 5.1. Any cosmic muons interacting within the detectors during

this window motivate an additional cut that removes events with cos θ ă 0.6,

where θ is the angle between the muon track and the beam-line axis.

sµ / spill - t1st stript
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Figure 5.1: FD events as a function of the difference in time between the nearest
spill to the event and the time of the first hit in the event. All events outside of
the spill window indicated by the red line are discarded to reduce the background
from cosmic muons. The blue distribution is the events remaining after the suite
of preselection cuts, which includes cuts to remove light injection, split events,
and cosmic rays. The area between the red vertical lines indicates the times
between the event and the spill where an event is considered in time with the
spill. This cut has been applied to the blue distribution.

The MINOS ND and FD have different electronics, detector volume and ex-

perience a different flux from the NuMI beam. Therefore both detectors have

a specific set of preselection cuts to account for any inter-detector differences,

which will be discussed below.

ND-Specific Preselection

Due to the increased flux the ND experiences, a preselection is performed to re-

duce the number of poorly-reconstructed events. A poorly reconstructed event

is defined as an event with Etrue{Ereco ă 0.3, where Etrue is the true energy of

the event and Ereco is the reconstructed energy. Multiple events occurring within
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the ND overlap in both space and time; this has the result of causing reconstruc-

tion failures at low energies which will primarily contaminate the MINOS NC

energy spectrum since reconstruction failures tend to result in small, shower-like

topologies.

An event is cut if the maximum number of consecutive planes deposited with

energy is less than three. From event-scanning it is possible to observe that events

with a low number of hits are poorly reconstructed [133] as shown in figure 5.2.

A poorly reconstructed event will most likely have a smaller maximum number

of consecutive planes.
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Figure 5.2: Maximum number of consecutive planes. The black points are the
data, red is the total MC expectation and the hatched histogram is the number
of poorly reconstructed events in the MC. Events with a maximum number of
consecutive planes ă 3 are rejected. Poorly reconstructed events are included
in the red histogram and give rise to the discrepancies seen, particularly at low
energies.

The second cut rejects events with a pulse-height fraction ă 0.5. All hits

in a beam spill in the ND are grouped into slices; a slice will contain the hits

assumed to belong to a single event. The event pulse-height fraction is the ratio

of the pulse-height that makes up the fully reconstructed event to the total pulse-

height in the initial slice. This cut ensures that the initial slicing did a good job

of isolating hits from a single, well-reconstructed event. The number of poorly-
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reconstructed events can be reduced by performing this cut [134]. Figure 5.3

shows the preselection cut for events with a pulse height fraction ă 0.5.
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Figure 5.3: The pulse-height fraction at the ND. The black points are the data,
red is the expected total MC at the ND. All events with a pulse-hight fraction
ă 0.5 are rejected.

FD-Specific Preselection

The FD preselection is aimed at reducing electronics noise, the cosmic muon

background, and eliminating fake events created by the light injection system.

When an LI run is performed in the FD, a signal is sent from a PMT known

as a “trigger PMT”. Any events reconstructed in this time can be rejected by

the presence of this signal; however, if the PMT fails to send a trigger, a con-

tamination of fake events could pass event selection. The PMT might fail to

trigger due to low-powered LI pulses that are below the threshold of the PMT.

These LI events will have distinct properties from a signal event and so a set of

simple cuts is implemented to eliminate any potential fake events from the final

sample. The LI system sends pules of light to the end of the scintillator strips;

this is done at one particular end, therefore a large energy deposition would be

seen relative to the other side causing an asymmetry. A real signal event will
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most likely be near the centre of the detector and due to the isotropic emission

of light the asymmetry would be lower. Also, LI pulses typically have a much

larger energy than the energy deposition from a MIP or hadronic shower going

through the detector. An event is rejected if the following conditions are met:

• The summed pulse height from either side of the detector exceeds 1.7 ˆ

106 ADC or the asymmetry between the summed pulse-height from each

side of the detector exceeds 0.55.

• The event has more than 80% of strips in which the energy has been de-

posited at a single strip end.

Another potential source of noise at the FD is known as “fibre noise”. That is

noise due to spontaneous emission of light from the scintillator or WLS fibres, or

noise from the PMTs or the electronics. Typically noise has a lower pulse-height

than a MIP depositing energy within the detector. An event is rejected from the

sample if the following conditions are met:

• Number of hit strips ď 8 and pulse height ă 3750 ADCs.

• Number of hit strips ą 8 and pulse height ă 2000 ADCs.

The cosmic-ray background at the FD is suppressed by the large overburden

of rock and is a sub-dominant background. A steep cosmic ray muon can go

through the detector, leave no energy deposition in the veto shield and could

be reconstructed as a neutrino event. This would give rise to a very tall, thin

shower in the detector. A description of the cuts used to reduce the cosmic-ray

background at the FD can be found in [78].
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5.2 NC Selection

5.2.1 NC Acceptance

The NC selection uses cuts to determine if an event is NC-like or not. Firstly

an acceptance cut is performed; this is a cut to provide good containment for

events in a fiducial volume. Events that deposit some of their energy outside

of the detector will decrease the overall energy resolution as well as increase any

data/MC discrepancies due to the reconstruction algorithm having to rely on only

partial event information. There are two main categories of events that deposit

a fraction of their energy outside of the detector:

• Non-contained events: These are events with a reconstructed event ver-

tex inside the detector (interacts within the detector) but the event partially

develops outside of the detector. The energy of NC events is determined

through calorimetry and therefore any energy deposited outside of the de-

tector is not recoverable.

• Leak-in events: Leak-in events interact outside the detector but deposit

some energy inside the detector; this can cause the reconstruction algorithm

to mis-reconstruct this as a whole event fully contained inside the detector

assigning it a fake event vertex inside the detector.

To reduce leak-in events and non-contained events all event are required to

have an event vertex far enough away from the edge of the detector planes and an

event z-vertex not outside of the detector or too close to the ends of the detector.

At the ND the fiducial volume is defined as 0.5 m away from the edges of the

U and V planes (this includes the coil hole) and an event z-vertex requirement

of 1.7 m ă z ă 4.7 m where z “ 0 is the very first plane. Figure 5.4 shows this

fiducial volume for the NC events.
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Figure 5.4: The grey area shows the ND fiducial volume for NC events. The
neutrino beam is directed such that neutrinos are travelling towards the reader.

At the FD the fiducial volume is different due to the size and flux of the

detector. The fiducial volume is defined as 0.4 m from the edges of the U and

V planes, 0.6 m from the coil hole, and a z vertex requirement of 0.21 m ă z ă

13.72 m and 16.12 m ă z ă 28.96 m for the two FD super-modules. Figure 5.5

shows this fiducial volume in the xy-view as well as the contained vertices of NC

events at the FD.

5.2.2 NC Topology Cuts

The following selection cuts are used to identify if an event is NC-like and reduce

the CC background that would contaminate an NC sample. The NC selection

cuts are identical in both ND and FD due to their design similarities. The NC

selector uses a simple cut method to accept and reject events based on certain

topologies expected of NC events.

An NC event will have a shower of hadronic activity; this shower will develop

longitudinally and typically deposit energy in successive planes. An NC event will

not deposit energy over as many planes as a CC event, which usually includes

a long track produced by a muon. Therefore an event is rejected from the NC
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Figure 5.5: The red lines show the FD fiducial volume for NC events. The black
points are the event vertices accepted by the selector.

sample if the energy-deposition range is over more than 47 planes. Figures 5.6

and 5.7 show the ND and FD events as a function of total number planes; the

accepted sample is indicated by the arrow.

It is common for NC events to have tracks that are produced by hadrons,

typically protons or charged pions. Unlike a muon track from a CC event, the

length of a track from an NC event will be relatively short in comparison to the

length of the shower in the detectors. The idea is to use the property of the

relative length of the shower compared to that of the track, defining a track-

extension metric. The track extension is the number of planes the track extends

past the end of the hadronic shower. An event is rejected from the NC sample

if the track-extension is greater than 5 planes. Figures 5.8 and 5.9 show the NC

selector cuts for track extension in the the ND and FD respectively.

The value of the variables used in the NC selection cuts were determined

by using the numbers that optimised both the purity and efficiency of the NC

sample. The performance of the NC selector is quantified in section 5.4.
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Figure 5.6: Event-length cut at the ND for neutral-current events. The red band
is the uncertainty on the MC for the ND, and the grey hatched histogram is the
predicted CC background. The events selected are to the left of the blue arrow.
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Figure 5.7: Event-length cut at the FD for neutral current events. The red band
is the uncertainty on the MC for the FD, and the grey hatched histogram is the
predicted CC background. The events selected are to the left of the blue arrow.
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Figure 5.8: Neutral current track extension cut at the ND. The red band is
the uncertainty on the MC for the ND, and the grey hatched histogram is the
predicted CC background. The events selected are to the left of the blue arrow.
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Figure 5.9: Neutral current track extension cut at the FD. The red band is
the uncertainty on the MC for the FD, and the grey hatched histogram is the
predicted CC background. The events selected are to the left of the blue arrow.
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5.3 CC Selection

The CC selector is run after the NC selector. Any events that fail both are

discarded from this analysis. The first requirement is that a CC event must

contain a track. All events with a track are determined to be CC-like or not using

a kNN approach. The kNN multivariate algorithm was described in section 4.4.1.

5.3.1 CC Acceptance

Traditionally the NC and CC selector were designed by different analysis groups

and therefore defined slightly different fiducial volumes. The CC fiducial volume

is a cylinder for both the ND and FD.

At the ND the fiducial volume can be seen in figure 5.10 for the CC events.

The centre of the fiducial volume in each plane is centred at the neutrino beam

centre (x0 “ 1.48 m and y0 “ 0.238 m) with a radius of R “ 0.8 m. An event z

vertex must be within the range 0.81 m ă z ă 4.08 m.

The coil hole is not well modelled by simulation causing large data/MC dis-

crepancies at the ND. Therefore a cut is implemented such that a CC event is

rejected if the muon track ends in the spectrometer and less than 0.6 m from the

coil-hole centre.

At the FD the fiducial volume can be seen in figure 5.11 for the CC events

as well as the contained vertices of CC events. The FD fiducial volume is also

cylindrical in shape with a volume defined as 0.5 m ă R ă 3.74 m where R is

defined relative to the central axis of the detector and the low bound accounts for

the FD coil hole at the centre of the detector. An event is accepted if the event

z vertex is within the ranges 0.49 m ă z ă 14.29 m and 16.27 m ă z ă 27.98 m

for each FD super-module.
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Figure 5.10: The grey circle is the ND fiducial volume for CC events. The neutrino
beam is directed such that neutrinos are travelling towards the reader.
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Figure 5.11: The red lines show the FD fiducial volume for CC events. The black
points are the event vertices accepted by the selector.

5.3.2 kNN-Based CC/NC Separation

To determine if an event is CC-like a kNN method is applied. Firstly a candidate

CC-like event must contain a reconstructed track. However, NC events can also

have tracks from hadrons. The kNN method uses a number of event variables
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related to the distinct features of a muon track from a true CC event. To deter-

mine how likely an observed data event is to be CC-like the event is compared to

the nearest neighbours of an MC training sample which is spilt into two groups:

one set includes CC events (signal) with reconstructed track(s) and the other is

NC events (background) with reconstructed track(s).

Similarly to the kNN algorithm for CC shower energy estimation, the k nearest

neighbours are used to determine the particle identification (PID) metric of the

observed event. The distance of a neighbour is determined by the Euclidean

metric defined earlier for CC shower estimation in equation 4.2. To give maximum

sensitivity in the CC sample, k “ 80 was chosen for the number of nearest

neighbours, and the PID is defined as

PID “
kS

kS ` kB
“
kS
k
, (5.1)

where kS and kB are the number of signal events and the number of background

events, respectively in the sample of the k nearest neighbours.

Two different PID variables are calculated using the kNN method: roID [135]

and jmID [136]. The CC selector is such that for an event to be selected it must

satisfy either roID ă 0.25 or jmID ă 0.5. These PIDs are explained in detail

below.

Particle Identification Using roID

The roID is calculated using four different event variables [135]. The distributions

of these variables for both signal and background are shown in figure 5.12. The

four variables used are:

1. The number of active planes in a track: This measures the number

of scintillator planes with energy deposition belonging to the track and no

hadronic shower hits. This is effectively a measure of the extension of the
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track past the end of the hadronic shower, which is correlated to track

energy. A muon track will typically extend further than a hadronic track.

2. Mean pulse height of track hits: Defined as the average pulse height

of the energy deposition in the track divided by the expected pulse height

from a minimum ionising particle. This variable takes advantage of the

minimally ionising nature of the muon as it deposits a constant amount of

energy in each plane, resulting in a peak in the distribution for CC events

around 1 unit. Background events will have a much broader distribution.

3. Signal fluctuation: This quantifies how much the energy deposition in

successive scintillator planes fluctuates. A non-muon track will have larger

fluctuations in energy deposition compared to a muon track. The distribu-

tion for muon tracks (signal events) on average will tend to have a sharper,

more defined peak.

4. Transverse track profile: The transverse track profile measures the iso-

lation of the muon track from the associated hadronic shower. A muon will

typically deposit energy in a single scintillator strip, whereas a hadronic

shower will be spread over multiple strips within a plane. The transverse

track profile is computed by looking at the 50% of the track scintillator

planes furthest from the track vertex. Looking at the planes with track

hits, all hits in a 4 strip window around the track hits are considered. The

transverse track profile is the ratio of the pulse height in track hits to all

hits in the 4-strip window. A CC event will have a narrow, well defined

peak compared to background.

These four topological variables are used to calculate a single variable used to

discriminate between a CC-like (signal) or NC-like (background) event, which is

called the roID. The distribution of this parameter can be seen in figure 5.13. An

optimisation was performed similar to that of the kNN shower energy estimator
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Figure 5.12: Distribution at the Near Detector of the four input variables used
to calculate the roID CC/NC separation parameter. Shown is MC (red), data
(black), and NC background in the selected MC (blue) with systematic uncer-
tainties on the MC shown by the shaded regions.
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Figure 5.13: The roID distribution at the ND. The red histogram represents the
Monte Carlo expectation with systematic uncertainties, and the blue histogram
represents the NC background with systematic uncertainties. Black points rep-
resent data. The selection criteria removes events with roID ă 0.25.

on the sensitivity on the parameters ∆m2
32 and θ23 using the CC sample [135],

it was found that the maximum sensitivity was gained by having the selector

accept events in the CC sample if roID ă 0.25. A similar roID is calculated at

the MINOS FD.

Particle Identification Using jmID

The roID variable alone achieves a good CC/NC separation over most neutrino

energies. However, at low energies, there is scope for improvement where the

short muon and hadron tracks become hard to distinguish. At lower energies

roID relies less on the “number of scintillator planes” variable and more on the

other three. To maximise the sensitivity using the roID PID any events with

muon tracks with fewer than 10 scintillator planes are discarded; thus the roID

ignores a substantial number of low-energy events with short tracks.

A second PID variable is used called the jmID, which serves to address the

low-energy event issue in the roID method and is optimised in the 0–0.5 GeV

region. This variable also uses the kNN method with four topological variables
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shown in figure 5.14 that are defined as follows:

1. The number of active planes in a track: The same definition as that

for roID except that events with short tracks are also included.

2. Sum of track-end pulse height: The pulse height at the end of a track

for a proton or pion is significantly larger than a muon. Thus by summing

up the pulse height towards the end of the track, this quantity can be used

to help distinguish a muon track from a non-muon track.

3. Two degrees of scattering: Muon tracks are typically straight compared

to hadronic tracks which will have a higher variation plane to plane due to

increased scattering. Therefore the scattering is quantified for the U and V

planes separately using the Pearson correction coefficient for the track,

ρ “
1

N

řN
i xizi
σxσz

, (5.2)

where x and z are the transverse and longitudinal position of the hit i along

the track and σx and σz are the widths of the distributions with N being

the total number of hits associated with the track. The final scattering

variable is defined as

P “
0.01

1.01´ ρ
. (5.3)

The distributions of the scattering variables in the U and V planes can be

seen in figure 5.14. Both distributions look identical due to the symmetry in

the way U and V planes are read out. On average, the degree of scattering

for a non-muon track is smaller than than of a muon track.

The kNN variable created using the distributions in figure 5.14 can be seen

in figure 5.15. Events are removed from the CC sample if they have a value

jmID ă 0.5.
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Figure 5.14: Distributions at the Near Detector for the three additional input
variables used to calculate the jmID CC/NC separation parameter. Shown is
selected MC (red), data (black), and NC background in the selected MC (blue)
with systematic uncertainties on the MC shown by the shaded regions.

119



CC/NC Separation Variable (low energy)
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Figure 5.15: The jmID distribution at the MINOS ND. The red histogram rep-
resents the Monte Carlo expectation with systematic uncertainties, the blue his-
togram represents the NC background with systematic uncertainties. Black points
represent data. The selection criteria removes events with jmID ă 0.5. The jmID

variable is optimised for events between 0´ 0.5 GeV.

5.4 Selector Performance

There are two quantities that are used to evaluate a selector’s performance. Purity

defines how pure a sample is, a metric to determine how many of the selected

events are signal events and is defined as

Purity “
number of selected true signal events

total number of selected events
. (5.4)

Efficiency is used to determine how many of the true signal events are selected

from the total dataset, and is defined as

Efficiency “
number of selected true signal events

total number of true signal events before selection
. (5.5)

Figures 5.16 and 5.17 show the purity and efficiency for both MINOS detectors

for CC and NC selectors respectively.
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Figure 5.16: Purity and efficiency for the CC selector for the FD and ND as a
function of neutrino energy.
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Figure 5.17: Purity and efficiency for the NC selector for the FD and ND as a
function of neutrino energy.
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Detector, Selector Efficiency (%) Purity (%)

FD, CC 84.6 99.1
ND, CC 53.9 98.7
FD, NC 87.6 61.3
ND, NC 79.9 58.9

Table 5.1: Efficiency and purity of charged and neutral-current event selectors in
the energy window 0–40 GeV.

MINOS was designed for measuring muon-neutrino disappearance using CC

interactions, and it is therefore this sample that has the highest purity. The

total efficiencies and purities of both the NC and CC samples over the 0–40 GeV

analysis window are shown in table 5.1. The efficiency of the ND for CC events is

low due to the coil-hole cut described earlier. The dip in the efficiency in the ND

for CC events at 5–15 GeV is attributed to the coil-hole cut. Charged current

events with final state muons within this energy range typically enter the coil

hole region, therefore the coil-hole cut requirement causes this shape for the ND

CC event efficiency. Due to the large statistics at the ND the low efficiency has

a negligible impact on this analysis. The NC efficiencies at both the FD and

ND are low as MINOS struggles to differentiate between NC and inelastic CC

events, which are events with short tracks and with most of the initial energy in

the hadronic shower.
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Chapter 6

Systematic Uncertainties

This chapter will discuss the evaluation of systematic uncertainties that may

affect the ND and FD CC and NC energy spectra used in the sterile neutrino

analysis. A breakdown of each systematic uncertainty is explained and quantified

in terms of the uncertainty on the ratio of the FD to ND energy spectra which,

from now on, will be referred to as the F/N ratio. The last section will describe

the procedure used to generate covariance matrices such that the uncertainties

can be combined and then incorporated into the analysis described in chapter 7.

6.1 Introduction

Physics simulation packages do not perfectly model the physics of the world

around us; with all models, there are uncertainties that arise that, if not properly

assessed and accounted for, have the potential to affect the measured oscillation

parameters during a fitting procedure.

Systematic uncertainties allow one to quantify an error in the modelling of an

underlying physics process that should be incorporated into a fit to prevent an

analysis from over-fitting features in the data that are not inherently fundamental

but arise due to a shift in the energy of selected events, an over(under)estimate

of the number of selected events, or a mis-estimate of the number of predicted
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background events. A description of the systematic uncertainties evaluated that

have an effect on the F/N ratio used in the analysis presented in this thesis is

given below.

6.2 Detector-Related Systematic Uncertainties

for CC and NC samples

The sources of uncertainty can be broken down into the main components: rel-

ative normalisation, acceptance and selection efficiency in the ND, track/shower

absolute energy scale, poorly-reconstructed events, neutrino cross sections, back-

grounds in both the CC and NC samples, hadron production, and beam focusing.

6.2.1 Relative Normalisation

The relative F/N normalisation uncertainty is one of the dominant systematic

uncertainties for both the CC and NC samples. This uncertainty can be bro-

ken down into its main components: steel thickness, scintillator thickness, FD

live time, differences in reconstruction efficiency between the FD and ND and

ND selection bias [137]. The dominant component arises from the differences in

reconstruction efficiencies that is unaccounted for by MC.

The relative normalisation uncertainty for the NC sample is evaluated by se-

lecting CC events that have successfully passed through the reconstruction soft-

ware, then removing the hits associated with the muon track to mimic NC events.

These muon-removed charged-current events are passed through the reconstruc-

tion chain again, and may or may not be successfully reconstructed. This allows

for a data-driven calculation of the reconstruction efficiencies to be performed for

both the ND and FD. The resulting uncertainty is 2%. This is then combined

in quadrature with the uncertainties of the steel and scintillator thickness, ND

selection bias and uncertainty in the determination of the FD live time resulting
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in a total uncertainty of 2.2% across all energies [137].

For the CC sample sets of data and MC events in both detectors were scanned

by a team of people to identify events that failed the reconstruction process and

events that moved in or out of the fiducial volume. The total normalisation

uncertainty for the CC sample comes to 1.54% across all energies [137]. The

resulting uncertainty on the CC and NC F/N ratios is shown in figure 6.1.
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Figure 6.1: CC (left) and NC (right) fractional errors from the relative normali-
sation uncertainty on the F/N ratios.

6.2.2 Acceptance and Selection Efficiency in the ND

This systematic accounts for the uncertainty on the acceptance and selection

efficiency in the ND. This uncertainty was evaluated by varying event selection

requirements in data and MC for both the CC and NC samples in order to probe

weaknesses in the simulation. In each case, the variation in the ND data-to-MC

spectral ratio seen when varying the cuts is taken as the systematic on the F/N

ratio.

NC Sample

A previous study of spatial uniformities associated with event reconstruction at

the ND can be found in reference [138]. This study varied the selection criteria

for data and MC for different quadrants, radial annuli and z-segments of the ND
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fiducial volume. Although this study shows any disagreement to be small, two

spatial variation studies were performed to quantify this systematic for the NC

selection sample.

• Difference in the ND NC energy spectrum between events originating in the

left and right halve of the fiducial volume of the ND.

• The change in the NC energy spectrum when tightening the fiducial z cut

at the ND from 4.7368 m to 2.5 m.

CC Sample

Similarly to the NC sample the ND event selection cuts for CC events are varied

for both data and MC and the differences in the ND data to MC spectral ratio

were taken to be the systematic error on the F/N ratios.

• Differences in the ND CC energy spectrum between events originating in

the left and right halves of the fiducial volume of the ND.

• Tightening the fiducial z cut at the ND from 4.077 m to 2.5 m.

• Varying the fiducial radius from 80 cm to 60 cm.

• Not implementing the coil hole cut.

• Removing all events with a track ending within 10 planes of the start of the

spectrometer in the ND.

• Allowing events with a track exiting the side of the calorimeter, which are

normally removed.

• Removing all events with a track ending within 10 planes of the end of the

ND.

The uncertainty on the F/N ratio from all these sources of uncertainty are

summed in quadrature to give the total uncertainty which is shown in figure 6.2.
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Figure 6.2: CC (left) and NC (right) fractional errors from the combined accep-
tance uncertainties on the F/N ratios.

6.2.3 Track and Shower Energy Scale

Muon track energies

The muon track energy can be measured to within 2% from range; this uncer-

tainty is calculated from the uncertainty in detector density and geometry as well

as uncertainties on particle propagation. The muon track energy measured via

curvature has an uncertainty of 3%, which is evaluated by comparing the differ-

ences in the range and curvature measurements of stopping muon tracks [135].

Shower energies

The calibration chain in chapter 4 and kNN shower energy estimator described in

section 4.4.1 are used to convert detector response to measured hadronic shower

energies. This calibration chain has two different hadronic energy uncertainties

to consider: the relative mis-modelling between both detectors and the absolute

mis-modelling.

The relative mis-modelling comes from the calibration uncertainty of the two

detectors; for the ND the uncertainty is 1.9% and for the FD is 1.1%.

The absolute shower uncertainty comes from a number of sources: the uncer-

tainty on energy deposition of hadrons in CalDet which is 5%; the beam energy

uncertainty used at CalDet which is 2%; the uncertainty in the stopping muon
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calibration at CalDet which is 1.4%; and the cosmic MEU numbers which are

consistently lower for cosmic muons in both the FD and ND than for muons from

the neutrino beam giving a 0.9% uncertainty. Combined in quadrature this gives

a systematic uncertainty of 5.7% at all shower energies [139].

The calibration chain relies on the modelling of stopping muons to obtain the

hadronic energy scale. Any mis-modelling in the simulation used to model these

stopping muons in the detector will cause additional disagreement between data

and simulation. This is explored in detail in references [140] and [131] by vary-

ing the cross section, branching ratios and formation lengths used in simulating

events and observing the effect it has on the corresponding hadronic shower en-

ergy. The study estimates an energy-dependent uncertainty on measured shower

energies. For showers energies ă 0.5 GeV an uncertainty of 8.32% is given, and

this decreases to „ 3.5% for energies above 6 GeV.
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Figure 6.3: CC (left) and NC (right) fractional errors from the combined energy
uncertainties on the F/N ratios.

The uncertainties from the calibration process (a constant 5.7% across all en-

ergies) and hadronic modelling are believed to be uncorrelated and are combined

in quadrature to give a total energy-dependent uncertainty on calorimetric en-

ergy measurement that can be modelled by an exponential parameterisation as a

function of shower energy Eshw:
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σshw “ 6.6%` 3.5%ˆ exp

„

´
Ereco

1.44 GeV



, (6.1)

where the correlations between energy bins is taken to be 100%. In section 4.4.2

it was shown that the kNN shower energy estimator, used for CC events, is more

robust against systematic uncertainties than the calorimetric method. However,

for historical reasons, this slightly more conservative calorimetric uncertainty is

used in this analysis.

By varying both the FD and ND spectra by their ˘1σ errors. It is the differ-

ences in the F/N ratio for MC by shifting the F/N ratio by the known systematic

error that are used to calculate the F/N systematic uncertainty. The uncertain-

ties on the CC and NC F/N ratios arising from the track and shower energy

uncertainties are shown in figure 6.3.

6.2.4 Poorly-Reconstructed Events

This uncertainty affects only the NC sample. The two variables used to remove

the poorly-reconstructed events are not perfectly modelled by MC with the uncer-

tainty coming from the combination of the modelling of the poorly-reconstructed

component and on the cut position of the preselection variables. The uncertainty

on the procedure used to remove poorly-reconstructed events is used to evaluate

the resulting systematic error on the F/N ratio.

The general idea is to change the position of the cuts on the poorly-reconstructed

event-cleaning variables in MC such that the rejected events from these dis-

tributions agree with the fraction rejected by the data at the ND (where the

data is fixed to always use the nominal cut values). Since poorly-reconstructed

events have energies predominately below 2 GeV, three reconstructed energy bins

were considered for this study: Ereco ă 5 GeV, 1 GeV ă Ereco ă 5 GeV, and

Ereco ą 1 GeV. To fully assess the correlation between the two contributions to
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the systematic error the uncertainty is evaluated by a two step procedure [141]:

1. For each energy bin, the poorly-reconstructed component is allowed to be

freely scaled such that the total MC is in good agreement in the distributions

of the two preselection variables.

2. After a suitable scaling is chosen the preselection cut values are altered in

MC such that the same number of events are rejected in both data and MC.

The reconstructed energy distribution at the ND for MC with these altered

preselection cuts is compared to the nominal MC energy distribution. It is these

differences that are taken as the systematic error on the NC F/N ratio as shown

in figure 6.4.
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Figure 6.4: Error on the neutral current Far-over-Near ratio arising from uncer-
tainties on the number of poorly-reconstructed events in the sample.

6.2.5 Neutrino Cross-Sections

Neutrino cross sections are used in MINOS detector simulations provided by the

NEUGEN event generator [116] using the MODBYRS-4 cross section model [120,

118, 119]. The process used to evaluate the energy-dependent cross-section un-

certainties involves changing the NEUGEN parameters [142].

For energies up to „1 GeV the dominant neutrino interactions are quasi-elastic

scattering and resonance production. Each of these is modelled in NEUGEN
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using a single parameter approach, the axial masses, MQE
A and MRes

A respec-

tively. In the simulation the values of both axial masses are set to 1 GeV which

is consistent with the global average MA “ 1.03 ˘ 0.02 GeV [143]. The best in-

formation on these parameters comes predominately from neutrino-nucleus data

in deuterium-filled bubble chambers. An uncertainty of 15% is associated with

these parameters in order to cover any disagreements between data and simu-

lation [144, 142]. During this analysis MINOS released a measurement of the

axial mass by studying charged-current νµ interactions on iron giving a value of

MQE
A “ 1.23`0.13

´0.09(fit.)`0.12
´0.15(syst.) [145]. This measured value is quite higher than

previous measurements, however for this analysis the neutrino cross section sys-

tematic is not one of the dominant sources of uncertainty, with the cross section

uncertainty not being strongly dependent the axial mass values. It was considered

not worth while re-generating the simulation with the updated MINOS value on

the axial mass as the effect would have negligible impact on this analysis.

The resonance to DIS transition region (1–10 GeV) is modelled by a set of pa-

rameters rijk, i “ 1, 2 referring to CC and NC interactions, j “ 1, 2, 3, 4 denoting

the type of interaction between either νµ or νµ and either a proton or a neutrino

(1 ” νp, 2 ” νn, 3 ” νp, 4 ” νn), and k denoting the multiplicity of the final

state (KNO multiplicity). Fits to data indicate uncertainties of ˘0.1 on rij2 and

˘0.2 on rij2 [142].

The 10–30 GeV region is dominated by DIS neutrino interactions. Fits to

data combined with global fits suggests a 3.5% uncertainty on the total neutrino

charged current cross section.

The anti-neutrino cross sections are determined by the same cross section

model that provides the neutrino cross sections and are governed by many of the

same parameters. The anti-neutrino to neutrino cross section ratio is then the

remaining source of uncertainty. This uncertainty is treated by an additional set

of uncertainties applied to anti-neutrino cross sections that are motivated by their
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deviations from the much more well known neutrino cross sections. Therefore an

additional uncertainty of 8% is used for the total νµ quasi-elastic and resonance

cross sections along with a 4% uncertainty on the total charged-current anti-

neutrino cross section. Fitting world data in the 1–10 GeV region gives errors on

the resonance to DIS region parameters ri23 and ri42 of ˘0.2 [142].

The total systematic error on the F/N ratio due to varying both the FD and

ND spectra by their ˘1σ errors for neutrino cross-sections for both the CC and

NC samples can be seen in figure 6.5.
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Figure 6.5: CC (left) and NC (right) fractional errors from the combined cross
section uncertainties on the F/N ratios.

6.2.6 CC and NC Backgrounds

CC sample

Two methods are used to quantify the uncertainty on the background NC events

within the CC sample. The first method is to remove the muon track from well-

reconstructed CC-νµ events to mimic NC events in both data and MC. Once

processed by the reconstruction chain the rate of accidentally reconstructing a

CC event from data or Monte Carlo is evaluated for both data and MC and

compared. The uncertainty from this method was found to be 15%. The second

independent method was to use the PID distributions for both data and MC (see

figure 5.13 as an exmaple). The NC component of the CC sample was freely

132



scaled to allow a good agreement with data with a scaling factor of 11% found

to give the best agreement. Combining both uncertainties in quadrature gives a

total uncertainty on the amount of background in the CC sample to be 20% [146].

NC sample

The uncertainty on the number of CC background events in the NC sample is

evaluated using a data-driven method that makes a direct measurement of the CC

contamination in the NC-like spectrum for different energy configurations: low

energy, medium energy, horn off, and high energy configurations [147]. A detailed

description of the procedure can be found in reference [148] which results in a

systematic uncertainty of 15% on the charged current background within the NC

sample.

The systematic uncertainty for the backgrounds in the CC and NC samples

on the F/N ratios is shown in figure 6.6.
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Figure 6.6: CC (left) and NC (right) fractional errors from the background un-
certainties on the F/N ratios.

6.2.7 The FD Cleaning and Cosmic Uncertainties

This systematic comes from the removal of background events from the FD which

may contaminate the NC sample. The two main sources of background in the

FD that could impact the purity of the NC sample were evaluated in detail in
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reference [149] and discussed in chapter 5. The uncertainties are listed below:

• FD noise mis-reconstructed as a low-energy NC event and light pulses from

the light injection system entering the data stream that could be recon-

structed as NC events. The uncertainty associated with the removal of

these effects is 4.9% for energies below 0.5 GeV and less than 1% for events

with energies above 0.5 GeV.

• Cosmic-muon events that enter the FD at steep angles, thus being recon-

structed as a shower. This is a sub-dominant effect compared to FD noise

events. The uncertainty associated with the cuts used for the removal of

these cosmic events in the FD can be up to 2.7% depending on the event

energy.

The FD cleaning and cosmic uncertainties on the F/N ratio are combined in

quadrature and shown in figure 6.7.
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Figure 6.7: Error on the neutral current Far-over-Near ratio arising from uncer-
tainties in the removal of noise, light injection, and cosmic muons.

6.3 Creation of the Covariance Matrices

The sterile neutrino analysis presented in chapter 7 fits the F/N ratios directly.

Therefore in this section it has been the fractional error on the F/N ratio for both

134



the CC and NC samples that has been calculated.

The sterile neutrino fit incorporates systematic uncertainties using covariance

matrices. A covariance matrix, V , contains the systematic error on each bin of

reconstructed neutrino energy in the F/N ratio, plus any correlations between

each pair of bins i and j, ρij. The matrix is expressed as V pi, jq “ σiσjρij. There

is a separate matrix V for each of the NC and CC samples.

To produce a covariance matrix from the ˘ 1σ error, random numbers are

drawn from a Gaussian distribution with unit width. For these randomly sampled

numbers, ξ, an interpolation is performed on the fractional error bands expressed

by [150]

ei “

„

1

2
ξpξ ´ 1q ˆ downi



`

„

1

2
ξpξ ` 1q ˆ upi



, (6.2)

where ei is the interpolated error for the ith bin, downi is the ´1σ fractional error

on the F/N ratios in the ith bin and upi is the `1σ fractional error on the F/N

ratio in the ith bin. If the randomly sampled number, ξ, is greater than one then

a linear interpolation is performed on the fractional error band.

This process is repeated N times such that a covariance can be computed for

all bins of energy, given by

V pi, jq “
1

N

N
ÿ

k“1

ekiekj, (6.3)

where k represents the kth drawing of the random number.

6.4 Hadron Production

Any analysis using neutrinos from the NuMI beam requires an accurate estimate

of the uncertainty on the expected neutrino flux from the NuMI beam. This

uncertainty is especially significant for the MINOS sterile neutrino analyses as it
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is sensitive to fluctuations in the high-energy tail, a region known to be modelled

poorly in terms of predicting hadron yields [115].

The uncertainty in hadron production was evaluated by studying the differ-

ences from the published measurements of the invariant cross-sections for pro-

duction of π˘ and K˘ in proton-carbon collisions at 120 GeV from the NA49

experiment [151], and a simulation of the NA49 target from the same package

used to generate the flux predictions at MINOS, FLUKA [112].
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Figure 6.8: Invariant differential cross section for π` production at xf = 0.025 as
a function of transverse momentum (pT ) produced in p+C collisions at 158 GeV{c
beam momentum. Data is shown in solid black, MC as solid red triangles, the
parameterisation of the MC as a light red line, and example alternative MC
parameterisations are shown as a darker red band for 1 and 2 sigma.

Firstly, an invariant cross-section for a particular hadron type as a function of

pt was calculated in a particular bin of xf , using the simulation package FLUKA.

This was fit as a function of pt, as illustrated in figure 6.8, using an empirical

parameterisation of inclusive invariant cross sections for secondary particle pro-

duction (from measured p-Be interactions) known as the BMPT parameterisa-

tion [152]. From this fit the best-fit parameters, errors and bin-to-bin correlations

were extracted and stored. The fit parameters were then varied within their er-
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rors to create alternative parameterisations, resulting in an error band around

the nominal best fit. This was repeated over a range of bins of xf .
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(a) FD CC hadron production error band.
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(b) ND CC hadron production error band.
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(c) F/N CC hadron production error band

Figure 6.9: The hadron production uncertainty error band as a function of recon-
structed neutrino energy for the FD energy spectrum (a), ND energy spectrum (b)
and the F/N ratio (c) for the CC sample. The F/N error band is the uncertainty
used in the sterile neutrino analysis.

This collective set of parameterisations was then compared to the NA49 [151]

data in each xf bin. The errors extracted in the previous paragraph from the

original fit were scaled up such that the range of parameterisations covered any

discrepancy between the data and MC at roughly 68% C.L. That is, the difference

between the data and MC should be smaller than the difference between the best

fit and 32% of the parameterisations. This coverage corresponds to 1σ error bands

on the invariant cross section for production of π˘ and K˘. An example of such

an error band for one particular bin of xf as a function of pT for positive pions is
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shown in figure 6.8.

The sterile neutrino analysis in this thesis performs the fit on the F/N ratio

in terms of reconstructed neutrino energy. In order to convert the hadron pro-

duction uncertainty to an uncertainty on the F/N ratio, the assumption is made

that the fractional uncertainty in yields for a particular bin of (xf , pT q is equal

to the fractional uncertainty in the production cross-section in that bin. From

this a series of weights can be produced allowing the neutrinos from hadrons of

particular pt and xf values to be weighted up or down, which will have an effect

on the corresponding neutrino energy spectrum at both detectors. Thus, a co-

variance matrix on the F/N ratio can be created [153]. The uncertainty on the

FD and ND energy spectrum and on the F/N ratio for the CC sample is shown

in figure 6.9 and the same set of uncertainties for the NC sample are shown in

figure 6.10.

After the completion of the analysis presented in this thesis the MINERνA

experiment [154] released a re-analysis of the NuMI flux [155] showing the NuMI

flux to be over-estimated by around 10% accompanied by modification in the

shape of the neutrino flux spectrum. The official result of the re-analysis of the

NuMI flux used thin-target data opposed to long-target data (as used by the

NuMI facility) due to having a better agreement with the NuMI flux simulation.

The effect of the change in the NuMI flux on the analysis in this thesis is negligible

due to the ND CC and NC hadron production uncertainties being large enough

to cover the differences as shown in figures 6.9 and 6.10.

6.5 Beam Focusing

The NuMI beam uses parabolic focusing horns to direct the charged hadrons

into a 675 m decay pipe. Any mis-modelling in the simulation used to focus

the hadrons will have an effect on the shape of the neutrino energy spectrum.
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(a) FD NC hadron production error band
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(b) ND NC hadron production error band
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(c) F/N NC hadron production error band

Figure 6.10: The hadron production uncertainty error band as a function of
reconstructed neutrino energy for the FD energy spectrum (a), ND energy spec-
trum (b) and the F/N ratio (c) for the NC sample. The F/N error band is the
uncertainty used in the sterile neutrino analysis.

Due to these systematic uncertainties affecting both detectors in the same way,

the uncertainties on the F/N ratio are relativity small compared to those on the

FD and ND spectra individually. The following beam-focusing uncertainties were

evaluated to produce a covariance matrix on the F/N ratio for CC and NC events:

1. Horn current mis-calibration: This uncertainty aries due to the error on

the calibration of the horn current scale. Any uncertainty on the absolute

value of the horn current will have an effect on the focusing of all particles.

Direct measurement of the current on the horn was performed with the

details found in reference [156]. The results show that the actual horn
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current compared to that used in MC was off by a factor of 1%.

2. Horn current distribution: The magnetic field inside the parabolic fo-

cusing horns is produced by sending pulses of current along the surfaces of

the inner and outer conductors of the parabolic horns, such that the mag-

netic field strength is a function of the current, BpIq. Thus, when a particle

travels through the air gap within the horns, the value of the current, I, is

the nominal value of 185 kA. However, when a particle traverses the inner

conductor of the horn the exact value of the current to be used in simulation

becomes non-trivial. This uncertainty is expected to affect a very specific

portion of the neutrino spectrum, namely that portion coming from pions

that spend a great deal of time traversing the horns inner conductors.

For a real conductor with finite conductivity the current penetrates into

the bulk by some distance δ. In the beam simulation the horn current is

uniformly distributed throughout the conductor and is the same along the

length of the horn; this corresponds to the case of a conductor with δ “ 8

(compare this to an ideal conductor which would have all current on the

surface, δ “ 0). In reality the effective skin depth has been estimated to

be „7 mm [114]. To produce an uncertainty on this effect two F/N ratios

in true neutrino energy were produced using the simulation for the cases of

δ “ 8 and δ “ 6 mm. The difference between the two F/N ratios in true

neutrino energy is taken as the 1σ uncertainty from the modelling of the

skin depth [114] and is shown in figure 6.11.

3. Horn-1 offset: Relative transverse misalignment of the magnetic horns

with respect to the target affects the focusing of neutrino parents. When

calculating the flux the assumption was made that the horns are perfectly

aligned relative to the target. In reality the alignment is not perfect [157].

Various combinations of moving the two horns relative to the target to
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assess the distortion of the F/N ratio were performed, in particular varying

the transverse alignment for horn-1 and horn-2 to the beam as discussed

in detail in reference [114]. The largest change in the F/N ratio arises

from a mis-alignment of horn-1 (the horn closest to the NuMI target). To

evaluate a systematic uncertainty on the F/N ratio horn-1 was shifted in

the direction transverse to the beam line by 1 mm. The resulting distortion

in the F/N ratio was taken to be the systematic uncertainty and is shown

in figure 6.11.

4. Baffle scraping: The beam spot-size is not point-like and therefore a small

fraction of protons hit the horn-protection “baffle” that is situated in front

of the NuMI target. The effect of the protons hitting this baffle effectively

acts as a second NuMI target. Due to the baffle being positioned further

upstream from the detectors than the target the resulting neutrinos originat-

ing from proton-baffle interactions will contribute to the spectra observed

at both detectors at higher energies. The uncertainty arises due to the error

in determining the fraction of protons from the beam hitting the baffle. A

study was performed and the uncertainty in the fraction of protons hitting

the baffle was estimated to be of the order of 0.25% [158]. The uncertainty

shown in figure 6.11 for the uncertainty on the baffle scraping systematic

was evaluated by producing F/N spectra while varying the fraction of pro-

tons from the NuMI beam interacting with the baffle by ˘0.25% [114].

To produce the covariance matrices for the CC and NC samples, the four

systematic uncertainties shown in figure 6.11 are converted into uncertainties on

the reconstructed energy spectra for both the CC and NC samples, where most

of the effect for the NC selection will be washed out due to the poor energy

resolution. The covariance matrix is computed by assuming 100% correlation

between bins in the F/N ratios for each source of uncertainty such that each

element V pi, jq “ σiσj. This results in four covariance matrices for both the CC
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Figure 6.11: The lines show the fractional change in the F/N ratio expected in
each bin of true neutrino energy due to a one standard deviation shift in various
beam parameters. These focusing uncertainties are described in the text and are
the input used to generate the covariance matrix for the sterile neutrino analysis.
These errors were taken from reference [114].

and NC samples, which are then summed together to give the total covariance

matrix associated with the beam focusing uncertainty. The fractional error bands

produced from the total covariance matrices for both CC and NC events can be

seen in figure 6.12.

6.6 Total CC and NC Systematic Uncertainties

The F/N fit requires a single total systematic covariance matrix for each of the

CC and NC samples. This is achieved by combining all 26 uncorrelated matri-

ces discussed in this chapter in quadrature for each energy bin and keeping the

correlation between bins.

Figures 6.13 and 6.14 show the total covariance matrix used in the F/N fit for

the sterile neutrino analysis presented in this thesis for both CC and NC samples

respectively. Up until now only the fractional error band has been shown for each

of the main components of the uncertainties since this is the most conceptually

useful graph to show (this equates to the square root of the diagonals of the ma-
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Figure 6.12: Error on the Far-over-Near ratios arising from beam focusing uncer-
tainties for the CC (top) and NC (bottom) samples.

trix). For completeness both the fractional error bands and the total covariance

matrices are shown for the CC and NC samples in figures 6.13 and 6.14.

The NC and CC total systematic error bands shown in figures 6.13 and 6.14

have their shapes and sizes primarily dominated by the relative normalisation,

acceptance and selection efficiency in the ND and the poorly reconstructed events

uncertainties described in this chapter. The effects of these systematic uncertain-

ties on the analysis presented in this thesis are shown in section 7.4.
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Figure 6.13: Total CC covariance matrix and error band.

144



0

1

2

3

4

5

-310×

Reconstructed energy (GeV)
0 10 20 30 40

R
ec

on
st

ru
ct

ed
 e

ne
rg

y 
(G

eV
)

0

10

20

30

40
  

Reconstructed energy (GeV)
0 10 20 30 40F

/N
 fr

ac
tio

na
l e

rr
or

 (
%

)

-20

-10

0

10

20
 

NC total systematic

 

Figure 6.14: Total NC covariance matrix and error band.
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Chapter 7

The MINOS Sterile Neutrino

Analysis

This chapter discusses the physics of the MINOS sterile neutrino analysis and

goes on to explain, in detail, the analysis method. A novel technique is discussed

using the full 10.56 ˆ 1020 POT νµ-running dataset to probe several orders of

magnitude in the sterile neutrino parameter space t∆m2
41, sin

2 θ24u.

7.1 Sterile Neutrino Oscillations at MINOS

The MINOS experiment was originally built for the measurement of the three-

flavour atmospheric oscillation parameters θ23 and ∆m2
32 by looking at νµ dis-

appearance using CC events with an L{E optimised at „500 km{GeV. MINOS

went on to make the most precise measurement of the atmospheric mass splitting

∆m2
32 and measure the mixing angle θ23, and later on, to identify νe{νe interac-

tions, measure θ13, and obtain some sensitivity to the CP violating phase δCP .

Figure 7.1 shows the three-flavour muon neutrino survival probability along with

the electron and tau neutrino appearance probabilities as a function of L{E where

L is the distance of the MINOS ND and FD from the NuMI target. Figure 7.1

shows the oscillation maximum expected at the FD in the disappearance of muon
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neutrino events, whilst no oscillations occur at the ND.

The analysis in this thesis uses two channels, the muon survival probability

P pνµ Ñ νµq and sterile neutrino appearance P pνµ Ñ νsq. From chapter 2 the

muon survival probability in a vacuum for N neutrinos can be expressed for N “ 4

as

P pνµ Ñ νµq “ 1´ 4
4
ÿ

i“1

4
ÿ

jăi

|Uµi|
2
|Uµj|

2 sin2 ∆ji, (7.1)

where ∆ji “
∆m2

jiL

4Eν
, with L defined as the neutrino distance travelled and Eν is

the neutrino energy. The additional mixing between the extra sterile flavour and

mass state will alter the muon neutrino survival probability from that of the three-

flavour model as shown in figure 7.2; it is these deviations from the three-flavour

muon-neutrino survival probability that are searched for in this analysis.
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Figure 7.1: The coloured lines indicate the three-flavour oscillation probabilities
with no sterile neutrinos as a function of neutrino energy E (top axis) and L{E
(bottom axis), where L is either 0.8 km or 735 km for the ND and FD respectively.
The distance to the ND is calculated to be the average distance due to the possible
meson decay position along the 675 m decay pipe. The grey bands show the
regions of E and L{E probed by each detector for CC νµ events. Values of ∆m2

21,
∆m2

32, θ23, θ13 and θ12 are taken from [28].

The analysis described in this thesis uses the exact probabilities for neutrino

oscillations in a vacuum with a four-dimensional PMNS matrix. Figure 7.2 shows
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Figure 7.2: Neutrino oscillation probabilities for muon-neutrino survival and ster-
ile neutrino appearance with and without including matter effects. Values of
∆m2

21, ∆m2
32, θ23, θ13 and θ12 are taken from [28]. The sterile neutrino oscillation

parameters used are θ24 “ 0.15, θ14 “ 0.2, θ34 = 0.5. The triangular brackets on
the probabilities indicate that the probabilities have been smeared to account for
the energy resolution of the MINOS detectors.

the effect of introducing matter effects into the probabilities and how they could

impact this analysis. The difference is negligible.

To further the discussion of the phenomenology several approximations are

made in this section that are not made in the actual analysis. The solar neu-

trino terms ∆12 are considered negligible and the approximation ∆m2
31 « ∆m2

32

is made. In the limit ∆m2
41 " ∆m2

31 the approximation ∆m2
43 « ∆m2

42 « ∆m2
41

is made. The muon-neutrino survival probability in equation 7.1 has terms ex-

panded around s13, s14, s24 and cos 2θ23, where cij “ cos θij and sij “ sin θij. This

approximation can be expressed as

P pνµ Ñ νµq « 1´ sin2 2θ23 cos 2θ24 sin2 ∆31 ´ sin2 2θ24 sin2 ∆41, (7.2)

148



where equation 7.2 shows that the muon-neutrino survival probability is strongly

influenced by the sterile mixing angle θ24. Thus, MINOS becomes sensitive to

θ24 by looking at νµ-CC and νµ-CC events. This would be seen as a depletion of

muon neutrino events at either of the MINOS detectors, depending on the size

of ∆m2
41, as the neutrinos oscillate into sterile neutrinos as well as to the other

active neutrino flavours.

MINOS is also sensitive to sterile neutrinos through the disappearance of NC

events [147, 159, 160]. MINOS is equally sensitive to the NC interactions of all

active neutrino flavours, however mixing with sterile flavour states would result in

a depletion in the number of NC events observed in either detector. This process is

described by the probability P pνµ Ñ νsq. By taking the approximations described

previously, the probability affecting NC disappearance can be expressed as

1´ P pνµ Ñ νsq « 1´ c4
14c

2
34 sin2 2θ24 sin2 ∆41 ´ A sin2 ∆31 ´B sin2 2∆31, (7.3)

where the terms A and B are functions of the mixing angles and phases. To

first order, A “ s2
34 sin2 2θ23 and B “ 1

2
sin δ24s24 sin 2θ34 sin 2θ23. Equation 7.3

shows dependence on the sterile neutrino oscillation parameters θ24, θ34 and δ24.

Figure 7.3 shows the sensitivity of the NC disappearance channel to various values

of the CP violating phases. In each case all other phases are set to zero except

the one being varied. It can be seen that the NC disappearance channel exhibits

significant sensitivity to δ24. However, sensitivity in this channel is limited by

the poor energy resolution (due to the outgoing neutrino) of NC events and a

significant background from νµ and νe CC events; therefore this analysis will

make the assumption that δ14 “ δ34 “ δ24 “ 0.

The sterile mixing angle θ14 does not appear in equation 7.2 due to being a

sub-dominant term. It appears in equation 7.3, but in both cases the effect of

θ14 only becomes non-negligible at large values of θ14. An analysis of solar and
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Figure 7.3: The effect of the CP violating phases in the 3+1 model on
〈1´ P pνµ Ñ νsq〉, which effects the reconstructed energy spectrum of NC in-
teractions. The labelled phase in each panel is the only non-zero phase. All other
oscillation parameters are fixed in every panel. Values of ∆m2

21, ∆m2
32, θ23, θ13

and θ12 are taken from [28]. The sterile neutrino oscillation parameters used are
θ24 “ 0.15, θ14 “ 0.2, θ34 = 0.5. The triangular brackets on the probabilities indi-
cate that the probabilities have been smeared to account for the energy resolution
of the MINOS detectors.
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reactor neutrino data yields the constraint sin2 θ14 ă 0.041 at 90% C.L. [161].

Therefore this analysis sets θ14 = 0, which is interpreted as no mixing between

νe and νs, i.e |Ue4|
2 “ 0.

Using all the approximations above, the matrix elements of interest to MINOS

can be expressed as

|Uµ4|
2
“ sin2 θ24, (7.4)

|Uµ3|
2
“ cos2 θ13 cos2 θ24 sin2 θ23, (7.5)

|Uτ4|
2
“ cos2 θ24 sin2 θ34, (7.6)

|Us4|
2
“ cos2 θ24 cos2 θ34, (7.7)

|Us3|
2
“ ´ cos2 θ13 pcos θ34 sin θ23 sin θ24 ` cos θ23 sin θ34q

2 . (7.8)

7.2 The MINOS Neutrino Energy Spectra

7.2.1 The MINOS Dataset Epoch

The MINOS-era data are recorded in run periods; over the duration of the MI-

NOS experiment the NuMI beam has operated predominantly in the low-energy

configuration with the horn polarity in the forward setting which gives a predom-

inantly muon-neutrino dominated beam. For a fuller explanation of the NuMI

beam configurations see chapter 3. The analysis described in this thesis uses run

periods 1, 2, 3, 5, 6 and 10, corresponding to a protons-on-target (POT) expo-

sure of 10.56ˆ 1020 at the FD. Table 7.1 shows the run periods taken in MINOS

and the polarity of the NuMI beam for that run period along with the POT of

good-quality data recorded at the FD. Note that the ND POT does not match

the FD exposure, since the dataset is closed early at the ND to allow time for

data quality and validation checks. Due to the high statistics at the ND due to
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Run Configuration Horn polarity Good data FD POT(ˆ1018)

1 LE Forward 126.93
1 pHE Forward 15.31
2 LE Forward 194.27
3 LE Forward 388.71
4 LE Forward 8.84
4 LE Reverse 170.85
5 LE Forward 45.89
6 LE Forward 61.62
7 LE Reverse 124.08
8 LE Forward 12.58
9 LE Reverse 40.80
10 LE Forward 238.31

Total good physics data 1428.19
νµ beam run periods (1, 2, 3, 5, 6, 10) 1071.04
νµ LE beam run periods (1, 2, 3, 5, 6, 10) 1055.73
ν̄µ beam run periods (4, 7, 9) 335.73

Table 7.1: Summary of the data collected in MINOS in terms of the POT ex-
posure. The majority of the data comes from a low-energy (LE) beam with an
energy peak around 3 GeV. A small fraction of the data, not used in this analy-
sis, comes from a pseudo high energy beam (pHE) with an energy peak around
7 GeV. Table taken from [162].

the increased flux rate the main goal is to keep the MINOS FD live for as long

as possible.

7.2.2 Inter-Detector Flux Differences

MINOS relies on the two-detector setup, where both detectors are composed

of the same technology, materials and similar electronics such that a relative

comparison between the neutrino energy spectra in the two detectors allows for a

significant cancellation of systematics that would be large effects in the individual

detectors, for example uncertainties in neutrino cross-sections, the neutrino flux

prediction from the NuMI beam, hadronic shower modelling and track energy

measurements from range.

This cancellation of systematics would be exact if the normalised flux expe-

rienced at both the ND and FD was identical. For MINOS this is not the case.
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Due to parent decay kinematics the neutrino flux each detector experiences is

different. Figure 7.4 shows the neutrino parents as they decay along the 675 m

NuMI beam decay pipe. The FD, being 735 km away, subtends a significantly

smaller solid angle to the neutrino parent than the ND. Only one direction for

the neutrino parent to decay will allow the resultant neutrino to pass through the

FD. The ND is only „1 km away from the NuMI hadron production target and

therefore a range of decay angles allow a neutrino to pass through the detector.

θfar

to far

Detector

Decay Pipe

π+

π+
(soft)

(stiff)

θnear

target

ND

horns

Figure 7.4: A diagram (not to scale) of neutrino parents in the NuMI decay pipe
illustrating the different solid angles subtended by the ND and FD at the parent
decay point.

7.2.3 Far Detector Extrapolation

Traditionally, MINOS analyses have used the ND data shown in figure 7.5 to char-

acterise the NuMI beam and correct the MC simulation. From this, a predicted

FD reconstructed energy spectrum can be obtained.

Various extrapolation techniques have been explored to predict the FD energy

spectrum given the ND energy spectrum. The simplest method is the Far/Near

method. This uses the discrepancies between the ND data/MC ratio as a func-

tion of the reconstructed neutrino energy to re-weight the reconstructed neutrino

energy spectrum of the simulated FD. The predicted number of events in recon-

structed energy bin i at the FD is given as

FPrediction
i “ NData

i ˆ
FMC
i

NMC
i

, (7.9)
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Figure 7.5: The CC (top) and NC (bottom) reconstructed neutrino energy spectra
at the ND. The red histograms in both the CC and NC panels are the three-flavour
simulated spectra with the systematic error bands included. In both cases the
relevant backgrounds have been calculated from simulation and are included.
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where FPrediction
i is the prediction of the FD reconstructed neutrino energy in bin

i, FMC
i and NMC

i are the simulated FD and ND energy spectra in bin i and NData
i

is the number of observed events in bin i. The Far/Near method assumes that

the relationship between true and reconstructed neutrino energy between the two

detectors is identical as well as assuming that the detectors have the same energy

resolution and same selector efficiency for the data sample. A previous study into

sterile neutrino oscillation at MINOS for a fixed value of ∆m2
43 “ 0.5 eV2 used

the Far/Near extrapolation method [163].

A more robust extrapolation is the beam matrix method. This has been the

primary extrapolation method for many previous MINOS analyses, e.g. the latest

measurement of the three-flavour oscillation parameters [79]. It is considered

more robust, as this multistage process considers the differences between the two

detectors such as purity, sample background and differences in energy resolution.

It also encodes the differences in the shape of the neutrino flux arising from the

solid angle considerations discussed in section 7.2.2. A more detailed explanation

of the beam matrix method can be found in [127].

7.2.4 Neutral Current R-Values at the Far Detector

We can use the Far/Near extrapolation method to make an initial quantitative

statement about the level of sterile-neutrino-driven disappearance of NC events.

To do this, we make a prediction of the NC energy spectrum at the FD assum-

ing standard three-flavour oscillation parameter-values for ∆m2
32 and θ23 taken

from [79], θ13 from a weighted average of reactor measurements [164, 165, 166],

and ∆m2
21 and θ12 from [167]. This prediction is shown in the bottom panel of

figure 7.6. We take this prediction and compare it to the data in table 7.2.

To quantify the agreement between the observed and expected NC energy

spectra at the FD, a metric R is defined as
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Figure 7.6: The CC (top) and NC (bottom) reconstructed neutrino energy spectra
at the FD. The red histograms in both the CC and NC panels are the three-flavour
simulated spectra for the extrapolated FD prediction with the Far-over-Near ratio
systematic error band included. The values used for the three-flavour oscillation
parameters are taken from the latest MINOS three-flavour analysis [79]. In both
cases the relevant backgrounds have been calculated from simulation and are
included.
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Energy (GeV) FD CC Data FD CC Pred FD NC Data FDNC Pred

0 – 40 2563 2539 1211 1175

0 – 3 250 266 490 455

3 – 40 2313 2258 721 718

Table 7.2: The observed number of neutrino events at the FD compared to the
expected number assuming a three-flavour model. Three different energy regions
were defined, motivated by the NC neutrino spectrum having a large number of
NC events at low energies. Events above 40 GeV are not considered in this thesis.

R “
Ndata ´

ř

BCC

SNC

, (7.10)

where Ndata is the integrated number of FD data events in the 0–40 GeV energy

range. Throughout this thesis, we do not use any neutrino events with energies

above 40 GeV due to the poorly-understood discrepancies with the simulation

and associated large systematics uncertainties. The integrated total background

in the NC sample, taken from simulation, is
ř

BCC. SNC is the total predicted

number of true NC events. The R-value is calculated over three different energy

ranges motivated by the shape of the NC energy spectrum. The values of R are

given in table 7.3, along with statistical and systematic uncertainties. For this

calculation, the systematic uncertainties are taken to be a 15% normalisation on

the CC background events and a 5.3% normalisation on the NC signal events.

Energy (GeV) R-value ˘ syst ˘ stats ˘ total

0 – 40 1.049 0.095 0.045 0.105

0 – 3 1.100 0.073 0.061 0.095

3 – 40 1.008 0.128 0.067 0.144

Table 7.3: R-values calculated from the Far Detector neutral current neutrino
energy spectrum.

The R-value is defined such that an exact agreement between data and the

three-flavour prediction would yield R “ 1, and it can be seen in table 7.3 that

the observed R-values are consistent with this. We can interpret this as no
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observed deficit of NC events driven by sterile neutrinos. Since this calculation

makes no assumption about the number of sterile neutrinos, we can view this as a

model-independent statement, not tied to the 3+1 phenomenological model used

elsewhere in this thesis.

The top panel of figure 7.6 compares the CC data at the FD to the predicted

CC energy spectrum (using the Far/Near extrapolation), with table 7.2 showing

the event counts. Whilst no model-independent R-value can be defined for these

νµ flavour-tagged events, we can qualitatively view the good agreement between

data and prediction as an indicator that no anomalous sterile-neutrino-driven

disappearance of CC events has been seen.

7.3 Fitting with the Far-over-Near Ratio

7.3.1 Near Detector Oscillations

The MINOS concept of extrapolation discussed in section 7.2.3 assumes that the

ND is situated in a region of L{E such that it is unaffected by neutrino oscil-

lations. However, the analysis in this thesis considers a 3+1 model where the

additional mass splitting, ∆m2
41, is unknown, and could be anywhere in the range

10´3´102 eV2. Once ∆m2
41 ą 1 eV2, the neutrino oscillation probability becomes

non-zero in the region of L{E probed by the ND; thus both νµ and νµ disappear-

ance and sterile neutrino appearance could occur at the ND. Figure 7.7 shows the

oscillation probability for muon (anti)neutrino disappearance (top panel) for in-

creasing values of ∆m2
41. The bottom panel shows the sterile neutrino appearance

probability (therefore disappearance of NC events) for various values of ∆m2
41.

The possible appearance or disappearance of neutrinos at the ND makes the

aforementioned procedures to extrapolate from the ND to create a FD prediction

invalid.

To deal with oscillations in the ND, the F/N ratio for the data is fit directly
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Figure 7.7: The νµ-CC (top) and NC (bottom) disappearance probabilities as a
function of L{E for various values of ∆m2

41. The figure illustrates how, for large
values of ∆m2

41, the traditional FD extrapolation techniques used by MINOS in
previous analyses will no longer work since oscillations begin to affect the ND.
Values of ∆m2

21, ∆m2
32, θ23, θ13 and θ12 are taken from [28]. The sterile neutrino

oscillation parameters used are θ24 “ 0.15, θ14 “ 0.2 and θ34 = 0.5, and all CP
phases are set to zero. The triangular brackets on the probabilities indicate that
the probabilities have been smeared to account for the energy resolution of the
MINOS detectors.

against the simulated F/N ratio, over the parameter space t∆m2
41, sin

2 θ24u. Fig-

ure 7.8 shows the CC and NC F/N ratios in the energy window 0–40 GeV which

is used in the fit. By fitting the F/N ratio directly, the systematic uncertain-

ties mis-modelled in both detectors are cancelled. However, the beam weights

that are usually derived from the ND data can no longer be applied, since their

derivation implicitly assumes that no sterile neutrinos are causing oscillations in

the ND, and the untuned beam simulation must be taken as the nominal. The

beam systematics largely cancel, and a hadron production error is assessed and

included into the fit as was discussed in section 6.4.
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Figure 7.8: The F/N ratio for νµ-CC events (top panel) and for NC events (bottom
panel). The black points are the MINOS data observed in the 10.56ˆ 1020 POT
exposure. The red band is the systematic uncertainty on the F/N ratio taken
from the covariance matrix used in the fit as described in chapter 6. The red
line is the standard three-flavour oscillation simulation (the null hypothesis) with
values of ∆m2

21, ∆m2
32, θ23, θ13 and θ12 taken from [28]. The blue line is the

best-fit simulation from the analysis discussed in section 7.3.3.

In previous analyses the MINOS simulation would be oscillated using prob-

abilities for the various components of the the FD spectrum as a function of

neutrino energy E, where L would be taken as a fixed value of 735 km. Al-

though the neutrino parents can decay anywhere from the production target up

to the end of the 675 m decay pipe the maximum fractional variation in neutrino

distance travelled to the FD is given as δL{L „ 1 ˆ 10´3. However, assuming

oscillations at the ND, which is only a baseline of 1.04 km, results in a maxi-

mum fractional variation in path length of δL{L „ 0.65 that therefore needs to

be accommodated. The neutrino oscillation probabilities are therefore calculated

as a function of L{E, where the distance travelled by the neutrino from parent
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Figure 7.9: The distance travelled by neutrino that interact inside the ND. Note
the target is at the far right and the end of the decay pipe is at the far left. To
explain further, events that are produced at the target will have travelled the full
1.04 km to the ND, hence why the target is on the right of this plot.

decay point until interaction in the MINOS detectors is taken from simulation.

Figure 7.9 shows the number of neutrinos and anti-neutrinos as a function of total

distance travelled to the ND, where a significant number of events have travelled

a distance shorter than the nominal 1.04 km.

7.3.2 The χ2 Expression

Instead of incorporating systematics as nuisance parameters, this analysis elected

to incorporate them as systematic uncertainties on the F/N ratio in each bin of

energy used in the fit using the covariance matrix described in chapter 6. The

value of the observed F/N ratio is denoted by x and the simulated F/N prediction

as a function of the oscillation parameters is µ with both being dimension N ,

where N is the total number of reconstructed energy bins (48 bins for the CC
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F/N and 24 bins for the NC F/N). The assumption that the likelihood, L, of a

measurement x given a prediction, µ, is distributed by a multivariate Gaussian

expressed as

L px;µ, V q “
1

p2πqN{2 |V |1{2
exp

„

´
1

2
px´ µqT V ´1

px´ µq



, (7.11)

where V is the N ˆ N covariance matrix containing the 26 combined statistical

and systematic uncertainties and |V | is the determinant of the covariance matrix

V . The covariance matrix is defined as

V “ V stat
`

26
ÿ

i“1

V syst
i . (7.12)

Chapter 6 describes in detail the creation of the systematic component of this

matrix for the NC and CC F/N ratios. The statical component is by definition a

diagonal matrix (statistical errors are not correlated bin-to-bin) with a statistical

error σ2
i for an energy bin i,

V stat
“

¨

˚

˚

˚

˚

˝

σ2
1 . . . 0

...
. . .

...

0 . . . σ2
N

˛

‹

‹

‹

‹

‚

. (7.13)

The statistical error in the FD and ND, σF and σN , are taken as square root of the

predicted number of events for each bin,
?
F and

?
N . Using error propagation

the error on the F/N ratio, σpF {Nq, becomes

σ2
pF {Nq “

ˆ

F

N

˙2 „
´σF
F

¯2

`

´σN
N

¯2


,

“

ˆ

F

N

˙2
«

ˆ

?
F

F

˙2

`

ˆ

?
N

N

˙2
ff

,

“
F

N2
`
F 2

N3
. (7.14)
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In the limit of infinite statistics at the ND, the second term in equation 7.14 can

be approximated to zero and the expression for the statistical uncertainty on the

F/N ratio becomes

σpF {Nq «

?
F

N
. (7.15)

The likelihood L is then computed and values of the oscillation parameters

found that maximise this likelihood. The equivalent approach of minimising the

χ2 distribution was taken as expressed below:

χ2
“ px´ µqT V ´1

px´ µq `
pND ´NMCq

2

σ2
ND

`
p|∆m2

32| ´∆m2q
2

σ2
∆m2

. (7.16)

The second term in equation 7.16 provides a constraint on the absolute neutrino

flux at the ND, where ND and NMC represent the integrated ND reconstructed

neutrino energy spectrum for the 0–40 GeV energy window used in the fit. Neu-

trino flux estimations have large uncertainties associated with them, and the error

on the ND flux was conservatively set such that σND “ 50% NMC . The final term

in equation 7.16 is a penalty term on the atmospheric mass splitting parameter

∆m2
32. This term provides a weak constraint such that within the fit, its value is

centred around the standard three-flavour oscillation value. The justification for

this penalty term is the that this analysis looks for any perturbative deviations

from the three-flavour neutrino model, which can already describe the MINOS

data well. Any large deviations due to the 3+1 model that would require ∆m2
32

to have a significantly different value would have already shown up. The penalty

term’s central value ∆m2 “ 2.5ˆ 10´3 eV2 is taken from the reactor experiment

Daya Bay using their three-flavour analysis results [168], and the uncertainty

σ2
∆m2 “ 0.5 eV2 corresponds to roughly twice the uncertainty on the Daya Bay

result. The first two terms in equation 7.16 sum over the bins in both the CC

and NC F/N ratios.

The fit minimises the quantity in equation 7.16, which assumes that both the
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statistical and systematic fluctuations follow a Gaussian distribution. Neutrino

physics experiment are mostly statistically limited in their results, following a

more discrete Poisson nature for low N . For this analysis to ensure a good

Gaussian approximation the binning of the FD energy spectrum used in the fit

(the ND is assumed to have infinite statistics) is chosen such that all bins in

the three-flavour prediction contain at least 15 events for the 10.56 ˆ 1020 POT

exposure. This allows one to treat the χ2 as a likelihood defined as χ2 “ ´2 lnL.

7.3.3 Performing the Fit

The fit was performed using the MINUIT package [169] to minimise the χ2 ex-

pression from equation 7.16. The fit is performed such that a two dimensional

likelihood surface is constructed in the plane t∆m2
41, sin

2 θ24u. Therefore a grid

is constructed in the range ∆m2
41 P r10´4, 102s eV2 and θ24 P r0, π{2s radians. At

each point in this grid the values of ∆m2
41 and θ24 are kept fixed. The remaining

parameters that MINOS is sensitive to are ∆m2
32, θ23 and θ34; these are allowed

to vary during the fit and the best fit value is chosen such that the χ2 is min-

imised. The fit enforces constraints on the mixing angles such that only physical

values are allowed, abiding by the parameterisation of the PMNS matrix stated

in section 7.1. The constraints imposed are tθ23, θ34u P r0, π{2s. All CP-violating

phases are set to zero, as is θ14. The justification for this was described earlier.

The number of CC-νe interactions arising from νe appearance account for 2.9%

of the NC sample at the FD, which is itself smaller than the statistical and sys-

tematic uncertainties on that sample. By setting sin2 θ14 “ 0.041, the upper limit

from reactor constraints [161], this 2.9% contribution decreases by 4%. Overall,

this becomes a negligible 0.14% change to the total NC sample, hence why this

analysis can justify setting θ14 to zero. The parameter ∆m2
32 is varied but is

constrained by the penalty term in equation 7.16. The solar parameters are fixed

to global values [167] and θ13 is taken from the weighted average of Daya Bay,
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Double Chooz and RENO measurements [164, 165, 166]. A summary of the fit

constraints and fixed values are displayed in table 7.4.

The fit takes into account both the normal and inverted mass orderings (the

sign of ∆m2
32) along with both the lower and upper octants of θ23. This re-

quires the fit to be performed four times for the same grid point in the plane

t∆m2
41, sin

2 θ24u with the lowest χ2 out of the four to be chosen as the best fit.

Variable Free/Fixed Constraint

∆m2
41 Fixed P r10´4, 102s eV2

θ24 Fixed P r0, π{2s

∆m2
32 Free Penalty term, see Eq. 7.16

tθ34, θ23u Free P r0, π{2s

tθ14, δ13, δ14, δ14u Fixed 0

∆m2
21 Fixed 7.54ˆ 10´5 eV2

θ12 Fixed 0.554

θ13 Fixed 0.149

Table 7.4: Values and constraints on neutrino oscillations parameters in the 3+1
fit.

7.3.4 The Likelihood Surfaces

Figure 7.10 shows the likelihood surface for the MINOS dataset from fitting a 3+1

sterile neutrino model. Figure 7.11 shows the individual contributions from the

CC and NC samples used in the fit. The global best fit is represented by a yellow

star in both figures and the traditional method of producing 90% C.L. contours

is performed using the global-scan method in a parameter space with two degrees

of freedom. The contour contains all χ2 values such that χ2 ´ χ2
min ą 4.61 (the

origin of 4.61 is explained in section 8.3), where χ2
min is the minimum χ2 value

in that respective surface. A global minimum can be seen in figure 7.10. The

values of the 3+1 parameters at this best fit are shown in table 7.5. Figure 7.10

shows the best fit point at a high value of the sterile neutrino mass splitting,
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∆m2
41 peV2

“ 64.58 and a non-zero value for the mixing angle θ24. Features in

the F/N ratio can give rise to a global minimum (best fit point) with non-zero

sterile neutrino psicalltion parameter values. This could be contributed by to a

small systematic shape change in reconstructed neutrino energy or a statistical

fluctuation in the FD data. To access the significance of any such global minimum

and the effect this has on the traditional confidence interval construction methods

the Feldman-Cousins unified approach [170] is implemented and is discussed in

detail in chapter 8.
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Figure 7.10: Likelihood surface for the MINOS NC and CC samples. The red line
indicates a confidence contour using the global scan method for a 90% C.L. for
two degrees of freedom, i.e. it is drawn at χ2

min ` 4.61. The yellow star indicates
the best fit for the parameters ∆m2

41 and θ24. The z-axis has been restricted to
show a colour gradient for values of χ2

min Ñ χ2
min ` 20.

7.3.5 Degeneracies in the 3+1 Sterile Neutrino Model

The likelihood surfaces in figures 7.10 and 7.11 show some interesting features

that arise due to degenerate effects within the 3+1 model. For particular sets of

non-zero parameters in the 3+1 model, the oscillations probabilities tend towards
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values such that the model can become indistinguishable from the null hypothesis,

where the null hypothesis is defined as all sterile parameters set to zero values.

These degenerate features can be described as follows:
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Parameter Best Fit Value

∆m2
32 p10´3eV2

q 2.41

∆m2
41 peV2

q 64.58

θ23 0.724

θ24 0.373

θ34 0.0474

Table 7.5: Summary of the best fit values at the combined charged-current and
neutral-current global minimum fitting the Far-over-Near ratio against a 3+1
model.

• ∆m2
41 « 2∆m2

31. In this case, ∆m2
43 “ ∆m2

31 and so ∆m2
41 and ∆m2

31

can both contribute to the standard atmospheric scale oscillation dip. For

values of θ24 « π{4 the fit will converge on values of tθ34, θ23u « π{2, which

allow for the probability distributions to mimic those of the three-flavour

case.

• ∆m2
41 « ∆m2

31. In this case ∆m2
43 “ 0, and the mixing of muon neutrinos

into sterile neutrinos is occurring at the same wavelength as the tradi-

tional three-flavour mixing of muon neutrinos into tau neutrinos. MINOS

struggles to distinguish these two effects for θ24 ă π{4 (lower octant). For

θ24 ą π{4 by looking at equation 7.2 one can see that the cos 2θ24 term be-

comes negative. Thus, as θ24 varies from π{4 Ñ π{2 the amount of sterile

mixing decreases as well as suppressing the three-flavour mixing. The data

shows a clear depletion of muon neutrinos at the FD and therefore rules

out large values of θ24.

• ∆m2
41 ! ∆m2

31. In this case ∆m2
43 “ ∆m2

31. This is similar to the first

condition, however now, any terms containing ∆m2
41 become very small.

For values of θ24 « π{4 the fit will converge on values of tθ34, θ23u « π{2,

which allows for the probability distributions to mimic those of the three-

flavour case.
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Figure 7.12: The 90% and 95% C.L. for the MINOS data and sensitivity in the
plane t∆m2

41, sin
2 θ24u, calculated using the unified procedure of Feldman and

Cousins and incorporates all sources of systematic uncertainty.

The conditions stated above come about due to the relationship between ∆m2
41

and ∆m2
31. In this analysis the fit has the freedom to vary ∆m2

31, and therefore

to achieve the smallest χ2 possible that can satisfy the above conditions as often

as possible. The penalty term on ∆m2
31 penalises any value of ∆m2

31 away from

the central value of ∆m2 “ 2.5 ˆ 10´3 eV2. This has the effect of only allowing

these degenerate cases to occur at this mass splitting scale or below.

7.3.6 Confidence Limits with Exact Coverage

The contours shown in figures 7.10 and 7.11 are constructed such that χ2 ´

χ2
min ą 4.61, where χ2

min is the minimum χ2 value in that respective surface.

Under the assumption of Gaussian statistics, one would interpret these confidence

intervals as 90% C.L.. Chapter 8 will go into detail about why in this analysis this

interpretation is invalid and provides incorrect limits. At each point in parameter

space we interpret the significance of the ∆χ2 with respect to the global minimum

according to the unified procedure of Feldman and Cousins [170]. Figure 7.12
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shows the 90% and 95% C.L. for the MINOS data and sensitivity where both the

CC and NC samples were fit together. The confidence limits in this figure have

been produced according to the unified procedure of Feldman and Cousins and

therefore provide exact coverage.

Figure 7.13 compares this result with similar previous experimental results

to see how consistent the result is and how it contributes to the greater under-

standing of the topic of sterile neutrinos. Figure 7.13 shows the MINOS data for

both 90% and 95% C.L in the plane ∆m2
41 ´ sin2 θ24 compared to other experi-

mental limits. The other experimental limits are obtained through looking at the

νµ-CC disappearance channel and are therefore sensitive mainly to θ24, making

these results a good comparison to the results in this thesis. The results shown

in figure 7.13 are from Super-Kamiokande [171], CDHS [172], CCFR [173] and

MiniBooNE and SciBooNE [174].

The limits shown in figure 7.13 are all obtained from measurements looking at
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∆m2

41 “ 0.5 eV2. This limit is produced using the unified procedure of Feldman
and Cousins and incorporates all sources of systematic uncertainty.

the disappearance channel. The MINOS and Super-Kamiokande results both use

an exact 3+1 oscillation model where Super-Kamiokande includes matter effects

(necessary because of the much longer baseline in Super-Kamiokande) and MI-

NOS takes the vacuum approximation. The other results assumed a large ∆m2
41

and therefore applied a simplified two-flavour approximation which has no sensi-

tivity to the octant of θ24; therefore in order to display the experimental limits on

an x-axis of sin2 θ24 these limits have been made symmetric about sin2 θ24 “ 0.5

(θ24 “ π{4).

7.3.7 Sterile Mixing Angle Limits with a Fixed ∆m2
41

The sterile mixing angles and the sensitivity one has to them is determined by

the value of ∆m2
41. Figures 7.14 and 7.15 place limits on the mixing angles

θ24 and θ34 respectively by fixing the value of the mass splitting. The value of

∆m2
41 “ 0.5 eV2 is chosen due to this being in the fast-oscillation region and in a
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region where no oscillations occur at the MINOS ND so that the angle limits do

not depend strongly on the mass splitting.

To produce the 1D χ2 distributions for the sterile angles θ24 and θ34 a fit is

performed that is similar to that which yielded the likelihood surface in figure 7.10.

When fitting for θ24 the angle θ34 is allowed to vary. When fitting for θ34 the angle

θ24 is allowed to vary. The confidence limits produced in figures 7.14 and 7.15

were created using the Feldman-Cousins method in a similar way to that of the

production of the 2D confidence limits shown in figure 7.13. This is explained in

chapter 8.

The upper limits placed on the mixing angles are:
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|Uµ4|
2
ă sin2 θ24 ă 0.016 90% C.L. (7.17)

|Uµ4|
2
ă sin2 θ24 ă 0.022 95% C.L. (7.18)

|Uτ4|
2
ă sin2 θ34 ă 0.200 90% C.L. (7.19)

|Uτ4|
2
ă sin2 θ34 ă 0.280 90% C.L. (7.20)

7.4 Effect of Systematic Uncertainties

Figure 7.16 shows the effect on the 90% sensitivity C.L. of individually adding

each systematic covariance matrix to the fit. Only the largest and most dominant

systematics are included individually in comparison to the statistics only and

total systematics contours. The largest systematics are labelled as Normalisation,

Acceptance, and NC selection, with all other systematic uncertainties grouped

as “other”. For clarity, these systematic contours are related to the systematics

discussed in chapter 6 in the following way. The contour labelled Normalisation

refers to the relative normalisation systematic (section 6.2.1). The Acceptance

contour refers to the acceptance and selection efficiency in the ND uncertainty

(section 6.2.2) and the NC selection contour refers to the poorly-reconstructed

events uncertainty (section 6.2.4).

The effect of cumulatively adding the systematic uncertainties together is

shown in figure 7.17. For more information on these systematic uncertainties and

their sizes see chapter 6. Both figures 7.16 and 7.17 contain confidence limits

constructed using the Feldman-Cousins unified approach.
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7.5 Combination with the Bugey-3 Reactor Ex-

periment

Appendix A shows that, in an experiment looking at νe/νe appearance in the limit

of a high mass splitting such that ∆m2
41 » ∆m2

42 » ∆m2
43 " |∆m2

32| " ∆m2
21,

the electron neutrino appearance probability from a muon neutrino beam can be

approximated to

PνµÑνe « 4|Uµ4|
2
|Ue4|

2 sin2

ˆ

∆m2
41L

4E

˙

« sin2 θµe sin2

ˆ

∆m2
41L

4E

˙

. (7.21)

Therefore the experimental results from LSND and MiniBooNE can be inter-

preted as the magnitude of the mixing being governed by an effective mixing

angle θµe that depends on the matrix elements |Uµ4|
2 and |Ue4|

2. In terms of

mixing angles this effective sterile mixing angle can be expressed as

sin2 2θµe “ sin2 2θ14 sin2 θ24. (7.22)

As explained in the previous sections of this chapter, the MINOS experiment

looks at muon neutrino survival and is sensitive primarily to the sterile mixing

angle θ24. Throughout the analysis the assumption that θ14 “ 0 is taken and

therefore by placing limits on the mixing angle θ24 MINOS is placing constraints

on the matrix element |Uµ4|
2. A reactor experiment such as Bugey-3 [175] looking

at electron anti-neutrino disappearance from an electron anti-neutrino source will

be analogous to the MINOS case and will have sensitivity primarily to θ14, and

therefore the matrix element |Ue4|
2 as shown in figure 7.18. Thus by combining the

data from MINOS νµ-disappearance search with data from the Bugey-3 reactor

νe-disappearance search [176], a direct comparison can be made to the LSND and
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Figure 7.18: Bugey 90% C.L. exclusion contour for the sterile mixing parameter
sin2p2θ14q by looking at electron anti-neutrino disappearance.

MiniBooNE appearance anomalies through the effective mixing angle θµe.

Figure 7.19 shows the 90% C.L. from the combination between the MINOS and

Bugey-3 experiments compared to the LSND [63] electron anti-neutrino appear-

ance search, and several electron neutrino appearance searches: MiniBooNE [64],

OPERA [177], ICARUS [74], and NOMAD [178].

The Bugey-3 experiment performed a measurement of the anti-electron neu-

trino energy spectrum using modules loaded with Lithium-6 scintillator at 15, 40

and 95 metres from the Bugey 2800 Megawatt reactor in France. To perform the

combination, the Bugey-3 surface in the t∆m2
41 sin2 2θ14u plane was obtained from

the limit evaluated by Patrick Huber using the GLoBES software, incorporating

the updated calculation of the reactor fluxes described in [179].

The combined limit is calculated by iterating through every value of ∆m2
41 and

multiplying the correct combination of angles to obtain the effective mixing angle

shown in equation 7.22. The corresponding χ2 value from that bin is summed

from both the MINOS and Bugey surfaces. There are multiple combinations
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Figure 7.19: MINOS and Bugey-3 combined 90% C.L. limit on the sterile mixing
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2
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limits of each experiment on |Uµ4|

2 and |Ue4|
2, respectively. Regions of parameter

space to the right of the red contour are excluded at 90% C.L. The MINOS limits
correspond to a 10.56ˆ1020 POT exposure in neutrino running mode. The Bugey
limits are computed accounting for the new calculation of reactor fluxes [179].
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of sin2 θ24 and sin2 2θ14 that yield any particular value of sin2 2θµe, therefore the

combination with the lowest χ2 is taken to be the value for the combined likelihood

surface.

This chapter has looked for νµ disappearance and a deficit of NC events by

performing a fit to the F/N ratios for both the CC and NC samples. This anal-

ysis has set stringent limits on the existence of sterile neutrinos using the 3+1

sterile neutrino model covering over five order of magnitude in ∆m2
41 as shown in

figure 7.13. Figure 7.19 shows that in a combination with Bugey-3, a significant

portion of the parameter space allowed by the LSND and MiniBooNE experiment

has been rules out.
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Chapter 8

Feldman-Cousins Confidence

Intervals

This chapter discusses the process of constructing confidence limits in particle

physics and the reason why they can become invalid for an analysis such as the

one presented in this thesis. A study is performed to assess if the MINOS ster-

ile neutrino analysis requires confidence intervals constructed using the Feldman

Cousins unified approach. A detailed method of obtaining such confidence inter-

vals is described.

8.1 Introduction

The Feldman-Cousins (FC) method [170] is frequentist in design. It allows an

experiment to “calibrate” its actual statistical sensitivity at each point within a

parameter space such that exact coverage is ensured when constructing a con-

fidence limit (C.L.). This technique is one of brute force; by simulating both

systematic and statistical fluctuations bin by bin to create an ensemble of fake

data, the analysis framework is run using the thousands of fake experiments to

manually calculate the degree of confidence that the truth lies within a confidence

region in the parameter space of interest.
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A FC study is usually advised when the coverage of an experimental C.L. is

suspected to be inaccurate (incorrect coverage) due to:

1. Limit construction under the assumption of Gaussian approximations within

an analysis (Global and Raster scans, discussed later).

2. The treatment of best-fit points at an unphysical value.

3. Based on the data set measured, the user making the choice to give an

upper limit on a null result or a two-sided confidence interval for a non-null

result.

4. In neutrino physics the probability functions being sinusoidal. The χ2 dis-

tribution assumes a Gaussian probability density function, so when prob-

ing many orders of ∆m2 one can become susceptible to finding local and

global minima due to fluctuations, the significances of which are highly

non-Gaussian.

The FC method is designed to solve problems with constructing a C.L. in

the cases described above. This credible method is a desirable approach when

constructing confidence intervals, however the interpretations can be non-trivial

and the procedure can be very CPU intensive often making it impractical.

8.2 Some Statistical Theory

8.2.1 It began with Neyman the Frequentist

Traditionally, high-energy particle physics experiments have taken the classical

confidence interval approach. These intervals can be obtained by using what is

known as the Neyman construction [180]. A classical confidence interval under

this construction has a statement of the form: The unknown parameter θ lies
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within the region rθ1, θ2s at a given confidence α. This can be expressed mathe-

matically [170] as

P pθ ε r θ1, θ2 sq “ α, (8.1)

where θ1 and θ2 are functions of the data set x. This is not a statement about

the true value θt but more of a statement about the confidence intervals θ1 and

θ2. For each value of θ one can calculate P px|θq, and from this one selects the

interval rx1, x2s such that

P px ε rx1, x2 s |θq “ α. (8.2)

As an example, picture an experiment with a measured dataset x0. One can

then obtain the lower limit θ1 and upper limit θ2 from calculating the proba-

bility of your dataset for a given θ. By taking this frequentist approach one is

hypothetically assuming a large ensemble experiments, in where each experiment

will construct a different limit using an identical analysis framework but different

observed dataset. One can then make the statement the unknown true value θt

will be within a fraction α of the experiments’ confidence limits. A strong em-

phasis is stressed to the reader that this is NOT the same as the true value θt

has a probability α of being within an experiment’s confidence limits. The main

point from a frequentist point of view is that the unknown true parameter θt is

at a fixed value; it is the shape of the C.L. that will vary due to statistical and

systematic fluctuations between experiments, not the position of the true value

θt.

8.2.2 Why not take a Bayesian Approach?

Bayesian approaches are becoming more popular. The inferences made from a

Bayesian credible interval are considered to be how many people think; people

are hardwired to construct questions in a Bayesian manner. It can be intuitive
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for a person to think about the probability of some true value θt and how likely

this is given a fixed dataset x0, unlike a frequentist who considers P pθtq “ 1 or 0

(a fixed value). An experiment will usually produce a likelihood surface, there-

fore a Bayesian approach makes inferences using a posterior probability density

function (pdf) given as

P pθt|x0q “ P px0|θtqP pθtq{P px0q. (8.3)

The function P pθtq is known as the prior, and is the degree of belief in the

true parameter θt. This prior is based on theory and can be based on past

experimental data and is often referred to as a subjective prior. A Bayesian

approach is appealing in situations where the frequentist approach gives confusing

results; such an example occurs when a best-fit point is calculated at a boundary

(an artificial constraint implemented by the user) or within an unphysical region

(e.g. sinpθq ą 1). A Bayesian approach is not brute force and so by assuming the

dataset x0 is fixed there is no requirement for many thousands of fake experiments,

unlike the Neyman construction.

8.3 Global and Raster Scans

Some argue that an experimental result should be completely independent of

past measurements (or as independent as one can get). Therefore a frequentist

approach can be desirable. However, frequentist limits via the Neyman construc-

tion can be CPU intensive and time consuming. There are several approximations

one can make in an analysis such that the fundamentals of statistical analysis as-

suming Gaussian statistics hold true (most of the time); this allows for a more

graphical method of constructing confidence intervals known as Global and Raster

scans.

Global and Raster scan methods are traditionally based on log-likelihood ra-
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tios. The general approach is to create a likelihood surface Lpθ|xq that quantifies

how likely it is that the observed data, x, describes the theory given by a set

of underlying parameters θ “ pθ1, . . . , θNq with some unknown true values. The

value of θ that is the most probable (most likely) value is expressed as θ “ θ̂,

such that Lpθ̂q “ LMax, otherwise known as having the maximum likelihood. The

likelihood is usually expressed as ´2 lnL; the function is monatomic, meaning its

first derivative does not change sign, so the logarithmic operation does not affect

the statistical interpretation of the likelihood. However, due to the minus sign the

function now needs to minimised to find the most probable value of the prediction

µpθq where µ depends on the underlying set of parameters θ. An expression for

the log-likelihood for binned data is given as

´2 lnL “ 2
N
ÿ

i“1

„

µipθq ´ xi ` xi ln
xi

µipθq



`

M
ÿ

j“1

ε2j
σ2
j

, (8.4)

where µipθq is the prediction and xi is the data from the i th bin. The final

term includes the M systematic uncertainties, j, and treats them as nuisance

parameters with values εj and uncertainties σj whilst minimising the likelihood.

One should note that the penalty term derives from Bayesian statistics; by adding

a penalty term one is providing a prior pdf for the distribution of that systematic

variable.

As µi becomes large the likelihood distribution converges onto a χ2 distribu-

tion as seen in equation 8.5,

χ2
“ px´ µpθqqT V ´1

px´ µpθqq , (8.5)

where the observed measurement is x and the expected value from simulation is

µ, with V ´1 being the inverse of the covariance matrix. The likelihood and χ2

quantities can be related by L9 e´χ
2{2.

Both ´2 lnL and χ2 are minimised by finding a set of parameters, θ “ θ̂,
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such that the first order derivative of the χ2 or log-likelihood is zero (a stationary

point). A Global (Raster) scan is a graphical representation of the construc-

tion of confidence limits and assumes the χ2 and log-likelihood approximate to a

quadratic around the minimum point θ “ θ̂. This becomes clear if one performs

a Taylor expansion of the likelihood surface around the minimum point θ̂ for a

one dimensional ln rLpθqs distribution:

lnL rpθqs “ ln
”

Lpθ̂q
ı

`

„

B lnL

Bθ



θ“θ̂

pθ´ θ̂q`
1

2!

„

B2 lnL

Bθ2



θ“θ̂

pθ´ θ̂q2` . . . . (8.6)

It is known that at the point θ “ θ̂, lnLpθ̂q “ lnLmax and therefore the second

term in equation 8.6 is at a stationary point and must be zero. If one assumes

that, in this example, θ follows a Gaussian distribution, the second derivative term

can be expressed as the uncertainty on the parameter θ as shown in equation 8.7:

´
1

σ̂2
θ̂

“

„

B2 lnL

Bθ2



θ“θ̂

. (8.7)

Equation 8.7 is only true in the Gaussian limit. Higher order terms in the

Taylor expansion are ignored, although note that they are non-zero and become

increasingly non-negligible as µi Ñ 0, which is why for a low number of events a

likelihood surface becomes non-symmetric around lnLmax.

Using the definition of equation 8.7 one can simplify equation 8.6 to the fol-

lowing:

lnLpθq “ lnLmax ´
pθ ´ θ̂q2

2σ2
θ̂

. (8.8)

By inserting the parameter θ̂ ˘ σ̂θ̂ into equation 8.8, it then follows that

lnLpθ̂ ˘ σ̂θ̂q “ lnLmax ´
1

2
. (8.9)

It is from equation 8.9 that one can see how this method makes use of the likeli-

hood ratios. A change in the parameter θ by one standard deviation σ from its
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maximum likelihood value equates to an increase in the likelihood by half a unit,

which is an equivalent statement to saying that the probability decreases by e´
1
2 .

One can rewrite equation 8.9 in terms of a χ2:

´2 lnLpθ̂ ˘ σ̂θ̂q « χ2
pθ̂ ˘ σ̂θ̂q « χ2

min ` 1. (8.10)

This one dimensional example can be generalised for α parameters and expressed

for ξ number of sigma for a given confidence level (C.L.) as given by equation 8.11:

χ2
pθ̂ ˘ ξσ̂q “ χ2

min ` χ
2
αpC.L.q. (8.11)

Table 8.1 shows the possible values of χ2
αpC.L.q for the number of degrees of

freedom, α.

χ2
α 68% 90% 95% 99%

χ2
1 1.00 2.71 3.84 6.63

χ2
2 2.28 4.61 5.99 9.21

Table 8.1: χ2 quantile values for various confidence intervals for different numbers
of degrees of freedom, α.

The common approach is for an experiment to produce a confidence region

using equation 8.11. However, one must take care since the approximations used

to derive this expression are not always valid. The main problem is a question of

how Gaussian the statistics of the analysis are. The central limit theorem [181]

states that under certain conditions, the distribution of a parameter becomes

Gaussian as µi Ñ 8, however this is not a guarantee.

Equation 8.6 shows that for a Global or Raster scan approach to creating con-

fidence intervals to be valid the likelihood surface must be a parabola around the

most likely value of the parameter of interest θ. However, this does not have to

be the case; the maximum likelihood estimator of θ is invariant, meaning that in-
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stead of estimating the parameter θ one can perform a transformation of variables

and come to the same conclusions for the most likely value and confidence inter-

vals [182]. Thus, a non-parabolic likelihood function Lpθq, through a transforma-

tion of variables θ Ñ gpθq, will result in a new likelihood surface with parabolic

shape. One can then define a confidence interval in terms of rgpθ1q, gpθ2qs and by

the invariance property lnLrθ̂s “ lnLrgpθ̂qs, obtain the confidence interval val-

ues for rθ1, θ2s. Therefore, due to this invariance property it is possible to make

inferences about a parameter with a non-parabolic likelihood function without

actually finding a transformation of variables to obtain a parabolic solution.

A Global scan is used on a two-dimensional surface by defining a confidence

region by increasing the χ2 by χ2
2pC.L.q around the most likely point. A Raster

scan takes a more conservative approach and for a fixed value of one parameter

finds the local minimum for the second. This method is considered the “least

powerful” out of the two. Feldman and Cousins [170] extensively compare these

two methods.

8.4 Does the MINOS Sterile Neutrino Analysis

need an FC correction?

A mock-data study was conducted on the MINOS sterile neutrino analysis at an

early stage. This mock data study was conducted by creating likelihood surfaces

in the plane
 

∆m2
41, sin

2 θ24

(

using equation 8.4 but only considering statistics

(setting the final term to zero).

To test how suitable a Global or Raster scan approach would be many three-

flavour FD fake-data predictions were created for both the CC and NC recon-

structed neutrino energy spectra. Each fake data prediction was created under

the assumption of the null-hypothesis (i.e. no sterile neutrinos); the contents of

each bin were statistically fluctuated according to a Poisson distribution. For
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Figure 8.1: An example of a mock-data study with statistically fluctuated Far
Detector fake data. We can see how the global minimum (pink star) moves
around.

each three-flavour energy spectrum the MINOS sterile neutrino analysis frame-

work was used to create a likelihood surface. A conceptual diagram is shown in

figure 8.1.

For each surface the smallest χ2 value was defined as χ2
bestfit. Each set of fake

data was also compared to a three-flavour-only model (the null hypothesis, setting

all sterile parameters to zero). The null-hypothesis χ2 value is defined as χ2
null.

The difference between these two variables is defined as ∆χ2 “ χ2
bestfit ´ χ2

null;

the distribution of this test-statistic is shown in figure 8.2. Under Gaussian

approximations one would expect this to follow a χ2 distribution due to Wilks’

theorem [183].

Figure 8.2 shows the distribution of ∆χ2 for 133 fake experiments (this study

was CPU intensive). A global scan method is chosen and 90% confidence intervals

were constructed using equation 8.11, with the values of χ2
α from table 8.1 for a

two-degree-of-freedom parameter space (i.e. ∆χ2 “ 4.61). One can see that only
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Figure 8.2: The ∆χ2 distribution for 133 fake experiments. The blue line indicates
the value of χ2

2 for constructing a 90% confidence limit on a two dimensional plane
using the Global scan method. 67% of fake experiments have a ∆χ2 to the left
of the blue line, 33% have a ∆χ2 to the right of the blue line.
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67% of experiments have a 90% C.L interval that includes the null hypothesis

(the true hypothesis in this study). This implies that the Global scan approach

for this analysis “under covers” the parameter space, implying that using the

prescribed method of likelihood ratio confidence limit construction would yield

incorrect confidence intervals for estimating the statistical error. This strongly

suggests that a different method has to be used for creating confidence intervals.

8.5 The Feldman-Cousins Procedure

The proposed technique is one of brute force. At each point in the parameter

space T, a large number of fake experiments are produced. The fake data are

generated with a signal at each point (i.e. values of ∆m2
41 and sin2 θ24) and are

fluctuated using the covariance matrix used in the fit; both statistical and sys-

tematic fluctuations are applied to the data. For more details on this procedure

see section 8.6.

Each point in the parameter space will have N experiments. For each of the

fake experiments, a test statistic, R, is defined as

R “
P px|T, ξbest

q

P px|Tbest, ξbest
q
, (8.12)

where x is the simulated fake dataset for point T with nuisance parameters ξ.

The highest probability for P px|T, ξbest
q is given by Tbest and ξbest, where the

superscript “best” implies the parameters have been allowed to vary within the

fit to provide the highest probability for the simulated fake dataset x.

Assuming the probability distribution is Gaussian, χ2 “ ´2 lnpP q. The test
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statistic R is equivalent to using the difference in χ2 between T and Tbest:

R1 ” ∆χ2
“ χ2

pT, ξbest
q ´ χ2

pTbest, ξbest
q

“ χ2
profile ´ χ

2
best. (8.13)

At each point in the parameter space T one can obtain a distribution ofR1 over the

N fake experiments generated at T. From this distribution one can determine the

value ∆χ2
c such that α of the simulated experiments have ∆χ2 ă ∆χ2

c . One might

naively expect that ∆χ2
c “ 4.61 for the 90% C.L. values for a χ2 distribution with

two degrees of freedom but this often not be the case. One can then perform the

standard procedure of constructing a contour from the data by including points

that satisfy ∆χ2
data ă ∆χ2

c .

8.5.1 Applying the Feldman-Cousins procedure to the Ster-

ile Neutrino Analysis

The MINOS analysis fits the CC and NC F/N ratios as functions of reconstructed

energy. The analysis considers the parameter space T “ t∆m2
41, sin

2 θ24u resulting

in a likelihood surface with two degrees of freedom. The analysis has several

nuisance parameters defined as ξ “ t∆m2
32, sin

2 θ23, sin
2 θ34u; their values are

profiled during the fit. No systematic uncertainties are fit directly, instead they

are incorporated into a covariance matrix. The fit procedure is identical to the

analysis presented in chapter 7.

At each point on the plane T “ t∆m2
41, sin

2 θ24u, N “ 4000 fake experiments

were produced for both the CC and NC F/N ratios. Each fake experiment was

produced with sterile parameters ∆m2
41 and θ24 at the point T with the nuisance

parameters θ23 and θ34 chosen as the best fits to data at the point T. MINOS

has limited sensitivity to the octant of θ23, meaning it is not necessary to create

an equal proportion of fake experiments for both octants of θ23.
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At every point T an equal number of fake data sets is computed for both the

normal and inverted mass ordering of ∆m2
32. The absolute value of ∆m2

32 is taken

as the best fit to the real dataset used in the fit in chapter 7 and then the sign is

reversed for half of the experiments. The MINOS analysis profiles over both the

normal and inverted mass hierarchies of ∆m2
32 within the fit.

Varying the nuisance parameter values for the fake data experiments is tech-

nically a more accurate representation of generating fake data. However, this

requires the user to provide priors for these variables. By keeping the values fixed

one can avoid having to justify priors, which is of particular of concern for the

value of θ34. A study was performed at an arbitrary point T, where the nuisance

parameters ∆m2
32 and θ23 (belonging to ξ) were represented by Gaussian priors

with mean values

∆m
2

32 “ 2.41ˆ 10´3 eV2 (normal ordering),

θ23 “ 0.695 (lower octant).

These values were taken from [79]. The widths of the Gaussian priors were

intentionally large, in both cases 2σ of the errors calculated in [79]. For the same

point T this procedure was also performed with fake data generated at fixed

values of ∆m2
32 and θ23 using the mean values quoted above. The outcome of the

test statistic R1 was not significantly different whether the values of the nuisance

parameters were fixed or allowed to vary. The MINOS sterile neutrino analysis is

least sensitive to the nuisance parameter θ34, therefore if the nuisance parameters

∆m2
32 and θ23 can be kept fixed one can justify keeping θ34 fixed. The rest of

this chapter will address the creation of the Feldman-Cousins confidence intervals

where all N experiments at a point T use fixed values of ξ for the creation of

fake data, with values obtained from the best fit to the MINOS data.

The test statistic R1 is evaluated at each computed point T, according to
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equation 8.13. An example of two R1 distributions are presented in figures 8.3

and 8.4 for determining the ∆χ2
c value for a 90% C.L. for two degrees of freedom,

along with the best fit distributions of the nuisance parameters ξbest.

Figure 8.3 is calculated using the true values ∆m2
41 “ 4 eV2, θ24 “ 0.32,

θ23 “ 0.78, θ34 “ 0.4 and |∆m2
32| “ 0.00232 eV2, which are values obtained

from the fit to the real MINOS data at this point T. For this example, ∆χ2
c “

4.63, which is close to the value one would assume if using a Global scan in a

region where Gaussian statistics holds true (4.61). The ∆χ2 looks like a typical

χ2 distribution for two degrees of freedom and the best fit parameters have a

Gaussian distribution around the true values, except θ23 and ∆m2
32 due to the

ambiguities of the mass ordering and octant of θ23.

Figure 8.4 is calculated using the true values ∆m2
41 “ 0.03 eV2, θ24 “ 0.18,

θ23 “ 0.78, θ34 “ 0.4 and |∆m2
32| “ 0.00232 eV2, which are values obtained from

the fit to the real MINOS data at this point T. For this example, ∆χ2
c “ 6.32,

which is significantly different from the assumption of Gaussian statistics. The

∆χ2 follows a χ2 distribution of more than two degrees of freedom and the best

fit distribution for ∆m2
41 in particular is not a Gaussian distribution. This is

an example of the Feldman-Cousins unified approach adjusting the confidence

interval compared to the traditional method of using a Global scan. To ensure

exact coverage the value of ∆χ2
c has been significantly increased. The main driver

of this is the sinusoidal nature of the neutrino oscillations probabilities, such that

multiple values of ∆m2
41 give a good fit to the statistical fluctuations in the data

due to such a large range of values being probed.

Ideally the test statistic R1 would be computed at each point in the parameter

space T. Due to CPU constraints and time this brute force method could not

realistically achieve this. However, it is only necessary to know R1 at points in

the parameter space T where the confidence intervals are likely to fall. Although

the Global scan method does not provide good coverage for this analysis is can
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Figure 8.3: The ∆χ2 distribution at a point T for N “ 4000 fake experiments
using the underlying true values of ∆m2

41 “ 4 eV2, θ24 “ 0.32, θ23 “ 0.78, θ34 “ 0.4
and |∆m2

32| “ 0.00232 eV2. The best fit distributions of the nuisance parameters
ξbest are also shown.
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Figure 8.4: The ∆χ2 distribution at a point T for N “ 4000 fake experiments
using the underlying true values of ∆m2

41 “ 0.03 eV2, θ24 “ 0.18, θ23 “ 0.78,
θ34 “ 0.4 and |∆m2

32| “ 0.00232 eV2. The best fit distributions of the nuisance
parameters ξbest are also shown.
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be used to find the approximate regions of the required confidence interval. This

is then refined using the Feldman-Cousins procedure until the final confidence

limits have been located. Figure 8.5 shows the R1 test statistic calculated in

the regions of
 

∆m2
41, sin

2 θ24

(

parameter space necessary for calculating the 90%

C.L. contour. The blue regions shown in figure 8.5 have a ∆χ2
c value similar to

that for Gaussian statistics. All other regions require the ∆χ2
c to be modified.
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Figure 8.5: Feldman-Cousins correction surface used to construct a 90% C.L.
contour.

Figure 8.6 shows a comparison between the 90% confidence intervals obtained

through using a Global scan and the Feldman-Cousins unified approach for both

the data and sensitivity. It can be seen that the Gaussian assumption would

result in limits that are too strong.
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Figure 8.6: Comparison of the 90% C.L. exclusion contour from simulation (top)
and data (bottom) before (red) and after (black) the application of the Feldman-
Cousins unified approach.

8.6 Statistical and Systematic Fluctuations in

Fake Data

The MINOS analysis uses a covariance matrix V when fitting the MC and data

Far over Near (F/N) ratios. This matrix contains the bin-to-bin correlations

in reconstructed neutrino energy due to the 26 systematics and the statistical

uncertainties.
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(a) Charged Current F/N Ratio

(b) Neutral Current F/N Ratio

Figure 8.7: Figure (a) shows a a statistically and systematically fluctuated CC
F/N ratio (red) for reconstructed neutrino energy. Figure (b) shows a statistically
and systematically fluctuated NC F/N ratio (red) using equation 8.15. The blue
lines are high statistics MC F/N ratios produced with standard three flavour
parameters along with ∆m2

41 “ 2.5 eV2, θ24 “ 0.2 radians and θ34 “ θ14 “ 0.

The information from this matrix was used to create statistically and systemati-

cally fluctuated fake data as shown in figure 8.7. A high-statistics F/N MC ratio

is produced (RMC). The covariance matrix is Hermitian and positive-definite,

which allows us to decompose it into a product of an upper triangular matrix L

and its transpose as seen in equation 8.14. Think of this as finding the square

root of a matrix.
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V “ LTL. (8.14)

For every bin, i, in RMC a number is randomly selected from a normal dis-

tribution with µ “ 0 and σ “ 1 known as y “ tyiu. The triangular matrix L is

used to transform the random variables y into a set of correlated numbers. The

set of fluctuated variables can be expressed as

Rfluc
“ Ly `RMC. (8.15)

Therefore a set of fluctuated fake data can be created by using the correlations

between energy bins from the combined systematic and statistical covariance

matrix. This process can be performed N times, to produce the fake data used

in the construction of the confidence intervals for the Feldman-Cousins unified

approach.
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Chapter 9

Near Detector Data Quality

Monitoring

This chapter will discuss the data quality monitoring performed at the Near De-

tector for the 10.56 ˆ 1020 POT dataset used in this thesis as well as the data

quality checks performed during the first two periods of data taking with MI-

NOS+. An intensity effect becomes apparent and any impact on the MINOS

sterile neutrino analysis is quantified, in order to justify if action needs to be

taken.

9.1 Data Quality Monitoring at the ND

It is important to ensure the data being collected is of the highest quality possi-

ble in order to reduce any bias and improve energy resolution to ensure a correct

understanding of the observed data. The ND, with its proximity to the NuMI

target, receives ample statistics for daily data quality checks to ensure the NuMI

facility is producing a consistent neutrino beam and that the ND is fully opera-

tional. The NuMI beam has its own monitoring devices that monitor the POT

delivered per spill, twenty-four capacitative beam position monitors (BPMs) that

monitor the batch intensity per spill, and muon stations (ionisation chambers)
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Figure 9.1: The reconstructed neutrino energy spectrum for charged-current
events at the ND for runs 1, 2, 3, 5, 6 and 10. The histograms are normalised
according to their respective POT exposures over time.

that allow measurements of the stability of the neutrino beam.

9.1.1 Data Quality for the MINOS Era

Figures 9.1 and 9.2 show the stability of the CC and NC energy spectra for the

entire 10.56 ˆ 1020 POT dataset used in the sterile neutrino analysis. The data

is split up into arbitrary time periods to show how the energy spectrum changes

over time.

One can observe a clear distortion in the peak of the energy spectra for both

CC and NC events which occurred across Run Periods 2 and 3. This has been

discovered to be due to decay of the NuMI target; the high intensity proton beam

over time has caused the target to break up and become less dense. This effect

can be modelled in Monte Carlo (MC) and is shown to agree with a deficit in

the peak of the energy spectrum [85]. The target was replaced for the later runs

and the event rate jumps back to a higher value, however not as high as in the

original Run 1 due to the inclusion of helium in the decay pipe for health and

safety concerns of having a vacuum in such a large space. The effect of helium
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Figure 9.2: The reconstructed neutrino energy spectrum for neutral current events
at the ND for runs 1, 2, 3, 5, 6 and 10. The histograms are normalised according
to their respective POT exposures over time.

in the decay pipe will reduce the neutrino flux in the peak due to additional

collisions of mesons with the helium.

The energy spectra from both the CC and NC samples in figures 9.1 and 9.2

are integrated across two energy windows, 0–6 GeV and 6–200 GeV to produce

figures 9.3 and 9.4. This allows the event rate per day to be calculated for each

energy window as is shown for both the CC and NC samples in figures 9.3 and 9.4.

These data quality plots are useful for observing any migration of events from low

energies (the peak) to higher energies (past the falling edge of the peak in the CC

energy spectrum specifically). A problem with calibration or event reconstruction

would shift the energy spectrum during a particular time period and the event

rates in the two energy windows would vary; this is a particularly useful tool for

observing any day-to-day problems with the quality of the ND data, such as hot

channels.

The effect of target decay can also be observed in figures 9.3 and 9.4 showing

a gradual reduction in the low-energy event rate over time and a much smaller

rise in the high energy window. On a smaller scale, looking at variations in
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Figure 9.3: Observed rate of CC-like events per POT in the Near Detector binned
as a function of time for Run Periods 1, 2, 3, 5, 6 and 10. The top panel shows
the event rate for reconstructed energies below 6 GeV; the bottom panel shows
the event rate for energies above 6 GeV. The grey is a straight-line fit to the data.

event rate across the individual runs it is observed that the data is stable. It is

worth pointing out to the reader than any effects of target decay do not affect

the analysis presented in this thesis due to the use of the F/N ratio in the fit:

the effect of target decay would affect both detectors identically, and is cancelled

out in the F/N ratio.

9.1.2 Data Quality for the MINOS+ Era

MINOS+ began taking data in September 2012 after the upgrade to the NuMI

facility to produce a neutrino beam in the medium-energy configuration. The

data quality monitoring plots must be altered by shifting the energy windows for

the event rate vs time graphs to 0–8 GeV and 8–200 GeV due to the shift in the

beam peak. This thesis will show the data stability for the MINOS+ experiment

for the first two years of running denoted as Runs 11 and 12. Figure 9.5 shows
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Figure 9.4: Observed rate of NC-like events per POT in the Near Detector binned
as a function of time for Run Periods 1, 2, 3, 5, 6 and 10. The top panel shows
the event rate for reconstructed energies below 6 GeV; the bottom panel shows
the event rate for energies above 6 GeV. The grey is a straight-line fit to the data.

the CC energy stability plot for the MINOS+ ND during Run Period 11. The

corresponding event rate vs time metric is displayed in figure 9.6. The data

quality for MINOS+ Run Period 11 shows a stable period of data with no signs

of target decay or problems with calibration or reconstruction.

Figures 9.7 and 9.8 show the data quality monitoring plots for Run Period 12.

During Run Period 12 in the month of March 2015 slip stacking was in operation

at the NuMI facility (see chapter 3). This correlated with a decrease in the event

rate per POT, particularly in the peak of the CC energy spectrum (similar effects

for the NC spectrum were seen but are not shown here). Figure 9.8 is overlaid

with the average intensity of the NuMI beam for each day; a correlation can be

seen between intensity and event rate per POT. This is indicative of pile-up at

the ND due to a saturation in events resulting in the reconstruction software

failing to reconstruct all potential events. Some low-energy events are possibly
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Figure 9.5: The reconstructed neutrino energy spectrum for charged current
events at the ND for Run 11 (MINOS+). The histograms are normalised ac-
cording to their respective POT exposure over time.
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Figure 9.6: Observed rate of CC-like events per POT in the Near Detector binned
as a function of time for Run 11. The top panel shows the event rate for recon-
structed energies below 8 GeV; the bottom panel shows the event rate for energies
above 8 GeV.
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Figure 9.7: The reconstructed neutrino energy spectrum for charged current
events at the ND for Run 12 (MINOS+). The histograms are normalised ac-
cording to their respective POT exposure over time.

being merged with high-energy events, giving rise to the slight increase in the

high-energy window.

Unlike target decay the effect of pile up due to a higher intensity NuMI beam

affects only the ND which will bring about a bias in the F/N ratio for future sterile

neutrino analyses at MINOS+. This effort of addressing pile-up at the ND for

MINOS+ is ongoing. A study to assess any intensity effects for the MINOS-era

data is presented in the next section.
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Figure 9.8: Observed rate of CC-like events per POT in the Near Detector binned
as a function of time for Run 12. The top panel shows the event rate for recon-
structed energies below 8 GeV; the bottom panel shows the event rate for energies
above 8 GeV. The purple points overlaid are the average intensity (defined as the
number of protons per pulse) of the NuMI beam for each day.
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9.2 Does MINOS need an Intensity Correction?

There have been previous attempts to quantify how sensitive the reconstruction

software is to the intensity at the ND [138]; these studies have shown that no

significant effect can be observed that correlates the intensity to the number of

reconstructed events in a spill that is not already modelled by MC.

Recent data quality plots for MINOS+ have highlighted that there is an in-

tensity effect and it is believed to originate from the batch structure within a

beam spill. The MC at MINOS did not take into account the batch structure

of an individual spill shown earlier in figure 3.9; instead an average is taken to

be constant throughout the spill. That is not to say that a Run will not have

different average spill intensities; this will be discussed later.

The shapes of the ND energy spectra depend on the instantaneous proton

intensity. Although this effect is well-modelled it could potentially pose a problem

for the sterile analysis since the MC was not matched on a batch-by-batch level

(a potential problem due to slip-stacked batches). For example a spill with an

intensity of 36ˆ 1012 ppp (protons-per-pulse) with six batches of equal intensity

would give each batch an intensity of 6ˆ 1012 ppb (protons-per-batch). However

slip-stacking may result in some batches having double the intensity of others as

shown in figures 9.9 – 9.14. To deal with this, a set of corrective weights need to

be calculated that would be applied to the MC such that it corresponds to the

instantaneous intensity of the data more accurately.

Figures 9.9 – 9.14 show the batch structure for the 10.56ˆ 1020 POT dataset

used in the sterile neutrino analysis. The data is taken in either a five-batch mode

(the sixth batch would of been delivered to the Tevatron) or a six-batch mode.
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Figure 9.9: MINOS Run Period 1 batch structure for five-batch mode (left) and
six-batch mode (right). Each batch is labelled as either a high-intensity batch
(H) or a low-intensity batch (L).

Figure 9.10: MINOS Run Period 2 batch structure for five-batch mode (left) and
six-batch mode (right). Each batch is labelled as either a high-intensity batch
(H) or a low-intensity batch (L).

Figure 9.11: MINOS Run Period 3 batch structure for five-batch mode (left) and
six-batch mode (right). Each batch is labelled as either a high-intensity batch
(H) or a low-intensity batch (L).
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Figure 9.12: MINOS Run Period 5 batch structure for five-batch mode (left) and
six-batch mode (right). Each batch is labelled as either a high-intensity batch
(H) or a low-intensity batch (L).

Figure 9.13: MINOS Run Period 6 batch structure for five-batch mode (left) and
six-batch mode (right). Each batch is labelled as either a high-intensity batch
(H) or a low-intensity batch (L).

Figure 9.14: MINOS Run Period 10 batch structure for five-batch mode (left) and
six-batch mode (right). Each batch is labelled as either a high-intensity batch
(H) or a low-intensity batch (L).

A summary of what proportion of the data is in each Run for a high-intensity

batch (slip stacked) or a low-intensity batch (nominal) is shown in figure 9.15. It
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Figure 9.15: A summary of the composition of the MINOS data for all low-
energy neutrino running showing the division of each Run period into high- and
low-intensity batches.

is clear that much of the data is a combination of both high- and low-intensity

batches particularly in Run 10. This motivates a correction to the MC such that

the intensity models the data more accurately.

9.3 Calculating the Intensity Corrections

In order to obtain the correct spectral shape for any intensity correction to the

ND MC, several MC samples at different intensities were produced. The inten-

sities chosen were: 24, 30, 48, and 60 ˆ1012 ppp. The simulation was processed

and reconstructed identically to data. Figure 9.16 shows the ND reconstructed

neutrino energy spectra produced from MC for both CC and NC selected events.

The MC produced used the Run Period 3 conditions, however the choice was

arbitrary as the corrections will be derived and applied to the F/N ratios; any

differences between each Run Period are effectively cancelled out. Figure 9.16

shows that the MC simulates the intensity effect as the number of events situated

within the energy peak decreases as the ND experiences pile-up with increased

intensity.
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Figure 9.16: Simulated energy spectra of charged- (top) and neutral-current (bot-
tom) events (Run 3) for four different intensities: 24, 30, 48, and 60 ˆ1012 ppp.
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Figure 9.17: Ratios of simulated Near Detector energy spectra between high and
low intensities, for both charged- (top) and neutral-current (bottom) events.

The essence of this method is that the ratio of a high-intensity MC sample to

a low-intensity MC sample, R, tells us how the ND energy spectrum varies as a

function of intensity for both CC and NC samples. Figure 9.17 shows the ratio

of the three lower intensities to the highest intensity for both the CC and NC

samples. This ratio gives the energy-dependent shape of the intensity effect and

will form the basis of the corrections to MC.

In order to correctly scale the corrections in figure 9.17 for each Run Period

j, the difference is taken between the mean intensity of the nominal MC for that
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Run Period, IMC,j, shown in figure 9.18, and the mean intensity of the data,

IData,j, obtaining the mean intensity shift for that Run, Sj “ IData,j ´ IMC,j. The

difference between a high- and low-intensity pair in figure 9.17 has the fixed value

D. The correction factor, Rcorr,j, is computed by scaling the spectral ratio R for

this high- and low-intensity pair from figure 9.17 by Sj{D. This scaled ratio will

then be applied to the energy spectrum of the nominal MC that goes into the

analysis for each Run Period j.

The mean intensity of each MC Run Period is calculated from the histograms

given in figure 9.18; the histograms show for each Run Period the proportion of

spills at a given intensity.

Table 9.1 summarises the mean per-batch intensity in the data for each Run

Period, IData,j. The per-batch intensity is given in units of protons per batch

(ppb). To construct this table, a histogram of the ppb in every batch of the Run

Period j is made, as shown in Figure 9.19. These histograms each show either

two or three peaks. The mean intensities of each of these peaks, along with the

POT fraction of the data in each peak, is tabulated in table 9.2.

The mean per-batch intensity of the data, IData,j, in each Run Period must

now be compared with the intensity of the MC used for that Run Period, IMC,j.

The number used to quantify the intensity of the MC must use the same definition

as the data: it must be the instantaneous intensity, i.e. the number of protons

arriving in a given time interval. Each proton batch in the data lasts for 81 buckets

of 18.83 ns in length, giving a total batch length of 1525.23 ns. In the MC, the

protons in the spill are spread evenly over a time window of 8098 ns. Therefore,

to convert the MC intensity from ppp into ppb units that can be compared to

the data intensity numbers in Table 9.1, the MC ppp number must be multiplied

by 1525.23{8098 “ 1{5.3093.

The second and third columns of Table 9.2 compare the mean data intensity

to the mean MC intensity in each Run Period. These mean ppp numbers are
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(c) Run 3
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(d) Runs 5, 6 and 10

Figure 9.18: Proportions of intensities used in the Near Detector Monte Carlo for
all low-energy neutrino running.
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Run period, Per-batch PoT fraction Mean per-batch
j intensity intensity for run period,

/ 1012 ppb IData,j { 1012 ppb

Run I
4.1154 0.9998

4.1159
6.7571 0.0002

Run 2
4.6036 0.9518

4.7478
7.5945 0.0482

Run 3
3.6182 0.234

5.77085.6924 0.2173
6.7198 0.5487

Run 5
4.135 0.1229

7.3683
7.8214 0.8771

Run 6
3.9111 0.1244

7.00204.8755 0.0678
7.6565 0.8078

Run 10
4.3398 0.3653

6.5439
7.8125 06347

Table 9.1: In the data, each Run Period consists of proton batches that divide
into either two or three groups of similar intensity, as shown in figure 9.19. The
central two columns show the mean ppb of these groupings and the POT fraction,
within the Run Period, of data in that grouping. The right-hand column takes a
weighted average of the per-batch intensities to give the mean per-batch intensity
of the data in that Run Period, IData,j.
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scaled by 1{5.3093 to obtain the mean MC ppb numbers given in Table 9.2. The

fourth column then shows by how much the mean MC ppb must be increased to

match the data ppb. This number is the variable Sj{D referred to earlier.

To obtain the variable D, high-intensity and low-intensity MC samples are

required. The two samples used have per-spill intensities of 60 ˆ 1012 ppp and

30ˆ 1012 ppp. These correspond to 11.30ˆ 1012 ppb and 5.64ˆ 1012 ppb respec-

tively (obtained by scaling the per-spill numbers by 1{5.3093). The number D

is then the difference between these two per-batch intensities, or 5.64ˆ 1012 ppb.

Therefore for each Run Period j, the spectral ratios for CC and NC samples

corresponding to their two intensities shown in figure 9.17 (the blue lines) were

scaled by Sj{D to form the actual corrections. These corrections are shown in

figure 9.20.

The corrections in figure 9.20 would be applied to the MC for each Run Pe-

riod, however the magnitude of these corrections is small. In comparison to the

systematic error band (see chapter 6) the corrections can be considered negligible.

This is not a surprising result as the original method used to generate the MC

by taking the average spill intensity for each run for MINOS is a good approxi-

mation to the intensity profile of the data. It was therefore decided to not apply

these corrective factors to the MINOS analysis as the final result would not be

significantly affected due to the relativity large size of the systematics assessed

for the MC. However, the technique presented here will be vital in the MINOS+

era where the pile-up effects are much bigger.

9.4 Proof of Linearity

This method of calculating the correction factors relies on the assumption that

the intensity change is approximately linear over the range of intensities in which

we are working (4.12 ˆ 1012 ppb – 11.30 ˆ 1012 ppb). It is this assumption of
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Figure 9.20: The total intensity corrections (in per cent) to be applied to the ND
MC for charged- (top) and neutral-current (bottom) samples for all low-energy
neutrino running.
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linearity that allows us to take a single MC ratio and scale it to correct for any

intensity change.

To assess this assumption of linearity, figure 9.17 shows the ratios of the high-

intensity MC sample to of a number of MC samples of different intensities. It

can be seen that the shape of all the ratios is similar, and the relative scale

factor of each ratio is broadly in line with the intensity. To assess the linearity

of this scale factor more quantitatively, in each bin of energy for both the NC

and CC ratios from figure 9.17 a linear fit of the ratio as a function of intensity

is performed. An example is shown in figure 9.21 for the 3 GeV energy bin in

the CC energy spectrum. The statistical error bands are derived from the MC

samples and the nominal MC (Run 3 was used for these corrections, although this

choice was arbitrary) is overlaid for comparison. A linear relationship is apparent

for the MC ratios, however the data must also show a linear relationship against

intensity. Figures 9.22 and 9.23 show the linear fit (MC points involved in the

fit are removed for clarity) overlaid with the data from Run Period 3 across the

energy bins 2, 4, 6, 10, 16 and 20 GeV. A good linear relationship is observed for

both data and MC, thus justifying the assumption of linearity in the correction

calculated above.
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Figure 9.21: Linear fits to the Monte Carlo event rate as a function of intensity
for Run Period 3 in the 3 GeV energy bin. Note that the statistical error band is
derived from the error on the black points.

221



 ppp)
12

 S
pill Intensity (x10

20
30

40
50

60

 Ratio Value at Energy E

0.8

0.9 1

1.1

1.2

1.3
 

E
 =

 2.0 G
eV

N
o

m
in

al M
C

 (R
u

n
3)

D
ata (R

u
n

6)
 erro

r
σ

1 
 erro

r
σ

2 

S
im

ulated M
IN

O
S

 LE
 C

C
 E

vents

R
un6

 

 ppp)
12

 S
pill Intensity (x10

20
30

40
50

60

 Ratio Value at Energy E

0.8

0.9 1

1.1

1.2

1.3
 

E
 =

 4.0 G
eV

N
o

m
in

al M
C

 (R
u

n
3)

D
ata (R

u
n

6)
 erro

r
σ

1 
 erro

r
σ

2 

S
im

ulated M
IN

O
S

 LE
 C

C
 E

vents

R
un6

 

 ppp)
12

 S
pill Intensity (x10

20
30

40
50

60

 Ratio Value at Energy E

0.8

0.9 1

1.1

1.2

1.3
 

E
 =

 6.0 G
eV

N
o

m
in

al M
C

 (R
u

n
3)

D
ata (R

u
n

6)
 erro

r
σ

1 
 erro

r
σ

2 

S
im

ulated M
IN

O
S

 LE
 C

C
 E

vents

R
un6

 

 ppp)
12

 S
pill Intensity (x10

20
30

40
50

60

 Ratio Value at Energy E

0.8

0.9 1

1.1

1.2

1.3
 

E
 =

 10.0 G
eV

N
o

m
in

al M
C

 (R
u

n
3)

D
ata (R

u
n

6)
 erro

r
σ

1 
 erro

r
σ

2 

S
im

ulated M
IN

O
S

 LE
 C

C
 E

vents

R
un6

 

 ppp)
12

 S
pill Intensity (x10

20
30

40
50

60

 Ratio Value at Energy E

0.8

0.9 1

1.1

1.2

1.3
 

E
 =

 16.0 G
eV

N
o

m
in

al M
C

 (R
u

n
3)

D
ata (R

u
n

6)
 erro

r
σ

1 
 erro

r
σ

2 

S
im

ulated M
IN

O
S

 LE
 C

C
 E

vents

R
un6

 

 ppp)
12

 S
pill Intensity (x10

20
30

40
50

60

 Ratio Value at Energy E

0.8

0.9 1

1.1

1.2

1.3
 

E
 =

 20.0 G
eV

N
o

m
in

al M
C

 (R
u

n
3)

D
ata (R

u
n

6)
 erro

r
σ

1 
 erro

r
σ

2 

S
im

ulated M
IN

O
S

 LE
 C

C
 E

vents

R
un6

 

F
igu

re
9.22:

C
om

p
arison

of
th

e
lin

earity
of

th
e

ch
arged

-cu
rren

t
even

t
rate

b
etw

een
d
ata

an
d

M
on

te
C

arlo
as

a
fu

n
ction

of
in

ten
sity

for
a

n
u
m

b
er

of
d
iff

eren
t

en
ergy

b
in

s.

222



 p
pp

)
12

 S
pi

ll 
In

te
ns

ity
 (

x1
0

20
30

40
50

60

 Ratio Value at Energy E

0.
8

0.
91

1.
1

1.
2

1.
3

 

E
 =

 2
.0

 G
eV

N
o

m
in

al
 M

C
 (

R
u

n
3)

D
at

a 
(R

u
n

6)
 e

rr
o

r
σ

1 
 e

rr
o

r
σ

2 

S
im

ul
at

ed
 M

IN
O

S
 L

E
 N

C
 E

ve
nt

s

R
un

6

 

 p
pp

)
12

 S
pi

ll 
In

te
ns

ity
 (

x1
0

20
30

40
50

60

 Ratio Value at Energy E

0.
8

0.
91

1.
1

1.
2

1.
3

 

E
 =

 4
.0

 G
eV

N
o

m
in

al
 M

C
 (

R
u

n
3)

D
at

a 
(R

u
n

6)
 e

rr
o

r
σ

1 
 e

rr
o

r
σ

2 

S
im

ul
at

ed
 M

IN
O

S
 L

E
 N

C
 E

ve
nt

s

R
un

6

 

 p
pp

)
12

 S
pi

ll 
In

te
ns

ity
 (

x1
0

20
30

40
50

60

 Ratio Value at Energy E

0.
8

0.
91

1.
1

1.
2

1.
3

 

E
 =

 6
.0

 G
eV

N
o

m
in

al
 M

C
 (

R
u

n
3)

D
at

a 
(R

u
n

6)
 e

rr
o

r
σ

1 
 e

rr
o

r
σ

2 

S
im

ul
at

ed
 M

IN
O

S
 L

E
 N

C
 E

ve
nt

s

R
un

6

 

 p
pp

)
12

 S
pi

ll 
In

te
ns

ity
 (

x1
0

20
30

40
50

60

 Ratio Value at Energy E

0.
8

0.
91

1.
1

1.
2

1.
3

 

E
 =

 1
0.

0 
G

eV

N
o

m
in

al
 M

C
 (

R
u

n
3)

D
at

a 
(R

u
n

6)
 e

rr
o

r
σ

1 
 e

rr
o

r
σ

2 

S
im

ul
at

ed
 M

IN
O

S
 L

E
 N

C
 E

ve
nt

s

R
un

6

 

 p
pp

)
12

 S
pi

ll 
In

te
ns

ity
 (

x1
0

20
30

40
50

60

 Ratio Value at Energy E

0.
8

0.
91

1.
1

1.
2

1.
3

 

E
 =

 1
6.

0 
G

eV

N
o

m
in

al
 M

C
 (

R
u

n
3)

D
at

a 
(R

u
n

6)
 e

rr
o

r
σ

1 
 e

rr
o

r
σ

2 

S
im

ul
at

ed
 M

IN
O

S
 L

E
 N

C
 E

ve
nt

s

R
un

6

 

 p
pp

)
12

 S
pi

ll 
In

te
ns

ity
 (

x1
0

20
30

40
50

60

 Ratio Value at Energy E

0.
8

0.
91

1.
1

1.
2

1.
3

 

E
 =

 2
0.

0 
G

eV

N
o

m
in

al
 M

C
 (

R
u

n
3)

D
at

a 
(R

u
n

6)
 e

rr
o

r
σ

1 
 e

rr
o

r
σ

2 

S
im

ul
at

ed
 M

IN
O

S
 L

E
 N

C
 E

ve
nt

s

R
un

6

 

F
ig

u
re

9.
23

:
C

om
p
ar

is
on

of
th

e
li
n
ea

ri
ty

of
th

e
n
eu

tr
al

-c
u
rr

en
t

ev
en

t
ra

te
b

et
w

ee
n

d
at

a
an

d
M

on
te

C
ar

lo
as

a
fu

n
ct

io
n

of
in

te
n
si

ty
fo

r
a

n
u
m

b
er

of
d
iff

er
en

t
en

er
gy

b
in

s.

223



Chapter 10

Conclusions and Future Outlook

10.1 Summary

This thesis has used the MINOS data taken from 2005–2012 in the low-energy, νµ-

dominated beam configuration. Using both neutrino events and the anti-neutrino

background and assuming CPT conservation throughout, a sterile neutrino anal-

ysis has been performed looking for both the disappearance of charged current

and neutral current events.

Using the standard MINOS extrapolation technique to produce a predicted

FD energy spectrum, a model-independent approach was investigated by quanti-

fying the amount of NC disappearance. Any deviations from the standard three-

flavour model in the NC energy spectrum would be indicative of sterile neutrinos

regardless of the model chosen (e.g. 3+1). No obvious deviations can be seen in

the data and the defined metric R shows complete agreement within statistical

and systematic errors with the null hypothesis.

This thesis then went on to look at the 3+1 sterile neutrino model across

a wide range of the parameter space
 

∆m2
41, sin

2 pθ24q
(

. This analysis explores

parameter space in which oscillations can occur in both the Near and Far Detec-

tors. Therefore a novel technique was developed by which both charged current
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and neutral current events are fit using the Far-over-Near energy spectra ratios

directly. This technique allows ND oscillations to be incorporated. This thesis

also reassess the associated systematic uncertainties and incorporates them into

a covariance matrix to be used within the analysis.

The Far-over-Near fit saw no significant deviations from the three-flavour

model and allowed this thesis to present strong constraints on the existence of

sterile neutrinos spanning many orders of magnitude in ∆m2
41. The confidence

limits computed were produced using the Feldman-Cousins unified approach and

the non-Gaussianity of this analysis is discussed at length resulting in a large

modification of the standard confidence limits one would obtain using Gaussian

statistics.

10.2 Future Outlook

The MINOS+ experiment [80] began taking data in September 2013 and contin-

ued until the end of the summer 2016. MINOS+ was a continuation of the MINOS

detectors but received a higher energy neutrino beam (the medium energy con-

figuration). The neutrino beam in the MINOS+ era produced a neutrino energy

spectrum with a peak at „6 GeV; combining this with the increased statistics

will allow MINOS+ to improve on the sterile neutrino analysis presented in this

thesis. Figure 10.1 shows the sensitivity of the MINOS+ data when combined

with the MINOS data set used in this thesis.

Both MINOS and MINOS+ can distinguish between νµ and νµ events due to

the direction of the curved track from the muon in the final state and a dedicated

sample with νµ-enhanced beam beam is available for analysis. From this a sample

of neutrinos or anti-neutrinos can be isolated. Future analyses can be performed,

looking at only an anti-neutrino sample. Figure 10.2 shows the sensitivity of

a 3+1 sterile anti-neutrino analysis using an anti-neutrino sample from MINOS

225



)24θ(2sin

-310 -210 -110 1

2
 / 

eV
412

m∆

-410

-310

-210

-110

1

10

210

 runningµνMC sensitivity with all systematics, 

 POT MINOS2010×10.56
 POT MINOS+2010×MINOS & 5.80

MINOS+ Preliminary

Figure 10.1: 90% C.L. sensitivity of the νµ-disappearance sterile neutrino search,
comparing MINOS data to the combination of MINOS and MINOS+ data. The
Feldman-Cousins unified approach has not been used to obtain these confidence
intervals.

alone and from MINOS combined with possible MINOS+ νµ-enhanced running.

10.3 Conclusion

The new results presented in this thesis have contributed significantly to our un-

derstanding of sterile neutrinos. By looking at both charged-current and neutral-

current events in the MINOS data sample no significant indication of sterile neu-

trinos has been found. A confidence limit has been placed in the parameter space
 

∆m2
41, sin

2 θ24

(

. By combining electron anti-neutrino disappearance search from

Bugey-3 a confidence limit is placed on
 

∆m2
41, sin

2 2θµe
(

, the parameter favoured

by LSND and MiniBooNE. The results presented add to the tension between the

anomalous results found in the neutrino appearance searches and the null results

found by disappearance experiments.
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sensitivities are compared to previous νµ-disappearance measurements from their
experiments [184, 185].
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Appendix A

Neutrinos Oscillations in a 3+1

Model

A.1 PMNS Matrix for a 3+1 Model

Mixing between neutrino mass states and flavour states is represented by a 4ˆ 4

rotation matrix, U :

U “

¨

˚

˚

˚

˚

˚

˚

˚

˝

Ue1 Ue2 Ue3 Ue4

Uµ1 Uµ2 Uµ3 Uµ4

Uτ1 Uτ2 Uτ3 Uτ4

Us1 Us2 Us3 Us4

˛

‹

‹

‹

‹

‹

‹

‹

‚

. (A.1)

The PMNS matrix is a unitary matrix such that

4
ÿ

k“1

UakU
˚
bk “ δab. (A.2)
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The matrix elements can be expressed as a function of the mixing angles and

phases and are listed below using the notation cij “ cos θij and sij “ sin θij:

Ue1 “ c12c13c14, Ue2 “ c13c14s12, Ue3 “ c14s13e
´iδ13 , Ue4 “ s14e

´iδ14 ,

Uµ1 “ c12

`

´c24s13s23e
´iδ13 ´ c13s14s24e

´ipδ24´δ14q
˘

´ c23c24s12,

Uµ2 “ c12c23c24 ` s12

`

´eiδ13c24s13s23 ´ e
´ipδ24´δ14qc13s14s24

˘

,

Uµ3 “ c13c24s23 ´ s13s14s24e
´ipδ13´δ14`δ24q,

Uµ4 “ c14s24e
´iδ24 ,

Uτ1 “ ´s12p´c34s23 ´ e
iδ24c23s24s34q

` c12p´e
iδ14c13c24s14s34 ´ s13e

iδ13pc23c34 ´ e
iδ24s23s24s34qq,

Uτ2 “ ´c12p´c34s23 ´ e
iδ24c23s24s34q

` s12p´e
iδ14c13c24s14s34 ´ s13e

iδ13pc23c34 ´ e
iδ24s23s24s34qq,

Uτ3 “ e´ipδ13´δ14qc24s13s14s34 ` c13pc23c34 ´ e
iδ24s23s24s34q,

Uτ4 “ c14c24s34,

Us1 “ ´s12p´e
iδ24c23c34s24 ` s23s34q

` c12p´e
iδ24c13c24c34s14 ´ e

iδ13s13p´e
iδ24c34s23s24 ´ c23s34qq,

Us2 “ c12p´e
iδ24c23c34s24 ` s23s34q

` s12p´e
iδ24c13c24c34s14 ´ e

iδ13s13p´e
iδ24c34s23s24 ´ c23s34qq,

Us3 “ ´e
´ipδ13´δ14qc24c34s13s14 ` c13p´e

iδ24c34s23s24 ´ c23s34q,

Us4 “ c14c24c34.
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A.2 Neutrino Oscillation Probabilities

The general expression for a neutrino of initial flavour α oscillating within a

vacuum into final flavour β as derived in chapter 2 is

P pνα Ñ νβq “ Pαβ “ δαβ

` 2
ÿ

ipąjq

ÿ

j

Im

„

U˚βjUβiU
˚
αiUαj sin

ˆ

∆m2
ijL

2E

˙

´ 4
ÿ

ipąjq

ÿ

j

Re

„

U˚βjUβiU
˚
αiUαj sin2

ˆ

∆m2
ijL

4E

˙

. (A.3)

Throughout this thesis in order to explain the sterile neutrino 3+1 model sev-

eral approximations are taken when presenting the mathematical expressions for

the probability of neutrino oscillations. The actual analysis results use an exact

form for the probabilities. These, however are long and non-trivial. For com-

pleteness they are presented in this appendix along with a simplified form using

the approximation that the solar neutrino oscillation terms can be neglected.

A.2.1 Muon neutrino survival: P pνµ Ñ νµq

For convenience one can redefine
∆m2

ijL

4E
“ ∆ij. The first term (the Kronecker

delta) becomes δµµ “ 1. The second term equates to zero as there is no imaginary

component:
ř

ipąjq

ř

j

Im
“

U˚µjUµiU
˚
µiUµj

‰

“ 0. The muon survival probability in the

3+1 model can now be expressed as

Pµµ “ 1´ 4
ÿ

ipąjq

ÿ

j

|Uµj|
2
|Uµi|

2 sin2 ∆ij, (A.4)
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where the summation can be expanded:

ÿ

ipąjq

ÿ

j

|Uµj|
2
|Uµi|

2 sin2 ∆ij “
ÿ

ią1

|Uµ1|
2
|Uµi|

2 sin2 ∆i1 `

ÿ

ią2

|Uµ2|
2
|Uµi|

2 sin2 ∆i2 `

ÿ

ią3

|Uµ3|
2
|Uµi|

2 sin2 ∆i3. (A.5)

With all terms expanded the probability Pµµ is expressed, showing the dependence

of all the mass-splitting terms as

Pµµ “ 1´ 4
!

|Uµ1|
2
|Uµ2|

2 sin2 ∆21 ` |Uµ1|
2
|Uµ3|

2 sin2 ∆31 `

|Uµ1|
2
|Uµ4|

2 sin2 ∆41 ` |Uµ2|
2
|Uµ3|

2 sin2 ∆32 `

|Uµ2|
2
|Uµ4|

2 sin2 ∆42 ` |Uµ3|
2
|Uµ4|

2 sin2 ∆43

)

.

From here the approximation can be made that all solar terms are neglected due

to the L{E probed by the MINOS detectors, such that ∆41 – ∆42 and ∆32 – ∆31.

This simplifies the expression of Pµµ to

Pµµ « 1´ 4
`

1´ |Uµ3|
2
´ |Uµ4|

2
˘

|Uµ3|
2 sin2 ∆31

´ 4
`

1´ |Uµ3|
2
´ |Uµ4|

2
˘

|Uµ4|
2 sin2 ∆41

´ 4 |Uµ3|
2
|Uµ4|

2 sin2 ∆43,

where the unitarity constraint
4
ř

k“1

|Uµk|
2 “ 1 has been used such that the muon

neutrino survival probability can be expressed in terms of |Uµ3|
2 and |Uµ4|

2.
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A.2.2 Sterile neutrino appearance: P pνµ Ñ νsq

The following is the expression for sterile neutrino appearance where δµs “ 0:

Pµs “ ` 2
ÿ

ipąjq

ÿ

j

Im
“

U˚sjUsiU
˚
µiUµj

‰

sin 2∆ij

´ 4
ÿ

ipąjq

ÿ

j

Re
“

U˚sjUsiU
˚
µiUµj

‰

sin2 ∆ij. (A.6)

A.2.2.1 The Im term

First we consider the first term in equation A.10:

2
ÿ

ipąjq

ÿ

j

Im
“

U˚sjUsiU
˚
µiUµj

‰

sin 2∆ij,

which can be expanded and expressed as

2
”

Im
“

U˚s1Us2U
˚
µ2Uµ1

‰

sin 2∆21 ` Im
“

U˚s1Us3U
˚
µ3Uµ1

‰

sin 2∆31 `

Im
“

U˚s1Us4U
˚
µ4Uµ1

‰

sin 2∆41 ` Im
“

U˚s2Us3U
˚
µ3Uµ2

‰

sin 2∆32 `

Im
“

U˚s2Us4U
˚
µ4Uµ2

‰

sin 2∆42 ` Im
“

U˚s3Us4U
˚
µ4Uµ3

‰

sin 2∆43

ı

.

To further simplify this expression one can assume that the solar neutrino os-

cillation terms are negligible such that ∆42 – ∆41 and ∆32 – ∆31, resulting

in

2
”

Im
“

U˚s1Us3U
˚
µ3Uµ1 ` U

˚
s2Us3U

˚
µ3Uµ2

‰

sin 2∆31 `

Im
“

U˚s1Us4U
˚
µ4Uµ1 ` U

˚
s2Us4U

˚
µ4Uµ2

‰

sin 2∆41 `

Im
“

U˚s3Us4U
˚
µ4Uµ3

‰

sin 2∆43

ı

.
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Using the following unitarity relation,

U˚s1Uµ1 ` U
˚
s2Uµ2 ` U

˚
s3Uµ3 ` U

˚
s4Uµ4 “ 0,

one can express everything in terms of the matrix elements Us3, Us4, Uµ3 and Uµ4

to give

´2
”

Im
“

Us3U
˚
µ3 pU

˚
s3Uµ3 ` U

˚
s4Uµ4q

‰

sin 2∆31 `

Im
“

Us4U
˚
µ4 pU

˚
s3Uµ3 ` U

˚
s4Uµ4q

‰

sin 2∆41 ´

Im
“

U˚s3Us4U
˚
µ4Uµ3

‰

sin 2∆43

ı

.

Several terms are zero due to Im rUαiU
˚
αis “ 0. Like terms can be collected and,

by using the following relation,

Im
“

Us3U
˚
µ3U

˚
s4Uµ4

‰

“ ´Im
“

U˚s3Uµ3Us4U
˚
µ4

‰

,

the final expression for the imaginary term is

« 2Im
“

Uµ3U
˚
s3U

˚
µ4Us4

‰

psin 2∆31 ´ sin 2∆41 ` sin 2∆43q . (A.7)

A.2.2.2 The Re term

Next, the real component term is considered:

´4
ÿ

ipąjq

ÿ

j

Re
“

U˚sjUsiU
˚
µiUµj

‰

sin2 ∆ij.

The procedure is similar to that of evaluating the imaginary term. The same

approximation is used that the solar neutrino oscillation terms are negligible

such that ∆42 – ∆41 and ∆32 – ∆31. However, a different relation is used for the
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PMNS matrix elements:

Re
“

Us3U
˚
µ3U

˚
s4Uµ4

‰

“ Re
“

U˚s3Uµ3Us4U
˚
µ4

‰

.

This results in an expression for the real term:

4|Us3|
2
|Uµ3|

2 sin2 ∆31 ` 4|Us4|
2
|Uµ4|

2 sin2 ∆41

` 4Re
“

Uµ3U
˚
s3U

˚
µ4Us4

‰ `

sin2 ∆41 ´ sin2 ∆43 ` sin2 ∆31

˘

. (A.8)

A.2.2.3 The total expression

Using the expressions derived in equations A.7 and A.8, the probability for sterile

neutrino appearance under the assumption that the L{E of the experiment is such

that the solar neutrino terms can be considered negligible is

Pµs « 4|Us3|
2
|Uµ3|

2 sin2 ∆31 ` 4|Us4|
2
|Uµ4|

2 sin2 ∆41

` 4Re
“

Uµ3U
˚
s3U

˚
µ4Us4

‰ `

sin2 ∆31 ` sin2 ∆41 ´ sin2 ∆43

˘

` 2Im
“

Uµ3U
˚
s3U

˚
µ4Us4

‰

psin 2∆31 ´ sin 2∆41 ` sin 2∆43q . (A.9)

A.2.3 Electron neutrino appearance: P pνµ Ñ νeq

The following is the expression for electron neutrino appearance where δµe “ 0:

Pµe “ ` 2
ÿ

ipąjq

ÿ

j

Im
“

U˚ejUeiU
˚
µiUµj

‰

sin 2∆ij

´ 4
ÿ

ipąjq

ÿ

j

Re
“

U˚ejUeiU
˚
µiUµj

‰

sin2 ∆ij. (A.10)
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Similar to the previous derivations, the imaginary term is considered first. The

summation is expanded:

2
”

Im
“

U˚e1Ue2U
˚
µ2Uµ1

‰

sin 2∆21 ` Im
“

U˚e1Ue3U
˚
µ3Uµ1

‰

sin 2∆31 `

Im
“

U˚e1Ue4U
˚
µ4Uµ1

‰

sin 2∆41 ` Im
“

U˚e2Ue3U
˚
µ3Uµ2

‰

sin 2∆32 `

Im
“

U˚e2Ue4U
˚
µ4Uµ2

‰

sin 2∆42 ` Im
“

U˚e3Ue4U
˚
µ4Uµ3

‰

sin 2∆43

ı

.

To relate this to the expression used for electron neutrino appearance for short-

baseline experiments (LSND and MiniBooNE) the approximation is taken that

the sterile neutrino mass state, ν4, is much heavier than the active neutrino mass

states, ν1, ν2 and ν3. As such the approximation is made such that ∆41 – ∆42 –

∆43 with all other mass splitting terms being considered negligible. This simplifies

the expression:

2 Im
”

Ue4U
˚
µ4 pU

˚
e1Uµ1 ` U

˚
e2Uµ2 ` U

˚
e3Uµ3q

ı

sin 2∆41,

which can be further simplified using the unitary relation

U˚e1Uµ1 ` U
˚
e2Uµ2 ` U

˚
e3Uµ3 ` U

˚
e4Uµ4 “ 0

such that the imaginary term can be expressed as

´2Im
“

|Ue4|
2
|Uµ4|

2
‰

sin 2∆41 “ 0.

The same procedure is then performed on the real term. Skipping the algebra,

the expression becomes

4Re
“

|Ue4|
2
|Uµ4|

2
‰

sin2 ∆41 “ 4|Ue4|
2
|Uµ4|

2 sin2 ∆41.
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The final expression for the electron neutrino appearance probability for a large

mass splitting between the sterile and active neutrinos can therefore be written

as

Pµe « 4|Ue4|
2
|Uµ4|

2 sin2 ∆41 “ sin2 2θµe sin2 ∆41,

where sin2 2θµe “ 4|Ue4|
2|Uµ4|

2.
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