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SLIP-STACKING DYNAMICS FOR HIGH-POWER PROTON BEAMS AT FERMILAB

Slip-stacking is a particle accelerator configuration used to store two particle beams with different momenta in the same ring. The two beams are longitudinally focused by two radiofrequency (RF) cavities with a small frequency difference between them. Each beam is synchronized to one RF cavity and perturbed by the other RF cavity. Fermilab uses slip-stacking in the Recycler as to double the power of the 120 GeV proton beam in the Main Injector.

This dissertation investigates the dynamics of slip-stacking beams analytically, numerically and experimentally. In the analytic analysis, I find the general trajectory of stable slip-stacking particles and identify the slip-stacking parametric resonances. In the numerical analysis, I characterize the stable phase-space area and model the particle losses. In particular, I evaluate the impact of upgrading the Fermilab Booster cycle-rate from 15 Hz to 20 Hz as part of the Proton Improvement Plan II (PIP-II). The experimental analysis is used to verify my approach to simulating slip-stacking loss. I design a study for measuring losses from the longitudinal single-particle dynamics of slip-stacking as a function of RF cavity voltage and RF frequency separation.
I further propose the installation of a harmonic RF cavity and study the dynamics of this novel slip-stacking configuration. I show the harmonic RF cavity cancels out parametric resonances in slip-stacking, reduces emittance growth during slip-stacking, and dramatically enhances the stable phase-space area. The harmonic cavity is expected to reduce slip-stacking losses to far exceed PIP-II requirements. These results raise the possibility of extending slip-stacking beyond the PIP-II era.
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In this chapter, we provide an introduction to longitudinal dynamics in particle accelerators. Slip-stacking is a complex problem in longitudinal dynamics that is best understood as a perturbation on the single-RF system that is presented in this chapter.

1.1 RF Accelerating Cavities

Particle beams are accelerated in high-energy machines by devices known as radiofrequency (RF) accelerating cavities. RF cavities are resonant devices used to trap an oscillating electromagnetic field which acts on the charged particle beam via the Lorentz force. RF cavities trap electromagnetic waves only at discrete frequencies (eigenfrequencies), with corresponding spatiotemporal distributions (eigenmodes). Typically, RF cavities are only operated at the lowest order mode, known as the fundamental or TM_{010} mode, with higher order modes being unwanted deviations from simple longitudinal acceleration. We will use the term RF frequency $\omega_{rf} = 2\pi f_{rf}$ to refer specifically to the accelerating mode.

Fig. 1.1 shows a simple RF cavity operating in the TM_{010} mode. The electric field is parallel (or antiparallel) to the motion of the beam and the magnetic field is perpendicular and rotationally symmetric. In a purely cylindrical cavity, the RF frequency is determined by the geometry of the cylinder. However the ferrite tuner is electromagnetic coupled to the body of the cavity and it can be used to adjust the RF frequency of the cavity. A
bias current is applied through the ferrite tuner which adjusts the magnetic permeability of the ferrite rings and consequently shifts the RF frequency as needed. Other RF cavities change the resonant frequency with mechanical tuners. The electromagnetic waves generate heat due to the surface resistance of the RF cavity and this heat is compensated by cooling elements that are not shown in Fig. 1.1.

Figure 1.1: A diagram of a simplified RF cavity. [1]

High-voltage RF electronics are used to amplify a sinusoidal signal and drive the RF cavity. From an electronic perspective, the RF cavity can be approximated by the RLC resonant circuit shown in Fig. 1.2. The corresponding resonance frequency is given by

\[ f_{rf} = \frac{1}{2\pi \sqrt{L_{eq}C_{eq}}} \]  

(1.1)

where \( L_{eq} \) is equivalent inductance and \( C_{eq} \) is the equivalent capacitance. Another important parameter is the quality factor of the cavity, known as \( Q \), which is the ratio of energy stored
to energy dissipated per cycle. From the circuit model, the Q-factor is given by:

\[ Q = R_{sh} \frac{C_{eq}}{L_{eq}} \]  

(1.2)

where \( R_{sh} \) is the shunt impedance. As shown in Fig. 1.2, a higher Q-factor corresponds to a sharper the frequency resonance.

\[ \text{Figure 1.2: (top) An equivalent RLC circuit corresponding to a resonant RF cavity. (bottom) The complex impedance of the RLC circuit for } Q = 1 \text{ and } Q = 30. \]  

(2)

1.2 Derivation of Longitudinal Motion

Here we derive the longitudinal motion of charged particles accelerated by an RF cavity. For now, we consider only the single-particle motion and then we relate our results to the ensemble of particles that make up a charged particle beam. The longitudinal coordinates of a charged particle are a position coordinate \( \phi \) and a momentum coordinate \( \delta \). The \( \phi \) coordinate is the arrival time of a charged particle relative to the oscillation of RF wave in the cavity. The \( \delta \) coordinate is the fractional deviation of the particle momentum from a
reference momentum.

The acceleration of a charged particle passing through a time-varying accelerating field is given by

\[ \Delta E = qV \beta c d \int_{-d/2\beta c}^{d/2\beta c} \sin(\omega_{rf} t + \phi) dt \] (1.3)

where \( q \) is the charge of particle, \( V \) is the RF cavity voltage, \( \beta c \) is the velocity of the particle, \( d \) is the length of the accelerating gap in the RF cavity, and \( \phi \) is the phase corresponding to the arrival time of the incoming particle. The integral given in Eq. 1.3 is trivial to solve:

\[ \Delta E = qV (\sin \chi/\chi) \sin(\phi) \] (1.4)

where \( \chi = \omega_{rf} d/2\beta c \). The term \( \sin \chi/\chi \) is referred to as the transit time factor and hereafter we use the effective cavity voltage \( V(\sin \chi/\chi) \rightarrow V \).

Figure 1.3: A simplified particle accelerator ring. The dipole magnets curve the beam so that it can be accelerated many times by the same RF cavity. The quadrupole magnets transversely focus the beam so it does not diverge into the beampipe wall as it is transported. [1]

In a cyclic particle accelerator a particle beam is directed along a closed curve and passes through the same sequence of beamline elements each revolution. Fig. 1.3 shows a diagram of a simple ring, where dipoles are used to bend the beam in a loop, quadrupoles are used to focus the beam transversely, and an RF cavity is used to accelerate the beam. In order
for an RF cavity to act coherently on a particle over many passes, the RF frequency $f_{rf}$ of the particle must be near a harmonic multiple $h$ of the revolution frequency $f_{rev}$. When $f_{rf} = hf_{rev}$ we refer to this as the reference frequency and the corresponding momentum of the particle as the synchronous momentum $p_0$. We define our momentum coordinate $\delta$ as the fractional deviation from the synchronous momentum:

$$\delta \equiv \frac{p - p_0}{p_0}$$  \hspace{1cm} (1.5)

Using Eq. 1.4 and Eq. 1.5 we write the change in the delta coordinate per unit time.

$$\dot{\delta} = \frac{\dot{p}}{p_0} = \frac{\dot{E}}{\beta^2 E_0} = f_{rev} \frac{\Delta E}{\beta^2 E_0} = f_{rev} \frac{qV}{\beta^2 E_0} \sin(\phi)$$

$$\dot{\delta} = f_{rev} V_\delta \sin(\phi)$$  \hspace{1cm} (1.6)

where $V_\delta = \frac{qV}{\beta^2 E_0}$ is the maximum fractional change in the reference momentum within a single revolution.

The revolution period depends on the particle momentum and determines the change in the phase $\phi$ during each revolution. The phase-slip factor $\eta$ is defined to be the linear dependence of the revolution period on particle momentum:

$$\frac{T - T_{rev}}{T_{rev}} \approx 0 + \frac{1}{T_{rev}} \frac{\partial T}{\partial \delta} \delta = \eta \delta$$  \hspace{1cm} (1.7)

Recall that we’ve defined the reference momentum such that $T = T_{rev}$ when $\delta = 0$. Particles at greater momentum take less time to travel the same path length but generally take longer path lengths through particle accelerators. Consequently, the phase-slip factor $\eta$ can be positive or negative but will generally increase with energy:

$$\eta = \frac{1}{T_{rev}} \frac{\partial T}{\partial \delta} = \frac{1}{C} \frac{\partial C}{\partial \delta} - \frac{1}{\beta} \frac{\partial \beta}{\partial \delta} = \frac{1}{\gamma_T^2} - \frac{1}{\gamma^2}$$  \hspace{1cm} (1.8)

where $C$ is the path length of the particle beam in one revolution and is referred to as the circumference. The parameter $\gamma_T$ is calculated from the properties of the accelerator lattice.
and corresponds to the energy at which the phase-slip factor is zero. A synchrotron is a cyclic particle accelerator that is designed to operate with a nonzero phase-slip factor. For a non-accelerating beam we take \( \eta \) to be a given constant parameter.

Using Eq. 1.7 and taking \( \eta \) to be constant, we can write the change in the \( \phi \)-coordinate as a function of the \( \delta \)-coordinate:

\[
\dot{\phi} = f_{\text{rev}} \Delta \phi = 2\pi f_{\text{rev}} \frac{\Delta T}{T_{\text{rf}}} = 2\pi f_{\text{rev}} h \frac{\Delta T}{T_{\text{rev}}} \\
\dot{\phi} = 2\pi f_{\text{rev}} h \eta \delta
\]

(1.9)

1.3 Longitudinal Equations of Motion

Taking Eq. 1.6 and Eq. 1.9 together, we find the complete equations of motion in the form of coupled first-order differential equations:

\[
\dot{\delta} = f_{\text{rev}} V_\delta \sin(\phi), \quad \dot{\phi} = 2\pi f_{\text{rev}} h \eta \delta
\]

(1.10)

The corresponding second-order equation of motion is

\[
\ddot{\phi} = -\omega_s^2 \sin(\phi)
\]

(1.11)

where

\[
\omega_s = 2\pi f_{\text{rev}} \sqrt{V_\delta h |\eta|} \frac{1}{2\pi}
\]

(1.12)

The frequency of small oscillations \( \omega_s \) is referred to as the synchrotron frequency. We have adopted the convention that if \( \eta > 0 \) then \( \phi \to \phi + \pi \) so that the stable fixed point is always obtained at \( \phi = 0 \) and the unstable fixed point is always found at \( \phi = \pi \). Clearly Eq. 1.11 describes a system isomorphic to the simple pendulum. Fig. 1.4 shows the trajectories of particles governed by Eq. 1.10.

For small \( \phi \), Eq. 1.11 has a stable solution known as a synchrotron oscillation

\[
\phi = \rho \sin(\omega_s t + \psi)
\]

(1.13)
Figure 1.4: Several phase-space trajectories for the synchrotron motion (blue lines) alongside the instantaneous phase-space motion (arrows). Here, $\eta < 0$.

where the amplitude $\rho$ and the initial phase $\psi$ are set by initial conditions.

The Hamiltonian corresponding to Eq. 1.10 is given by

$$H = \pi f_{\text{rev}} h |\eta| \delta^2 + f_{\text{rev}} V_{\delta} [1 - \cos(\phi)]$$  \hspace{1cm} (1.14)

The sign of Eq. 1.14 has been fixed (for positive and negative $\eta$) so that $H$ is nonnegative and is zero only at the stable fixed point. The separatrix ($H = 2 f_{\text{rev}} V_{\delta}$) is given by

$$\delta = \pm \sqrt{\frac{V_{\delta}}{\pi h |\eta|}} \sqrt{1 + \cos(\phi)} = \pm \frac{2}{h |\eta|} \frac{\omega_s}{\omega_{\text{rev}}} \cos \left(\frac{\phi}{2}\right)$$  \hspace{1cm} (1.15)

Taking the integral over the separatrix, the total stable phase-space area can be calculated ($\phi \cdot \delta$ units):

$$A_0 = 2 \int_{-\pi}^{\pi} \frac{2}{h |\eta|} \frac{\omega_s}{\omega_{\text{rev}}} \cos \left(\frac{\phi}{2}\right) d\phi = \frac{16}{h |\eta|} \frac{\omega_s}{\omega_{\text{rev}}}$$  \hspace{1cm} (1.16)

To obtain the phase-space area in eV-s, one should multiply this quantity by the reference momentum $p_0$ and divide by the RF frequency $2 \pi f_{\text{rf}}$.

The region within the separatrix is known as the RF bucket. Particles within this region of phase-space stay within this region of phase-space. The average momentum and phase of particles in the RF bucket can be changed be by adiabatically changing the fixed point
of the bucket. The collection of particles that share the same RF bucket are referred to as a bunch. A particle beam is composed of many discrete bunches, one arriving after another, all with similar momentum.

The size of a particle bunch in phase-space is described by quantity known as the longitudinal emittance, which calculated using the product of the RMS momentum spread with the RMS temporal spread:

\[ \epsilon = \pi \sigma_p \sigma_T = \pi \frac{p_0}{2 \pi f_{rf}} \sigma_\delta \sigma_\phi \]  

\[(1.17)\]

A beam with a smaller longitudinal emittance is preferable because it facilitates the task of transporting the beam in the RF bucket. Nonlinear effects can distort or reduce the effective RF bucket area.

### 1.4 Synchrotron Oscillation Motion

In this section we examine the longitudinal dynamics of particles within the RF bucket. First we will show the shift in the synchrotron oscillation frequency with the synchrotron oscillation amplitude of a particle. Next we will show a perturbative solution to oscillatory particle trajectories.

The synchrotron oscillation period can be calculated as a function of maximum oscillation phase \( \dot{\phi} \) by manipulating Eq. 1.11:

\[ -\omega_s^2 \sin(\phi) = \frac{d}{dt} \left[ \frac{d\phi}{dt} \right] = \frac{d}{d\phi} \left[ \frac{d\phi}{dt} \right] \frac{d\phi}{dt} = \frac{1}{2} \frac{d}{d\phi} \left[ \left( \frac{d\phi}{dt} \right)^2 \right] \]

\[ \frac{dt}{d\phi} = \left[ \int -2 \omega_s^2 \sin(\phi) d\phi \right]^{-1/2} = \frac{1}{\sqrt{2 \omega_s}} \frac{1}{\sqrt{\cos(\phi) - \cos(\dot{\phi})}} \]

\[ T = \frac{4}{\sqrt{2 \omega_s}} \int_0^{\dot{\phi}} \frac{d\phi}{\sqrt{\cos(\phi) - \cos(\dot{\phi})}} = T_0 \frac{2}{\pi} K \left[ \sin \left( \frac{\dot{\phi}}{2} \right) \right] \]

\[(1.18)\]

where \( T_0 \) is the synchrotron period of small oscillations \( T_0 = 2\pi/\omega_s \) and \( K \) is the complete elliptic integral of the first kind \( K[k] = \int_0^{\pi/2} \frac{du}{\sqrt{1 - k^2 \sin^2 u}}. \)
To further understand how the large oscillation trajectory differs from the small oscillation trajectory, we can expand the system perturbatively. For small $\phi$, Eq. 1.11 becomes:

$$\ddot{\phi} = -\omega_s^2 \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k+1)!} \phi^{2k+1} \approx -\omega_s^2 \left( \phi - \frac{1}{6} \phi^3 + \ldots \right)$$  (1.19)

Using the Poincare-Lindstedt method (see Ch. 2 of [3]), we can obtain a perturbative solution for Eq. 1.19 given by:

$$\phi \approx \rho \sin(\omega_s (1 + \sigma) t + \psi) + A_3 \sin(3 \omega_s (1 + \sigma) t + 3\psi) + \ldots$$  (1.20)

For brevity let $s_n \equiv \sin(n \omega_s (1 + \sigma) t + n\psi)$. We put Eq. 1.20 into Eq. 1.19 to obtain:

$$\ddot{\phi} \approx -\omega_s^2 \left[ (\rho s_1 + A_3 s_3) - \frac{1}{6} (\rho^3 s_1^3) \right]$$  (1.21)

$$\ddot{\phi} \approx -\omega_s^2 \left[ (\rho s_1 + A_3 s_3) - \frac{1}{6} \left( \frac{3}{4} \rho^3 s_1 - \frac{1}{4} \rho^3 s_3 \right) \right]$$

Applying the second-order derivation to Eq. 1.20 and setting the two sides equal, we obtain two equations:

$$-\omega_s^2 (1 + \sigma)^2 \rho s_1 = -\omega_s^2 \left( \rho - \frac{1}{8} \rho^3 \right) s_1$$  (1.22)

$$-9 \omega_s^2 (1 + \sigma)^2 A_3 s_3 = -\omega_s^2 \left( A_3 - \frac{1}{24} \rho^3 \right) s_3$$  (1.23)

In Eq. 1.23 $\sigma$ is negligible and we obtain:

$$A_3 = -\frac{1}{192} \rho^3$$  (1.24)

We subtract $-\omega_s \rho s_1$ from each side of Eq. 1.22, hold $\sigma^2$ negligible, and solve for $\sigma$:

$$\sigma = -\frac{1}{16} \rho^2$$  (1.25)

If we perform this expansion to higher orders of $\rho$ we can obtain terms with higher odd harmonics of $\omega_s$, obtain more precise calculations of the coefficients to these terms, and obtain a more precise calculation of the synchrotron tune shift $\sigma$. 
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1.5 Slipping Particles Motion

In this section we examine the longitudinal dynamics of particles outside of the RF bucket by calculating the pertubative solution to the particle trajectories.

Particles with trajectories outside of the separatrix slip with respect to the RF bucket. The motion of these particles can be studied by writing Eq. 1.11 in a moving reference frame:

\[
\phi = \Omega t + \phi_o + \theta \tag{1.26}
\]

\[
\dot{\phi} = -\omega_s^2 \sin(\Omega t + \phi_o + \theta) \tag{1.27}
\]

\[
\ddot{\phi} = -\omega_s^2 [\sin(\Omega t + \phi_o) \cos(\theta) + \cos(\Omega t + \phi_o) \sin(\theta)] \tag{1.28}
\]

For small \( \theta \), we expand Eq. 1.26 perturbatively to study the oscillatory motion of the slipping particle:

\[
\ddot{\theta} = -\omega_s^2 \left[ \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k)!} \theta^{2k} \sin(\Omega t + \phi_o) + \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k + 1)!} \theta^{2k+1} \cos(\Omega t + \phi_o) \right] \tag{1.29}
\]

\[
\ddot{\theta} \approx -\omega_s^2 [\sin(\Omega t + \phi_o) + \theta \cos(\Omega t + \phi_o)] \tag{1.30}
\]

The perturbative solution to Eq. 1.29 is of the form:

\[
\theta \approx B_1 \sin(\Omega t + \phi_o) + B_2 \sin(2\Omega t + 2\phi_o) + \ldots \tag{1.31}
\]

For brevity let \( S_n \equiv \sin(n\Omega t + n\phi_o) \) and \( C_n \equiv \cos(n\Omega t + n\phi_o) \). We put Eq. 1.31 into Eq. 1.29 to obtain:

\[
\ddot{\theta} \approx -\omega_s^{-2} [S_1 + B_1 S_1 C_1] \tag{1.32}
\]

We split Eq. 1.32 into two equations:

\[
-\Omega^2 B_1 S_1 = -\omega_s^{-2} S_1 \tag{1.33}
\]

\[
-4\Omega^2 B_2 S_2 = \frac{1}{2} \omega_s^{-2} B_1 S_2 \tag{1.34}
\]
From Eq. 1.33 we obtain:

\[ B_1 = \left( \frac{\omega_s}{\Omega} \right)^2 \]  

(1.35)

From Eq. 1.34 and Eq. 1.35 we obtain:

\[ B_2 = \frac{1}{8} \left( \frac{\omega_s}{\Omega} \right)^2 B_1 \approx \frac{1}{8} \left( \frac{\omega_s}{\Omega} \right)^4 \]  

(1.36)

The perturbation can be expanded to higher orders and the coefficients of \( B_n \) are of the order \( \left( \frac{\omega_s}{\Omega} \right)^{2n} \). The perturbation for small \( \theta \) is better expressed as a perturbation of small \( \left( \frac{\omega_s}{\Omega} \right)^2 \). If the slipping particle trajectory is close to the separatrix then \( \Omega \) is small and the nonlinear oscillatory motion is large. For a particle far from the reference momentum, the force from the RF cavity does not add up coherently and the motion approaches that of a coasting beam.

The motion of stable slip-stacking particles, which will be described in Chapter 3, is a combination of synchrotron motion and slipping motion.

1.6 Acceleration & Focusing Motion

Particle beams are accelerated by gradually changing the resonant frequency of the RF cavities. The momentum of the stable particles change to match the new reference momentum. For a linearly increasing RF frequency, we transform the coordinates into the accelerating reference frame:

\[ \dot{\delta} = f_{rev} V_\delta [\sin(\phi) - \sin(\phi_s)], \quad \dot{\phi} = 2\pi f_{rev} \eta \delta \]  

(1.37)

The stable fixed point for these equations of motions is \( \phi = \phi_s, \delta = 0 \), which corresponds to a particle whose momentum exactly follows the reference momentum and whose phase changes each revolution to exactly match the change in the RF frequency. The separatrix changes depending on \( \phi_s \) and this region of phase-space is referred to as the running RF
bucket. The greater the magnitude of $\phi_s$, the greater the acceleration and the smaller the RF bucket.

Fig. 1.5 shows the motion of particles inside and outside the running RF bucket. Particles within the separatrix remain synchronized with the RF and accelerate linearly. Particles outside the separatrix, however, are not accelerated and deviate increasingly from the accelerating reference momentum. The transversely bending and focusing magnetic elements of the particle accelerator ring increase in field strength to follow the accelerating beam and consequently the particles that are not accelerated are lost. The total range of momentum that a particle accelerator ring can support due to transverse dynamics is known as the momentum aperture of that ring. The total range of momentum that an RF bucket can store simultaneously is known as the momentum acceptance.

![Diagram of particle trajectories](image)

Figure 1.5: Phase space trajectories associated with the running bucket. Only particles inside the separatrix follow the accelerating reference frame.

In [2], the running bucket area factor $\alpha_b(\phi_s)$ gives the ratio between the stable phase-space area of the running bucket and the stationary bucket:

$$
\alpha_b(\phi_s) = \frac{A_b}{A_0} = \frac{1}{4\sqrt{2}} \int_{\phi_u}^{\pi - \phi_u} |\cos(\phi) + \cos(\phi_s) - (\pi - \phi - \phi_s) \sin(\phi_s)|^{1/2} d\phi
$$

(1.38)

where $\phi_u$ is found from the transcendental equation

$$
\cos(\phi_u) + \phi_u \sin(\phi_s) = -\cos(\phi_s) + (\pi - \phi_s) \sin(\phi_s)
$$

(1.39)
The running bucket area factor is plotted in Fig. 1.6 and is approximated with

\[ \alpha_b(\phi_s) \approx \frac{1 - \sin(\phi_s)}{1 + \sin(\phi_s)} \]  

(1.40)

Figure 1.6: The ratio between the running bucket area and the corresponding stationary bucket area, as a function of the synchronous phase \( \phi_s \) of the running bucket. The exact value is shown in a dark orange line and the approximate value is shown in a dashed orange.

The parameters \( f_{rev} \), \( V_\delta \), and \( \eta \) in Eq. 1.37 generally change with acceleration but and can be treated adiabatically so long as they change slowly compared to the synchrotron frequency. This approximation breaks down when \( \eta \) is small because the focusing is weaker and this is referred to as quasi-isosynchronous condition. In the quasi-isosynchronous case, the dependency of the revolution frequency on \( \eta \) is expanded to include the second order term:

\[ \frac{T - T_{rev}}{T_{rev}} \approx 0 + \frac{1}{T_{rev}} \frac{\partial T}{\partial \delta} \delta + \frac{1}{T_{rev}} \frac{\partial^2 T}{\partial \delta^2} \delta^2 = \eta_0 \delta + \eta_1 \delta^2 \]  

(1.41)

When a particle accelerator crosses transition energy, where \( \eta = 0 \), it can be a significant source of longitudinal emittance growth. At transition energy, acceleration is still occurs but there is no linear longitudinal focusing force. After crossing transition energy, the longitudinal focusing force will have changed orientation and the stable fixed point will have
changed by $\pi$. The process complicates particle motion and decoherence in the ensemble of particles increases the longitudinal emittance.

1.7 Summary

In this chapter we show that longitudinal dynamics of single fixed-frequency RF cavity is identical to that of simple pendulum. The separatrix of the simple pendulum separates the stable phase-space area from the unstable phase-space area. The stable particles are in the RF bucket and the unstable particles are slipping with respect to the RF bucket. The ensemble of particles that share the same RF bucket are referred to as a bunch and the size of a bunch is measured by its longitudinal emittance. In order to change the energy of a particle bunch the RF frequency must be changed gradually and only the particles inside the separatrix will be accelerated successfully.
In this chapter, I provide an overview of the Fermilab proton accelerator complex. Although the rest of the dissertation focuses on the dynamics of slip-stacking, it is important to understand the role that slip-stacking plays in delivering high-intensity proton beams for the lab. Slip-stacking occurs in the Fermilab Recycler, receives beam from the Fermilab Booster, and delivers beam to the Fermilab Main Injector. In order to increase 120 GeV proton beam power at Fermilab, it is essential to reduce losses from slip-stacking in the Recycler. This chapter also provides a brief introduction to some of the accelerator concepts not covered in the previous chapter. Lastly, this chapter provides an up-to-date overview of the status of the proton accelerator complex that helps clarify the challenges for future upgrades in proton beam power.

2.1 Overview

The overarching research priority for the proton accelerator complex at Fermilab is to increase the proton beam power, the number of protons accelerated (to a given energy) per unit time. Increases in beam power come with increasingly strict limits on the high-energy proton loss rate in order to keep nuclear activation of the particle accelerator below acceptable limits [4–6]. Proton beam power at Fermilab is advanced in three sequential stages of accelerator upgrades, referred to as the Proton Improvement Plan (PIP), PIP-II,
and PIP-III. PIP is mostly complete, PIP-II is designed in detail [7], and PIP-III is still being envisioned. Over the course of this chapter, the PIP, PIP-II, and PIP-III upgrades will be described.

Fig. 2.1 shows the proton accelerator complex at Fermilab. The beam begins from an $H^-$ ion source and is rapidly accelerated to a kinetic energy of 400 MeV using the Linac (linear accelerator). The 400 MeV $H^-$ beam is injected into the Fermilab Booster by using a carbon foil to strip away the two electrons and this 400 MeV proton beam is accumulated in the Booster. The Booster accelerates this beam up to an energy of 8 GeV, where it can be used immediately for a fixed-target experiment or transferred to a larger accelerator ring. The 8-GeV fixed-target experiments include the low-energy neutrino program [8], the muon program [9,10], and the test-beam facilities MCenter and MTest.

The Booster has 84 RF buckets and the sequence of bunches occupying these buckets are collectively referred to as a Booster batch. The Recycler and Main Injector each have 588 RF buckets and have a circumference seven times that of the Booster. At 8 GeV, the three rings have the same RF frequency of approximately 53MHz and the Booster beam is transferred to the Recycler bucket-to-bucket.

The Recycler is used to accumulate multiple Booster batches and that beam is extracted to the Main Injector when the Recycler cannot accumulate any more. The Main Injector accelerates that 8-GeV beam to 120 GeV and delivers it to a high-energy fixed target experiment. The 120-GeV beam either goes to carbon target for the Neutrinos at Main Injector (NuMI) beamline [11–13] or a hydrogen-deuterium target for the SeaQuest experiment [14]. The NOvA experiment, a long-baseline neutrino oscillation measurement using the NuMI beamline, is currently the primary user of the Fermilab proton complex.

Fig. 2.2 shows how batches are accumulated in the Recycler before acceleration in the Main Injector. Six batches fill up the available azimuthal space of the Recycler, but slip-
Figure 2.1: Conceptual diagram of the particle accelerators, storage rings, transfer lines, and experiments of the Fermilab proton accelerator complex.
stacking enables twelve batches to be stored in the Recycler by employing two beams that have different momenta but overlap azimuthally. A detailed description of this accumulation scheme is found in the next chapter. The Booster cycle-rate is 15Hz which means that every 66ms it produces a new 8-GeV Booster batch and it takes 0.8 seconds to accumulate 12 batches in the Recycler. The Main Injector cycle currently takes 1.33 seconds, taking half that time to accelerate the 8-GeV beam to 120 GeV and half to ramp-down its magnets to the field strength compatible with the next 8-GeV beam. The Main Injector cycle time does not require time for beam accumulation because the beam accumulation occurs in the Recycler while the Main Injector ramps. Slip-stacking in the Recycler is currently under commissioning [15] but has already broken the world record in neutrino beam power [16]. Fig. 2.3 shows the current progress on the 700 kW beam power upgrade.

2.2 Injector & Linac

The $H^-$ portion of the accelerator complex consists of an injector and a Linac. The injector supplies an initial source of $H^-$ ions using a magnetron-based source and accelerates that beam to an energy of 725-760 keV. In 1968, a Cockcroft-Walton injector was installed which used a series of voltage stages to place the magnetron source $\sim$-750kV relative to ground and use DC for the initial acceleration [18]. In 2012, however as part of the PIP upgrade the Cockcroft-Walton injector was replaced with a new injector based on design from Brookhaven National Laboratory (BNL). The new injector uses a Radiofrequency Quadrupole (RFQ) to accelerate and focus the $H^-$ beam to 750 keV with 200 MHz RF voltage [19–21]. Attached to the RFQ injector are two identical magnetron-based sources. The second one may be used when the performance of the first one falters [22]. Fig. 2.4 shows a diagram of the RFQ injector. The Low-Energy Beam Transport (LEBT) has two transversely focusing solenoids that are used to transport the beam from the the magnetron
Figure 2.2: The diagram shows the beam intensity in each ring on the vertical axis and time on the horizontal axis. The Recycler accumulates Booster batches while the Main Injector completes its ramp cycle. [17]
Figure 2.3: Beam power has improved during the initial stages of the commissioning the Recycler, which is expected to be completed this spring. [15] into the RFQ [23]. Designed to match the beam from the RFQ to the Linac, the Medium-Energy Beam Transport (MEBT) is composed of a doublet of quadrupoles for focusing the beam and an RF cavity for bunching the beam [23].

The Linac accelerates the 750 keV $H^-$ beam to 116.5 MeV using a 75m sequence of five drift-tube linac (DTL) modules and accelerates from 116.5 MeV to 400 MeV using a 64m sequence of seven side-coupled linac (SCL) modules. Each linac module is composed of many accelerating cells which are coupled together and a driven by the same input signal. The coupling between the accelerating cells ensures that each cell has a $\pi/2$ phase-shift and the arrival time of the beam coincide with the accelerating portion of the RF mode. The $H^-$ beam moves semi-relativistically, so the cell length must also be designed so that the transit time matches that $\pi/2$ phase-shift between cells. The DTL modules use a 201.24 MHz signal driven by a 5MW power amplifier and the SCL modules use a 804.96 MHz signal
driven by a 12MW Kylstron amplifier. There are significant concerns about the long-term reliability of the DTL modules [24] and the entire Linac is slated to be replaced as part of the PIP-II upgrade [7].

2.3 Booster

Some key parameters of the Fermilab Booster RF system and magnetic lattice are given in Table 2.1. The Booster lattice is composed of 24 nearly identical magnetic cells that each include four bending magnets and a drift region (used for RF cavities or other accelerator elements). Fig. 2.5 shows the “FDOODFO” sequence of magnets contained in each of the 24 cells and Fig. 2.6 shows the two types of Booster bending magnets. Magnets of this type are referred to as gradient dipole magnets, because there is a strong dipole field changing in magnitude with horizontal displacement. The strong dipole field bends the beam around the arc and the quadrupole component of this field (adjacent magnets alternating in
sign) focuses the beam transversely. The number of transverse oscillations per revolution, known as the betatron tune, is picked carefully to minimize parametric resonances that are driven by nonlinearities and field errors. The ring is generally dispersive, causing the higher momentum particles to travel along outer orbits relative to the lower momentum particles.

Table 2.1: RF and magnet parameters of the Booster ring. [25, 26]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circumference</td>
<td>473.8 m</td>
</tr>
<tr>
<td>Number of Protons</td>
<td>$4.3 \times 10^{12}$</td>
</tr>
<tr>
<td>Energy</td>
<td>0.4-8 GeV</td>
</tr>
<tr>
<td>Frequency</td>
<td>37.77-52.81 MHz</td>
</tr>
<tr>
<td>Cycle-rate</td>
<td>15 Hz</td>
</tr>
<tr>
<td>Harmonic Number</td>
<td>84</td>
</tr>
<tr>
<td>Transition gamma</td>
<td>5.45</td>
</tr>
<tr>
<td>Maximum Voltage</td>
<td>1 MV</td>
</tr>
<tr>
<td>Number of Cavities</td>
<td>19</td>
</tr>
<tr>
<td>Number of Magnetic Cells</td>
<td>24</td>
</tr>
<tr>
<td>Bending Magnets per Cell</td>
<td>4</td>
</tr>
<tr>
<td>Magnetic Elements in Cell</td>
<td>FDOODFO</td>
</tr>
<tr>
<td>Bending Magnet Length</td>
<td>2.9 m</td>
</tr>
<tr>
<td>Standard Cell Length</td>
<td>19.74 m</td>
</tr>
<tr>
<td>Maximum Horizontal $\beta$</td>
<td>33.7 m</td>
</tr>
<tr>
<td>Maximum Vertical $\beta$</td>
<td>20.5 m</td>
</tr>
<tr>
<td>Maximum Dispersion</td>
<td>3.2 m</td>
</tr>
<tr>
<td>Betatron Tunes</td>
<td>6.7</td>
</tr>
</tbody>
</table>

Fig. 2.5: One of Twenty-Four magnet cells that bend and transversely focus the beam. [25]

Fig. 2.7 shows how the carbon foil is used to strip away the electrons from the $H^-$ ion beam and leave a proton beam injected into the Booster [25]. The limiting factor on proton bunch intensity in the Booster is the loss-rate at that bunch-intensity. In particular, the space-charge forces of the high-intensity proton bunch change the transverse focusing of the beam. Consequently, there is a betatron tune spread that makes it more difficult to avoid transverse parametric resonances. Fig. 2.8 from [27] shows the increased particle loss and transverse size as more beam is injected.
Figure 2.6: The gradient dipole magnets that horizontally focus and vertically defocus the beam (left) and the gradient dipole magnets that horizontally defocus and vertically focus the beam (right). The effect of both magnets in sequence results in a net focusing in the transverse plane. [25]

Figure 2.7: The $H^-$ ion beam is injected so it coincides with the stored proton beam at the carbon stripping foil. The remaining $H^-$ ion beam is directed into a beam dump. [25]
Figure 2.8: (left) Total number of protons stored in the Booster over time. Each line represents a different number of revolutions used to initially fill the Booster. (right) Normalized vertical emittance (size in vertical phase-space) as a function of time and the number of revolutions used to fill the Booster. [27]

The Booster gradient dipole magnets modulate in magnitude every 15Hz, following a sinusoidal waveform (with a DC offset). The entire magnetic lattice is set up as a resonant circuit with current flowing between the magnets and a capacitor banks every 15Hz [25]. The dipole field is not constant during either injection or extraction from the Booster. Currently the beam from the 805MHz Linac is injected when the dipole field is minimal and there is no RF focusing applied in the Booster. After the injected beam debunches, the total RF voltage is increased adiabatically. The increase in total RF voltage is accomplished using a technique called paraphasing [25] in which two sets of RF cavities are powered with opposite phases and the total RF voltage increases as the phases are brought together. An improved injection scheme is under development where the beam will be injected before the dipole field minimum and no debunching will be used before RF capture [6,26].

The Booster has 19 55kV cavities that provide a total accelerating voltage of 1MV. The Booster RF cavities have ferrite tuners that allow the RF frequency to sweep from 37.77 MHz to 52.81 MHz and accelerate the beam each cycle. However the RF cavities are 40 years
old and the pace of operating at 15Hz generates heating that undermines reliability [28]. Therefore, as part of the PIP project [29] these RF cavities are being refurbished and their water-cooling systems are being upgraded. Simultaneously replacement RF cavities are being tested [29, 30] because the current RF cavities are not expected to last beyond 2025 [24]. As part of the PIP-II upgrade, there is the proposal to increase the Booster cycle-rate to 20Hz which will require greater RF voltage and RF power dissipation. The 20Hz Booster has implications for slip-stacking, which are discussed in the chapters that follow, and also increases the beam power available for 8-GeV experiments.

A second harmonic cavity is being developed for the Booster [31] that will increase the injection capture efficiency and also aid in transition crossing in the Booster [32]. Crossing the transition energy at 5.1 GeV is a major source of beam loss in the Booster and also a source of longitudinal emittance growth that can lead to losses in the Recycler and Main Injector. Another proposed transition crossing scheme requires a temporary increase in Booster RF voltage known as a voltage jump [33, 34].

The rapid acceleration of the Booster beam causes it to have a large momentum spread relative to its temporal spread. To inject the Booster beam efficiently into the Recycler for slip-stacking, it is desirable to rotate the beam in longitudinal phase-space so that it has a smaller momentum spread. The Booster bunch rotation is performed via quadrupole excitation of the synchrotron oscillation [35]. The quadrupole excited is based on a voltage modulation technique developed at BNL [36] and previously studied at the Indiana University Cyclotron Facility [37]. The RF voltage is modulated at twice the synchrotron frequency and this drives a longitudinal quadrupole resonance. The longitudinal equation of motion is given by:

\[
\ddot{\phi} = -\omega_s^2[1 + \Lambda \sin(2\omega_s t)] \sin(\phi) \tag{2.1}
\]

Every quarter synchrotron period the bunch alternates between a state with a minimized
temporal spread and a minimized momentum spread. Every half synchrotron period the distortion becomes more extreme and significant nonlinearities are observed. Fig. 2.9 shows a simulated progression of the Booster bunch rotation process for 25% amplitude modulation. The Booster bunch rotation is actively tuned to minimize losses and the tuning parameters depend on bunch intensity and beam quality.

Figure 2.9: Longitudinal phase-space of a simulated Booster beam under the influence of a 25% modulation in voltage at twice the synchrotron frequency. The plots are shown as half-synchrotron period intervals and proceed from (a) to (d). [35]

2.4 Recycler & Main Injector

Some key parameters of the Fermilab Recycler and Fermilab Main Injector are given in Table 2.2. Fig. 2.10 shows the layout of the magnetic lattice for the Main Injector as well as for the Recycler which was designed to follow the same layout [38, 40]. The magnetic cells
Table 2.2: RF and magnet parameters of the Recycler and the Main Injector. [5,38]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Recycler</th>
<th>Main Injector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circumference</td>
<td>3319.400 m</td>
<td>3319.415 m</td>
</tr>
<tr>
<td>Number of Protons</td>
<td>$5.16 \times 10^{12}$</td>
<td>$5.16 \times 10^{12}$</td>
</tr>
<tr>
<td>Energy</td>
<td>8 GeV</td>
<td>8-120 GeV</td>
</tr>
<tr>
<td>Frequency</td>
<td>52.811 MHz</td>
<td>52.811-53.104 MHz</td>
</tr>
<tr>
<td>Harmonic Number</td>
<td>588</td>
<td>588</td>
</tr>
<tr>
<td>Transition gamma</td>
<td>20.7</td>
<td>21.8</td>
</tr>
<tr>
<td>Maximum Total Voltage</td>
<td>0.2 MV</td>
<td>4 MV</td>
</tr>
<tr>
<td>Number of Cavities</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>Cycle Time</td>
<td>0.8 s (fill)</td>
<td>1.333 s (ramp)</td>
</tr>
<tr>
<td>Maximum $\beta$</td>
<td>55 m</td>
<td>57 m</td>
</tr>
<tr>
<td>Maximum Dispersion</td>
<td>2 m</td>
<td>1.9 m</td>
</tr>
<tr>
<td>Horizontal Betatron Tune</td>
<td>25.425</td>
<td>26.425</td>
</tr>
<tr>
<td>Vertical Betatron Tune</td>
<td>24.415</td>
<td>25.415</td>
</tr>
</tbody>
</table>

come in three varieties - arc cells with dipoles and quadrupoles, straight-section cells with quadrupoles and accelerator components, and dispersion-suppressor cells which resemble the arcs cells but are designed to lower dispersion in the straight sections. The Recycler arcs use gradient dipole magnets for bending and focusing, similar to the Boosters gradient dipole magnets shown in Fig. 2.6. Unlike the Booster, the Recycler uses primarily permanent magnets composed of magnetized strontium ferrite bricks (with nickel-steel “compensator” strips and low-carbon steel pole-tips) [41]. The Main Injector arcs are composed of separate dipole and quadrupole magnets, shown in Fig. 2.11. In the Main Injector arc cells, there are two dipole magnets between adjacent quadrupoles, which alternate between horizontally focusing quadrupoles and horizontally defocusing quadrupoles.

Both the Main Injector and the Recycler also have powered correction magnets - dipoles, quadrupoles, and sextupoles - for making fine adjustments to the accelerator lattice. The
Main Dipole Distribution

- "A" and "B" Dipoles (6 meters)
- "C" and "D" Dipoles (4 meters)

The "normal arcs" are made up of the longer dipoles. The straight sections, in which there are no main dipoles, are bracketed on either side by the shorter dipoles.

The light blue dipoles represent the dispersion-suppressor regions.

There is a main quadrupole at each of the numbered locations. Even-numbered locations represent focusing quadrupoles, and odd-numbered locations represent defocusing quadrupoles.

Figure 2.10: Distribution of arc cells (dark blue), dispersion-suppressor cells (light blue), and straight sections in the Main Injector. The Recycler follows a very similar layout. [39]
Figure 2.11: Main Injector dipole magnet (top) and Main Injector quadrupole magnet (bottom). The two magnets are shown on the same scale. [39]
The effective transverse focusing of the magnet depends on the horizontal beam position, which depends on beam momentum wherever there is dispersion. \cite{1, 39}

correction dipoles can be used to make a local change in orbit and the correction quadrupoles can be used to modify the betatron tune. Sextupoles magnets, like the one shown in Fig. 2.12, are used for modifying the chromaticity, the shift in betatron tune in off-momentum particles.

A moderate negative chromaticity arises naturally in particle accelerators, where higher momentum particles have a smaller betatron tune. Chromaticity increases the betatron tune spread of the particle beam and consequently makes it more difficult to avoid losses due to transverse parametric resonances. The momentum aperture of the lattice, the momentum range that can be simultaneously accommodated by the lattice, is largely a product of the maximum betatron tune spread and the chromaticity.

Chromaticity also introduces Landau damping, which inhibits beam instabilities due to collective effects. For the Recycler in particular, chromaticity is necessary to prevent a beam instability in which adjacent high-intensity particle bunches couple to each other through long-range relativistic Coulomb forces (see \cite{42}). Besides chromaticity, collective effects are mitigated in the Main Injector and Recycler by devices known as dampers \cite{43}. Damper
systems measure coherent beam oscillations and respond by deflecting the beam to cancel
the oscillation. A proposal to introduce octopoles in the Recycler for Landau damping was
found to be marginally effective [44].

Recently, an electron cloud instability was observed in the Fermilab Recycler that was
beyond the capability of either the chromaticity or the damper to prevent and delayed
commissioning of the Recycler [15, 45–47]. Electron cloud instabilities depend critically on
the surface of the accelerator beampipe, which improved over time in a process known as
beampipe conditioning [48]. Due to beampipe conditioning, the electron cloud instability
abated and the Recycler was able to resume commissioning. However, we expect to en-
counter this electron cloud instability again when we increase the bunch intensity as part
of the PIP-II upgrade. If high-intensity beampipe conditioning does not abate the electron
cloud formation again, a digital damper upgrade can be considered to address the instabil-
ity. Our research found that the distribution of batch intensities impacted the instability
and also that the instability forms as a consequence of the gradient dipoles in the Recy-
cler. The Recycler electron instability is a subject of active research which I contributed to
directly [45, 46] but it is beyond the scope of this dissertation.

When slip-stacking in the Recycler, recall there are two beams with differing average
momenta. The momentum aperture of the Recycler and Main Injector must accommodate
the entire momentum range of both beams. In addition, the higher momentum bunches
and lower momentum bunches must be captured in pairs by large buckets generated by the
Main Injector RF. During slip-stacking in the Recycler each bunch is maintained by RF
cavities no greater than 100kV and after slip-stacking those bunches are captured in the
Main Injector using a total RF cavity voltage of 600kV. Table 2.3 shows the combination
of changes in RF voltage and frequency used to capture the beam in the Main Injector and
accelerate it to 120 GeV. The Main Injector is operated with 18 RF cavities with that can
Table 2.3: The table indicates time into the Main Injector cycle, expected momentum of the beam, synchronous phase, and total Main Injector RF voltage.

2.5 PIP-II & PIP-III

PIP-II is a planned accelerator upgrade to increase the 120 GeV proton beam power from 700kW to 1.2MW in support of present and future 120 GeV neutrino experiments [7,49]. A major feature of the the PIP-II upgrade is a new 800 MeV superconducting Linac to replace the current 400 MeV Linac. Fig. 2.13 shows the siting of the new Linac. The increase in injection energy into the Booster allows the bunch intensity in the Booster to increase by 50%, because the relativistic motion slows down the Coulomb forces from the higher charge. An important manifestation of the relativistic space-charge forces is the incoherent betatron tune-shift, given by:

\[
\nu_{incoh} = -\frac{\pi \lambda r_o R}{2 \epsilon N \beta \gamma^2} \sim -\frac{N}{\beta \gamma^2} \tag{2.2}
\]

The energy increase and the intensity increase actually results in a net 25% decrease in the incoherent betatron tune-shift and thus may decrease losses associated with transverse parametric resonances.
To get to 1.2 MW, the PIP-II upgrade also requires shortening the Main Injector ramp time from 1.33 seconds to 1.2 seconds. With 70% higher beam power, the loss-rate of slip-stacking particles has to be reduced by at least 70% to keep nuclear activation below acceptable limits. The next three chapters will discuss the two proposals I have worked on to decrease the slip-stacking loss-rate - upgrading the Booster cycle-rate to 20Hz and installing a 20kV 106MHz RF cavity in the Recycler.

Figure 2.13: The PIP-II 800 MeV superconducting RF Linac injects directly into the Booster and takes advantage of existing infrastructure. The Linac can be upgraded to 1 GeV and still use the same transfer line. [7]

Any Fermilab substantial proton beam power upgrade beyond PIP-II project can be referred to as PIP-III [50]. The primary justification for the PIP-III upgrade is the Deep Underground Neutrino Experiment (DUNE) [49,51], formerly referred to as the Long Baseline Neutrino Experiment (LBNE). DUNE would measure matter-antimatter asymmetry in the neutrino sector, neutrino mass hierarchy, and neutrino oscillation parameters to great precision. The DUNE physics analysis grows in statistical power with the number of neu-
Table 2.4: The first phase of the experiment is for the PIP-II proton complex to deliver neutrinos to a 10 kT DUNE detector. In the second phase, the most significant neutrino results are obtained through a detector size upgrade, a proton power upgrade, or a combination of both. The final decision will depend on a cost-benefit analysis building on the experiences of the first phase. [50]

A Rapid Cycling Synchrotron (RCS) has been proposed for PIP-III to deliver a $\sim 2.4$ MW beam by replacing or upgrading the Fermilab Booster. The PIP-III RCS designs are largely classified in two types - a hybrid RCS or a smart RCS [50]. The hybrid RCS design require a 2-3 GeV Linac injection to achieve higher bunch intensity without increasing the space-charge tune spread [55]. The smart RCS design achieves multi-MW beam power by utilizing two new technologies - an electron lens to substantially compensate the space-charge tune-shift [56] and a nonlinear magnetic insert to substantially reduce transverse parametric resonances [57]. The availability and effectiveness of these beam dynamics technologies will
be verified in the next several years at the Fermilab Integrable Optics Test Accelerator (IOTA) [50, 58]. An electron lens or nonlinear magnetic insert could also be applied to the Fermilab Recycler to reduce losses from betatron resonances and collective instabilities.

PIP-III RCS scenarios have not traditionally included slip-stacking in the Recycler or the Main Injector because the current slip-stacking loss rates prohibit a significantly higher beam power. However, in the coming chapters I demonstrate that slip-stacking losses can be reduced to rates compatible with multi-MW beam power. If beam from a PIP-III RCS can successful undergo slip-stacking in the Recycler, the 120 GeV beam power under these scenarios is doubled.
CHAPTER 3

Slip-stacking Dynamics

In this chapter, we provide a new and in-depth analysis of the dynamics of slip-stacking, a technique used to increase beam power in the Fermilab proton accelerator complex. We forgo a comprehensive simulation of all the forces on the slip-stacking beam and elect instead to focus on the single-particle dynamics unique to slip-stacking. We use this approach to analyze the effect of the Booster cycle-rate on slip-stacking. The Booster cycle-rate is currently 15Hz and an upgrade to 20Hz cycle-rate is proposed for the near future.

3.1 Motivation

Slip-stacking is integral to high-intensity operation at Fermilab and will play a central role in upgrades to the accelerator complex [7, 15, 51]. Particle loss in the slip-stacking process is a limiting factor on ultimate performance [5, 7, 15] and the single-particle dynamics of slip-stacking are the dominant source of slip-stacking losses.

Slip-stacking was first demonstrated at the CERN SPS [59] but the emittance growth led to unacceptable particle losses. Subsequently, Fermilab has implemented slip-stacking operationally since 2004 [5, 60, 61]. At that time, the higher beam intensity was used to increase antiproton production for proton-antiproton collider experiments [62]. Currently, slip-stacking is applied to neutrino production for Neutrinos at Main Injector (NuMI) experiments [11–13]. Slip-stacking originally took place in the Fermilab Main Injector and
now slip-stacking is being commissioned for the Fermilab Recycler [15].

The Fermilab Proton Improvement Plan-II [7] calls for an improvement in beam power from 700 kW (with slip-stacking) to 1.2 MW with an eye towards multi-MW improvements. The 70% increase in proton intensity requires a commensurate decrease in the slip-stacking loss-rate to limit activation in the tunnel. In this chapter we show that including a 20-Hz Booster cycle-rate with the PIP-II upgrade would relax the limits on the Booster beam quality and cut particle losses due to slip-stacking. This work contributed to the decision to incorporate the 20Hz Booster cycle-rate into the PIP-II proposal [63]. A 20-Hz Booster also reduces the time required to accumulate 12 batches in the Recycler, making more beam available for 8-GeV experiments [8–10]. For example, a 1.2 s Main Injector cycle time would consume 9Hz of the Booster’s cycles, the additional available 8-GeV beam would increase from 6Hz to 11Hz. Furthermore, if the Main Injector ramp cycle is shortened to extract protons at 60 GeV [51], then a 20-Hz Booster would deposit more 60 GeV protons on the high-power target than a 15-Hz Booster.

The analysis of slip-stacking in our work is also intended to facilitate application of slip-stacking to other accelerators and non-accelerator systems with analogous dynamics. The slip-stacking Hamiltonian is isomorphic to the driven pendulum, which has been well-studied outside the accelerator context [64, 65]. In general, the dynamics discussed in this chapter apply to any system governed by (nearly) identical sinusoidal potentials moving with respect to each other (or equivalently, a sinusoidal potential oscillating in amplitude). This is relevant to standing wave traps which are used in optical and acoustic physics and are instances of a controllable sinusoidal potential [66].
3.2 Slip-stacking Accumulation Scheme

Slip-stacking is a particle accelerator configuration that permits two high-energy particle beams of different momenta to use the same transverse space in a cyclic accelerator (see [5,60]). The two beams are longitudinally focused by two RF cavities with a small frequency difference between them. Each beam is synchronized to one RF cavity and perturbed by the other RF cavity.

During slip-stacking, the two azimuthal beam distributions are manipulated as a consequence of their difference in RF frequency. As shown in Fig. 3.1, the two beams are injected on separated portions of azimuth with a small frequency difference and overlap gradually. When the cyclic accelerator is filled and the azimuthal distribution of the two beams coincide then the two beams are accelerated together by RF cavities operating at the average frequency. The potential beam intensity of a synchrotron is doubled through the application of this technique. Injecting into unoccupied azimuthal space is necessary to prevent the injection of the incoming beam from kicking out the existing beam. Similarly, the electrostatic kicker used to extract all the batches from the storage ring requires an azimuthal gap in order to change the orbit without causing beam losses.

As Fig. 3.1 shows, the slipping rate of the buckets must be properly synchronized to the injection rate of new batches. The difference between the two RF frequencies must be equal to the product of the harmonic number of the Booster RF and the cycle rate of the Fermilab Booster. So for a Booster with a 15-Hz cycle-rate we have a frequency separation of

$$\Delta f = h_B f_B = 84 \times 15 \text{ Hz} = 1260 \text{ Hz}$$

and for the proposed 20-Hz cycle-rate we have

$$\Delta f = h_B f_B = 84 \times 20 \text{ Hz} = 1680 \text{ Hz}.$$
Figure 3.1: The Booster batch is represented by the circles and the Recycler (or Main Injector) is represented by the seven-sector wheel. a) The first batch is injected into the ring. b) One Booster cycle later the second batch is injected in the azimuthal space immediately behind the first batch. This is known as boxcar stacking. c, d) Boxcar stacking injections continue until six Booster batches are stored in the ring. e) The RF frequency is semi-adiabatically lowered in between the sixth and seventh batch injection. f) The seventh batch is injected in the gap between the previous six batches. The two RF cavities are operating at different frequencies (slip-stacking). The first RF cavity matches the first six batches and the second RF cavity matches the next set of batches. g) One Booster cycle later the eighth batch is boxcar stacked with respect to the seventh batch and the frequency difference allows the injection to occur in the gap between the first six batches. h, i) Slip-stacking injections continue until twelve Booster batches are stored in the ring. j) One Booster cycle later the gaps of the first six and last six batches are aligned. At that time the batches are extracted to the Main Injector (if needed) and both beams are accelerated as one.
The difference in the frequency of the two RF cavities is related to the difference in momentum of the two beams by:

\[ \Delta \delta = \frac{\Delta f}{f_{\text{rev}} h \eta} \]  

where \( h \) is the harmonic number of the Recycler and \( \eta \) is the phase-slip factor of the Recycler (see Table 3.1). Consequently, the momentum difference between the two beams is 0.28% for the 15-Hz Booster and 0.37% for the 20-Hz Booster. The Recycler must be able to simultaneously accommodate beams in a range of momentum corresponding to the frequency difference between the RF cavities.

### 3.3 Independent Buckets Approximation

In order for particles to be accelerated after slip-stacking, particles must remain longitudinally focused into discrete bunches during slip-stacking. Fig. 3.2 shows the slip-stacking process at the level of individual bunches and RF buckets. This is an approximation however, because the dynamics of slip-stacking are explicitly time-dependent and there is no simple separatrix delineating the bucket boundary. The RF bucket is instead considered to be the region of stable phase-space area in which the beam can remain synchronized to one of the two RF cavities.

For slip-stacking, there is an RF phase associated with each of the two cavities. Without loss of generality, we adopt the frame of reference of a particle synchronized with upper RF frequency and add the influence of the lower RF cavity. If the frequency difference between the two RF cavities is \( \Delta f \) then the phase of the second cavity advances at \( 2\pi \Delta ft \) relative to the phase of the first cavity. We define \( \omega_\phi = 2\pi \Delta f \), the phase-slipping frequency. The equations of motions for a single particle under the influence of two main RF cavities are given by

\[ \dot{\phi} = 2\pi f_{\text{rev}} h \eta \delta, \quad \dot{\delta} = f_{\text{rev}} V_\delta [\sin(\phi) + \sin(\phi - \omega_\phi t)]. \]  

(3.2)
The corresponding second-order equation of motion is
\[ \ddot{\phi} = -\omega_s^2 \left[ \sin(\phi) + \sin(\phi - \omega_s t) \right]. \] (3.3)
and we expand this with a trigonometric identity as
\[ \ddot{\phi} = -\omega_s^2 \left[ \sin(\phi) + \sin(\phi) \cos(\omega_s t) - \cos(\phi) \sin(\omega_s t) \right]. \] (3.4)

In the rapid oscillation limit \( \omega_\phi \gg \omega_s \) the perturbation from second RF system averages out rapidly and Eq. 3.4 approaches the single-RF system given by Eq. 1.11. Similarly, from the frame of reference of particles synchronized to the second RF system, the perturbation from the first RF system averages out rapidly. At more moderate values of \( \omega_\phi \) relative to \( \omega_s \), the perturbation effect complicates the motion and reduces the stable phase-space area. This effect is quantified by the slip-stacking parameter \( \alpha_s \) [59, 60, 67] defined:
\[ \alpha_s = \frac{\omega_\phi}{\omega_s} \] (3.5)
The slip-stacking parameter can equivalently be defined in terms of the separation between the single-RF buckets relative to the bucket height. Fig. 3.3 shows the single-RF buckets and stable phase-space area for selected values of $\alpha_s$.

Figure 3.3: The black lines show the stable phase-space area of the single-RF bucket, an RF bucket without the perturbation from the second RF cavity. The blue lines show the stable phase-space area of the slip-stacking bucket. As the regions of phase-space separate, the stable phase-space area of the slip-stacking bucket approaches the single-RF bucket.

All nontrivial dynamics of Eq. 3.3 depend only on $\alpha_s$. For example, if one slip-stacking configuration has phase-slipping frequency $\omega_\phi$ and another configuration with the same $\alpha_s$ has phase-slipping frequency $\omega'_\phi$ then the second phase space diagram is isomorphic to the first where the $\delta$ axis must be scaled by $\omega'_\phi/\omega_\phi$.

### 3.4 General Perturbative Solution

Eq. 3.4 can be expanded into powers of $\phi$ to consider the small $\phi$ perturbation:

$$\ddot{\phi} = -\omega^2_s \left\{ \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k + 1)!} \phi^{2k+1} [1 + \cos(\omega_\phi t)] - \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k)!} \phi^{2k} \sin(\omega_\phi t) \right\}. \quad (3.6)$$

We use the Poincare-Lindstedt method (see Ch. 2 of [3]) to find the perturbative solution.
to Eq. 3.6 as a linear combination of oscillatory terms. We substitute the case \( \phi = 0 \) into Eq. 3.6 and we solve to generate \( \phi = -\alpha_s^2 \sin(\omega \phi t) \). Next we use \( \phi = -\alpha_s^2 \sin(\omega \phi t) \) to generate \( A_n \sin(n \omega \phi t) \) terms. The coefficients \( A_n \) are of the order \( \alpha_s^{-2n} \) and do not depend on the initial coordinates of the particle. These terms form the particular solution:

\[
\phi_p = \sum_{n=1}^{\infty} A_n \sin(n \omega \phi t).
\] (3.7)

The frequency spectrum of the particular solution depends only on harmonics of \( \omega \phi \) and therefore returns to the same point every phase-slipping period \( T_\phi \). The particular solution is a fixed point in the Poincaré map but corresponds to a moving bucket center in real time. General trajectories perform synchrotron oscillations around this moving bucket center, as shown in Fig. 3.4. Poincaré maps for other values of \( \alpha_s \) are given in Appendix A.

We continue the perturbation to the general case by using \( \phi = \phi_p + \rho \sin(\omega_s t + \psi) \), the sum of the particular solution (Eq. 3.7) and the rapid-oscillation solution (Eq. 1.13). Using \( \phi = \phi_p + \rho \sin(\omega_s t + \psi) \) generates terms of the form \( B_{m,n} \sin[m(1 + \sigma) \omega_s t + n \omega \phi t + m \psi] \). The shift in the synchrotron oscillation frequency \( \sigma \) is a necessary contribution to the coefficient of \( \sin[1 + \sigma] \omega_s t + \psi \) in Eq. 3.6 to counterbalance the contribution made by the cross-multiplication of higher order \( B_{m,n} \sin[m(1 + \sigma) \omega_s t + n \omega \phi t + m \psi] \) terms. For any integer \( m > 0 \) and any integer \( n \), the coefficients \( B_{m,n} \) are of the order \( \rho^m \alpha_s^{-2|n|} \); except when \( m \) is even and \( n = 0 \), in which case the coefficients \( B_{m,0} \) are of the order \( \rho^m \alpha_s^{-2} \). Writing out the full perturbative solution, we have:

\[
\phi = \sum_{n=1}^{\infty} A_n \sin(n \omega \phi t) + \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} B_{m,n} \sin[m(1 + \sigma) \omega_s t + n \omega \phi t + m \psi]\]

\[
+ \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} B_{m,n} \sin[m(1 + \sigma) \omega_s t - n \omega \phi t + m \psi].
\] (3.8)

The trajectory of a particle in a slip-stacking RF bucket is referred to as a (purely) rotating solution in the driven-pendulum literature. The particular solution was previously obtained by Zhang and Ma [68]. An alternate perturbative approach for the general solution in
Figure 3.4: (top) A phase-space trajectory (blue) of a slip-stacking particle near the center of its RF bucket. The motion primarily consists of two oscillations, one at the synchrotron frequency and one at the phase-slipping frequency. A Poincaré section of this trajectory, the coordinates of the particle once every phase-slipping period, is shown in red. (bottom) Poincaré sections for several phase-space trajectories. The fourth-order and fifth-order resonances are clearly seen.
The implicit form is given in [69]. We are first to find a general and explicit solution.

The perturbative solution for the small oscillations around the moving bucket center can be expressed in coefficients up to order $\alpha_s^{-4}$ and $\rho \alpha_s^{-2}$. The derivation shown in Appendix B leads to the equations of motion:

$$
\phi = A_1 \sin(\omega_s t) + A_2 \sin(2\omega_s t) \\
+ \rho \sin[(1 + \sigma)\omega_s t + \psi] \\
+ B_{1,1} \sin[(1 + \sigma)\omega_s t + \omega_\phi t + \psi] + B_{1,-1} \sin[(1 + \sigma)\omega_s t - \omega_\phi t + \psi].
$$

(3.9)

$$
\delta = \frac{1}{2\pi f_{rev} \eta} \dot{\phi}.
$$

(3.10)

$$
A_1 = -\frac{1}{\alpha_s^2 - 1}.
$$

(3.11)

$$
A_2 = \frac{1}{(2\alpha_s)^2 - 1} \left( \frac{A_1}{2} \right).
$$

(3.12)

$$
B_{1,\pm 1} = \frac{\alpha_s^{-1}}{\alpha_s \pm 2} \left( \frac{\mathcal{P}}{2} \right).
$$

(3.13)

$$
\sigma = \frac{3\alpha_s^{-4}}{4}.
$$

(3.14)

The parameters $\rho$ and $\psi$ are determined by initial conditions, shown explicitly in Appendix B. We are the first to discover and calculate the dependence of the synchrotron frequency shift $\sigma$ on the slip-stacking perturbation.

Substituting the perturbative terms from Eq. 3.8 into Eq. 3.6 indicates that a new parametric resonance will occur wherever

$$
m\omega_s (1 + \sigma) = m\omega_\phi' = n\omega_\phi.
$$

(3.15)

For example, the $\rho^m \alpha_s^{-2(n-1)} \sin[m(1 + \sigma)\omega t - (n - 1)\omega_\phi t + m\psi]$ term will be multiplied by $\cos(\omega_\phi t)$ in Eq. 3.6 and lead to an uncontrolled growth term $\ddot{\phi} \propto \rho^m \alpha_s^{-2(n-1)} \sin(m\psi)$.

The Poincaré map in Fig. 3.4 reveals the resonant behavior. The case where $m\omega_s = \omega_\phi$ was previously investigated by Mills [67]. An analytical description of the stable phase-space boundary (the largest invariant circle) is beyond the scope of this research.
3.5 Stability Maps and Area Factors

The size and shape of slip-stacking buckets determine which portion of an injected beam distribution is lost. In application, lost particles migrate to an incorrect azimuthal location and consequently collide into the beampipe during injection, extraction, or acceleration (see next chapter). We map the stability of initial particle positions by integrating the equations of motion for each position. The integration is iterated for a sufficiently large number of revolutions (at least 30 synchrotron periods). The stability of the particle is tested after every phase-slipping period. A particle is considered lost if its phase with respect to each of the first RF cavity, the second RF cavity, and the average of the two RF cavities, is larger than a certain cut-off (we used $3\pi/2$). The remaining particles therefore belong to one of four stable regions shown in Fig. 3.5: one for the higher frequency, one for the lower frequency, one for the average frequency and average phase, and one with average frequency but $\pi$ offset from the average phase. These two stable regions at the average frequency are the original examples of dynamic stabilization [70]. Appendix C shows stability maps for other values of $\alpha_s$.

We find some slip-stacking trajectories show the features of chaotic escape [71, 72] and lead to particle loss only after thousands of revolutions. The stable phase-space area as a function of time is shown in Fig. 3.6 for several values of $\alpha_s$.

The bucket area is computed as the product of the total number of ultimately surviving points and the cell area. We define the slip-stacking area factor $F(\alpha_s) = A_s/A_0$ as the ratio of the slip-stacking bucket area to that of a single-RF bucket with the same RF voltage and frequency. The area factor follows the notation of Lee (Ch. 3.II of [2]) for accelerating beams, in which the ratio of running bucket area to stationary bucket area is used. Particles in the bucket are described by Eq. 3.8 with finite coefficients and the bucket area is conserved. Consequently $F(\alpha_s)$ does not depend on the initial RF phase difference.
Figure 3.5: Stability of initial coordinates for $\alpha_s = 4.4$. The color corresponds to the number of synchrotron periods a particle with the corresponding initial coordinates survives before it is lost. The two large stable regions correspond to the higher and lower RF buckets where beam is injected and maintained. The two stable regions along the $\delta_A = 0$ axis are created by the interaction between the two RF cavities.
Figure 3.6: The stable area of the slip-stacking bucket relative to a single RF bucket, is plotted on a log scale and plotted over time. Each curve corresponds to a simulation with a different value of $\alpha_s$ with $\alpha_s = 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0, 6.5, 7.0, 7.5, 8.0$ (going from the bottom line to the top line). The rapid losses at the beginning corresponds to regions of phase space in which particles rapidly slip by both slip-stacking buckets. In the next phase, chaotic particle loss occurs asymptotically.
used to generate the stability map. We write the phase space area \((\phi \cdot \delta \text{ units})\) using \(F(\alpha_s)\):

\[
A_s = A_0 F(\alpha_s) = \frac{16}{\hbar|\eta| \omega_{rev}} \frac{\omega_s}{\omega_s} F(\alpha_s).
\] (3.16)

Fig. 3.7(a) plots the numerically derived slip-stacking area factor \(F(\alpha_s)\). Using Fig. 3.7(a) with Eq. 3.16 provides the first method for calculating the slip-stacking stable phase-space area without requiring each case to be simulated individually. \(F(\alpha_s)\) increases rapidly above \(\alpha_s \approx 3\) and asymptotically approaches 1. \(F(\alpha_s)\) has several local minimum where resonances are crossed; this loss of area occurs when large amplitude trajectories have a parametric resonance and therefore does not occur at precise integer values of \(\alpha_s\).

In application, slip-stacking is tuned to maximize stable phase-space area while holding \(\omega_\phi\) constant. The value of \(\omega_\phi\) is generally constrained by gross features of the accelerators, for example the harmonic number and cycle time. The slip-stacking parameter \(\alpha_s\) is tuned through changing \(\omega_s\) which is proportional to the square root of the applied RF voltage. Furthermore \(\omega_s\) changes the bucket area by both the slip-stacking area factor \(F(\alpha_s)\) and the single-RF bucket area, so there is an optimal voltage in which phase space area is maximized. We absorb the dependence on \(\omega_s\) in Eq. 3.16 by defining the modified slip-stacking area factor \(Z(\alpha_s, \lambda)\):

\[
A_s = \frac{16}{\hbar|\eta| \omega_{rev}} \left( \frac{F(\alpha_s)}{\alpha_s} \right) = \frac{16}{\hbar|\eta| \omega_{rev}} \omega_\phi Z(\alpha_s).
\] (3.17)

This modified slip-stacking area factor \(Z\) is proportional to the slip-stacking phase-space area with a coefficient independent of voltage. The modified area factor \(Z(\alpha_s)\) is graphed in Fig. 3.7(b). \(Z(\alpha_s)\) is maximal near \(\alpha_s = 6.2\) and when considering other optimization criteria 5.5 to 7 is a practical tuning range for \(\alpha_s\).
Figure 3.7: (a) The slip-stacking area factor as a function of $\alpha_s$. As $\alpha_s$ increases the distance between the RF buckets becomes greater, the buckets become more independent, and the slip-stacking bucket area approaches the single-RF bucket area. (b) The modified slip-stacking area factor as a function of $\alpha_s$. The modified slip-stacking area factor is maximized near $\alpha_s = 6.2$. 

3.6 Injection Efficiency of Gaussian Beams

The stability maps can also be used to analyze injection scenarios, by weighting the (scaled) stability maps according to a distribution that represents the number of incoming particles injected into that region of phase-space. We used this technique to identify the 97% admittance, the greatest longitudinal emittance an incoming gaussian-distributed beam could have and still achieve 97% injection efficiency at its optimal value of $\alpha_s$. The 97% longitudinal beam emittance is given in Eq. 3.18 below:

$$\epsilon = \pi \sigma_p \sigma_T, \quad \epsilon_{97\%} = 2.17^2 \pi \sigma_p \sigma_T$$

The current accelerator upgrade proposal, Proton Improvement Plan II (PIP-II) [7], defines a minimum 97% slip-stacking efficiency required to maintain current loss levels while increasing intensity. Fig. 3.8 shows the 97% longitudinal admittance as a function of aspect ratio and demonstrates the consequences of a mismatched injection into a slip-stacking bucket. Fig. 3.9 shows the optimal value of $\alpha_s$ as a function of aspect ratio. The optimal value of $\alpha_s$ determines the optimal RF cavity voltage, shown in Fig. 3.10. These results were obtained using parameter values specific to slip-stacking in the Fermilab Recycler (see Table. 3.1).

A measured value for the Booster emittance is 0.17 eV·s (see next chapter). The Fermilab Booster uses bunch rotation via quadrupole excitation [35, 36], with parameters that are actively tuned to minimize losses. With bunch rotation, the aspect ratio is measured to be 1.45 MeV/ns at extraction from the Booster (see next chapter). At Recycler rf cavity voltage $V_0 = 100$ kV, the slip-stacking parameter for the Recycler is $\alpha_s(V_0) \approx 4.39$ for a 15-Hz Booster cycle-rate and $\alpha_s(V_0) \approx 5.86$ for a 20-Hz Booster cycle-rate. For other voltages, the Recycler slip-stacking parameter is given by $\alpha_s(V) = \alpha_s(V_0) \sqrt{V/V_0}$.

We examine the 97% efficiency benchmark for both a 15-Hz Booster cycle-rate and a 20-
Figure 3.8: The 97% admittance at 97% efficiency (at an optimal value of $\alpha_s$) is shown as a function of aspect ratio. The bottom line (black) is for the 15-Hz Booster cycle-rate (status quo) and top line (red) is for 20-Hz Booster cycle-rate (PIP-II).
Figure 3.9: The optimal slip-stacking parameter $\alpha_s$ for maximum emittance (at 97% efficiency) is shown as a function of aspect ratio. Values of $\alpha_s$ greater than 8 are not evaluated. The bottom line (black) is for the 15-Hz Booster cycle-rate (status quo) and top line (red) is for 20-Hz Booster cycle-rate (PIP-II).

Figure 3.10: The optimal Recycler RF voltage for maximum emittance (at 97% efficiency) is shown as a function of aspect ratio. The bottom line (black) is for the 15-Hz Booster cycle-rate (status quo) and top line (red) is for 20-Hz Booster cycle-rate (PIP-II).
Recycler Kinetic Energy ($E$) | 8 GeV
---|---
Recycler Reference RF freq. ($f$) | 52.8 MHz
Recycler Harmonic number ($h$) | 588
Recycler Phase-slip factor ($\eta$) | $-8.6 \times 10^{-3}$
Maximum Recycler RF Voltage ($V$) | $2 \times 150$ kV
Booster harmonic number ($h_B$) | 84
Booster cycle rate ($f_B$) | 15/20 Hz
Difference in Recycler RF freq. ($\Delta f$) | 1260/1680 Hz
Measured Booster emittance ($\epsilon_{97\%}$) | 0.17 eV·s
Nominal Booster Aspect Ratio | 3.00 MeV/ns
Rotated Booster Aspect Ratio | 1.45 MeV/ns
Nominal Recycler Aspect Ratio (100 kV) | 1.06 MeV/ns
Nominal Recycler Aspect Ratio (57 kV) | 0.80 MeV/ns

Table 3.1: Recycler and Booster parameters used in analysis.

Hz Booster cycle-rate. A 20-Hz Booster cycle-rate increases the RF frequency separation by a factor of 4/3 and therefore permits a 4/3 higher bucket height (for the same level of bucket independence $\alpha_s$). Consequently a 20-Hz Booster cycle-rate permits operation with either a significantly greater Booster admittance or injection efficiency. Fig. 3.11 superimposes a Booster beam injection (3 MeV/ns) for a 15-Hz Booster slip-stacking bucket and 20-Hz Booster slip-stacking bucket. For a beam with an injected aspect ratio of 2.00 MeV/ns the 97% admittance is 0.132 eV·s for a 15-Hz Booster cycle-rate and 0.218 eV·s for a 20-Hz Booster cycle-rate. Table 3.2 shows the improvement from a 20-Hz Booster cycle-rate as greater efficiency. A 20-Hz Booster cycle-rate is clearly superior for high-intensity operation.

The scaling symmetry used to analyze the 20-Hz Booster cycle-rate can generalized. An optimization at phase-slipping frequency $\omega_\phi$ and aspect ratio $r$ is equivalent to an optimization at phase-slipping frequency $\omega'_\phi$ and aspect ratio $(\omega'_\phi/\omega_\phi)r$. The same optimal slip-stacking parameter would be obtained at a higher synchrotron frequency $(\omega'_\phi/\omega_\phi)\omega_s$. 
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Figure 3.11: The shape of the slip-stacking Bucket is shown in black for the case of the 15-Hz Booster and in red for the case of the 20-Hz Booster. Both slip-stacking buckets are calculated for $\alpha_s = 5.5$ and optimized for bucket height. The three dashed blue lines represent $1\sigma$, $2\sigma$, and $3\sigma$ of a Gaussian distribution representing a typical Booster injection. In this case, the beam emittance is 0.1 eV·s and the aspect ratio is 3 MeV/ns.

Table 3.2: Holding aspect ratio and emittance constant, the slip-stacking losses are dramatically reduced in a 20-Hz Booster. Bolded values pass the 97% efficiency benchmark.
increasing the rf voltage at \((\omega'_p/\omega_p)r\) to \((\omega'_p/\omega_p)^2V\).

### 3.7 Recycler Slip-stacking Constraints

In this section we consider two additional types of hardware constraints on slip-stacking. The first constraint is on the performance of RF cavities. These include beam-loading effects, RF voltage constraints, and RF power constraints. The second constraint is momentum aperture, the range of beam momentum that can be stored in the storage ring lattice. The constraints depend on the specific RF cavity and magnet hardware installed in the Recycler.

Beam-loading effects impact the effectiveness of slip-stacking and were addressed in the Main Injector by the development of a beam-loading compensation system with -14dB feedback and -20dB feedforward [73–75]. The beam-loading effects on slip-stacking in the Recycler will be an order of magnitude weaker than in the Main Injector and can be compensated if necessary. The typical beam-loading voltage is \(\sim 2\text{kV}\) [74] compared to a typical RF cavity voltage of 90kV [75]. In the Main Injector the \(R_{sh}/Q\) of the RF cavities is 100Ω [74], while in the Recycler the \(R_{sh}/Q\) is 13Ω [76]. Slip-stacking loss studies (see next chapter) indicate the losses are not dominated by intensity-dependent effects.

The gains in slip-stacking efficiency under the 20-Hz Booster scenario also require an increase in the operating voltage of the RF cavities (see Fig. 3.10). The Recycler RF cavities are designed for 150 kV maximum voltage [76] but operational experience has shown that reliability suffers at voltages above 100 kV. If we increase the RF cavity voltage from 64 kV to 100 kV, this is a factor of \(\sim 1.56\). The duty factor may also decrease (by no more than 3/4) in the case of a 20-Hz Booster; the power dissipation would increase by at least \((3/4)(100/64)^2 \approx 1.83\). The maximum Recycle RF power is 150 kW, preparation for a 20-Hz Booster should include the possibility of overheating in the Recycler RF cavities.
Table 3.3: The required momentum aperture for slip-stacking in the Recycler depending on the momentum range of the incoming beam, the injection scheme, and the Booster cycle-rate. Fig. 3.12 depicts the two injection schemes. Bolded values pass a 0.6% benchmark.

A 20-Hz Booster would best be implemented in conjunction with a change in the slip-stacking injection scheme to avoid encountering limits in momentum aperture. Kourbanis measured the Recycler momentum aperture in May 2014 to be 0.74% for 95% transmission and 0.53% for 99% transmission [77]. It should be noted that this momentum aperture is limited by the dynamic aperture, which means that it is sensitive to chromaticity and betatron tuning; it is less than half of the physical aperture, the momentum aperture the could conceivably be achieved with improvements to the lattice (see [78]). The Recycler chromaticity is tuned between -5 and -10 to Landau damp the transverse space-charge beam-coupling impedance instability [42].

The total momentum range used during slip-stacking is shown in Table 3.3. The 20-Hz Booster requires greater RF frequency separation and therefore the total momentum used in any injection scheme would increase. However as Table 3.3 indicates, switching from the “On-Energy” injection with a 15-Hz Booster (status quo) to “Off-Energy” injection 20-Hz Booster (proposed) is actually a net decrease in the total momentum usage. These two injection schemes are depicted in Fig. 3.12.

In the “On-Energy” injection scheme (see Fig. 3.12 left), the extraction energy from the

<table>
<thead>
<tr>
<th>Momentum Usage</th>
<th>15 Hz</th>
<th>20 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>with ± 12 MeV &amp; “On-Energy” Injection</td>
<td>0.72 %</td>
<td>0.86 %</td>
</tr>
<tr>
<td>with ± 12 MeV &amp; “Off-Energy” Injection</td>
<td>0.58 %</td>
<td>0.67 %</td>
</tr>
<tr>
<td>with ± 8 MeV &amp; “On-Energy” Injection</td>
<td>0.63 %</td>
<td>0.76 %</td>
</tr>
<tr>
<td>with ± 8 MeV &amp; “Off-Energy” Injection</td>
<td>0.48 %</td>
<td>0.57 %</td>
</tr>
<tr>
<td>with ± 4 MeV &amp; “On-Energy” Injection</td>
<td>0.52 %</td>
<td>0.66 %</td>
</tr>
<tr>
<td>with ± 4 MeV &amp; “Off-Energy” Injection</td>
<td>0.38 %</td>
<td>0.47 %</td>
</tr>
</tbody>
</table>
Figure 3.12: (left) The On-Energy injection scheme spans the frequencies $f_0 - \Delta f$ to $f_0 + \Delta f/2$. (right) The Off-Energy injection scheme spans the frequencies $f_0 - \Delta f/2$ to $f_0 + \Delta f/2$.

Booster is the injection energy into the Main Injector. The frequencies of the Recycler RF cavities move to ensure the injection and extraction is simple, but at the cost of greater momentum usage. In the “Off-Energy” injection scheme (see Fig. 3.12 right), the extraction from the Booster is at a momentum $\Delta \delta/2$ lower or higher than the momentum of the beam injected into the Main Injector ( [13], p. 8-109). In the “Off-Energy” scheme, the Booster must be tuned separately for injection into the Recycler for slip-stacking and for the 8-GeV beamline. The advantage offered by this alternate injection scheme is that only $\Delta \delta$ and the full bucket height must be accommodated, rather than the $(3/2)\Delta \delta$ and the full bucket height required by the On-Energy injection scheme. Eq. 3.1 relates the frequency difference with the momentum difference.

3.8 Conclusion

In summary, we have provided a framework for addressing both stability of particles in a slip-stacking potential. We introduce the slip-stacking area factor $F(\alpha_s)$ and the modified area factor $Z(\alpha_s)$ as tools to calculate the stable slip-stacking bucket area for any combination of accelerator parameters. We obtain an explicit general perturbative solution for
the trajectory of stable slip-stacking particles. We describe a series of new parametric resonances in slip-stacking. We provide a general method for analyzing slip-stacking injection scenarios. We identify how the dynamics of slip-stacking correspond to the driven pendulum and moving standing wave traps.

We demonstrate that the 20-Hz Booster cycle rate provides a consequential improvement to the slip-stacking efficiency and bucket area. We recommend an injection scheme which wholly compensates for the increased momentum usage required by the larger RF frequency separation. We predict the optimal RV cavity voltage for the 20-Hz Booster and identify the potential overheating issue.
CHAPTER 4

Slip-stacking Loss Measurements

In this chapter, we measure the longitudinal phase-space distribution of the beam immediately before slip-stacking and we also measure the losses in the Main Injector attributed to slip-stacking in the Recycler. Then we simulate the same process and compare it to our results. The reasonable agreement between measurement and simulation validates the numerical approach in the previous (and next) chapter. A critical part of controlling losses in the Main Injector was identifying sources of loss [5] and in this way our study supports the Recycler commissioning effort.

In particular, the experiment described in this chapter allows us to directly measure the impact of the 20Hz Booster upgrade on slip-stacking. A Booster cycle-rate of 15Hz corresponds to a 1260Hz RF frequency separation in the Recycler and when Booster cycle-rate of 20Hz corresponds to a 1680Hz RF frequency separation in the Recycler. In this experiment, we vary the RF frequency separation in the Recycler (while the Booster ramp remains the same).

4.1 Tomography Measurements of Beam Distribution

Detailed analysis of slip-stacking requires a realistic model of the phase-space distribution of the injected beam. We used the tomography program developed by Evans [79] to obtain a measurement of the longitudinal distribution of the beam injected into the Recycler.
Fig. 4.1 shows the measurement of the longitudinal distribution of the beam from a typical 2+6 slip-stacking cycle.

Figure 4.1: (left) Tomography measurements of longitudinal distribution of beam injected into the Recycler. Distribution calculated from an average across Booster batch. Measurement taken from a typical 2+6 slip-stacking on May 27th 2015 at a bunch intensity of \(5.1 \times 10^{10}\) protons. (right) Bigaussian fit of the measured longitudinal distribution.

The longitudinal distribution obtained from measurement was fit with a bivariate gaussian distribution. The resulting fit is shown in Fig. 4.1 and the resulting fit parameters are given in Table 4.1. A similar measurement made by Seiya et. al. [80] in 2007 found about 70% greater longitudinal emittance at a comparable beam intensity. The fit, compared to the direct measurement, has smoother and longer tails.

4.2 Overview of Slip-stacking Beam Loss Study

The analysis of slip-stacking in this dissertation focuses primarily on losses due to single-particle longitudinal dynamics. To understand the impact of this work on operationally observed slip-stacking losses, we designed a study to isolate these losses from other losses that may occur in the proton cycle.
Table 4.1: Parameters for gaussian fit of the longitudinal distribution measured by tomography.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporal Mean ($\mu_t$)</td>
<td>+0.11 ns</td>
</tr>
<tr>
<td>Energy Mean ($\mu_E$)</td>
<td>-0.12 MeV</td>
</tr>
<tr>
<td>Temporal Sigma ($\sigma_t$)</td>
<td>± 2.86 ns</td>
</tr>
<tr>
<td>Energy Sigma ($\sigma_E$)</td>
<td>± 4.12 MeV</td>
</tr>
<tr>
<td>97% Emittance ($\epsilon_{97%}$)</td>
<td>0.17 eV·s</td>
</tr>
<tr>
<td>99% Emittance ($\epsilon_{99%}$)</td>
<td>0.25 eV·s</td>
</tr>
<tr>
<td>Aspect Ratio ($\sigma_p/\sigma_t$)</td>
<td>1.45 MeV/ns</td>
</tr>
</tbody>
</table>

Fig. 4.2 shows the custom beam cycle used to analyze slip-stacking losses. The beam is injected into the Recycler synchronized with one RF cavity and perturbed by the other RF cavity. The beam loss in the Recycler and the Main Injector is measured in the beam cycle and the cycle is repeated many times with different Recycler RF parameters. The first parameter varied between cycles is the RF voltage of the two Recycler cavities – 25kV, 40kV, 55kV, 70kV, or 85kV – which was kept the same for both RF cavities. The second parameter varied is the frequency separation between the two RF cavities – 840Hz, 1050Hz, 1260Hz or 1680Hz – with the first RF cavity frequency fixed and the second RF cavity frequency a variable amount lower. A control case in which the second RF cavity was turned off, was also measured. These parameters change the slip-stacking parameter $\alpha_s$ and consequently affect the stable phase-space area of the slip-stacking buckets (see previous chapter).

The single-particle longitudinal dynamics of slip-stacking determines the stable phase-space area of the slip-stacking buckets. Particles not captured in the slip-stacking buckets instead slip with respect to both beams in the Recycler. Those slipping particles may be lost during extraction to the Main Injector, and those that are transferred to the Main Injector are highly unlikely to be captured in the RF bucket of the Main Injector. Particles not
Figure 4.2: (1) A single low-intensity Booster batch is injected into the Recycler, synchronized with one RF cavity and stored for six Booster ticks. The perturbs the stored beam from a fixed frequency separation. (2) The frequency of both RF cavities is ramped linearly in the Recycler during the last Booster tick. The extraction energy of the beam matches the extraction energy of the upper beam in a typical slip-stacking cycle. (3) The Recycler beam is extracted and captured by a large RF bucket in the Main Injector. (4) The beam is accelerated according to the normal MI ramp cycle (see Table 2.3).
captured in RF bucket of the Main Injector are lost when the beam is accelerated. Particles capture near the MI bucket boundary may be also lost during transition crossing. Fig. 4.3 shows particles losses in the Main Injector associated with slip-stacked beam as measured by \( I : \text{BEAM} \).

A primary goal of this loss study is to distinguish these losses unique to slip-stacking from operational losses attributed to other effects. The study uses a slip-stacking cycle with a single low intensity batch \((1.5 \times 10^{12} \text{ protons})\) to reduce losses directly associated with beam-loading or collective effects. The energy of the slip-stacking beam does not vary between cycles and therefore losses associated with insufficient momentum aperture are held constant across all cycles. The transverse optics are also held constant across all cycles.

The slip-stacking loss study took place on June 11th and July 2nd 2015 concurrent with commissioning of the Recycler for 2+6 slip-stacking [15] and record beam power to the NOvA experiment [16]. The slip-stacking loss study used the \( E1 \) event, a study cycle that occurs once every one-minute supercycle and does not interfere with Fermilab neutrino production. Ten cycles were measured for each of the five Recycler RF voltage conditions (25kV, 40kV, 55kV, 70kV, 85kV), for each of five Recycler RF frequency separation conditions (840Hz, 1050Hz, 1260Hz, 1680Hz, second RF off), and for each of the two runs (June 11th and July 2nd).

### 4.3 Loss Study Results

The beam losses observed in this study are inferred by decreases in beam intensity measured by Direct Current Beam Current Transformers (DCCTs) [81]. The Fermilab ACNET control system [82] was used to log the beam intensity throughout the study. The beam was measured between the Booster and the Recycler using \( R : \text{TOR853} \), measured in the Recycler using \( R : \text{BEAM} \), measured between the Recycler and the Main Injector using \( R : \text{TOR905} \), and
Figure 4.3: Beam intensity in the Main Injector for a typical 2+6 slip-stacking cycle. The majority of losses occur in the first 100 ms after injection into the Main Injector. This occurs because the captured beam is accelerated and then remaining particles are left behind and ultimately lost. At the 1.1 second mark, a smaller beam loss is incurred when transition energy is crossed in the Main Injector.
measured in the Main Injector using I:BEAM. These DCCTs respond linearly with beam intensity but are not calibrated to each other. The DCCTs also have a known dependence on beam quality parameters such as bunch length [81] that may not be the same for all DC-CTs. Variation in beam quality prevented us from relating beam intensity in the Recycler to beam intensity in the Main Injector, therefore losses during extraction from the Recycler could not be measured. However beam losses in the Main Injector could be measured (see Fig. 4.3) and these losses are the dominant part of our signal.

Fig. 4.4 shows the fraction of particles lost in the Main Injector for each RF voltage and RF frequency separation case. The qualitative features of these results are consistent with the results of the previous chapter. The greater the frequency separation between the RF cavities, the lower the loss rates are. When the frequency separation is low (840Hz and 1050Hz), the slip-stacking parameter $\alpha_s$ is too low and the stable phase-space area is maximized with minimal RF voltage. Conversely, at high frequency separation (1680Hz) there is no increase in loss rates with higher RF voltage. For a moderate frequency separation (1260 Hz) the optimal RF voltage is some intermediate value.

The apparent overlap of the 840Hz and 1050Hz loss data is not expected. One possible explanation would be if 840Hz lost a greater number of particles during extraction from the Recycler and therefore those losses were not recorded in the Main Injector. Another possible explanation is systematic error between the 840Hz and 1050Hz datasets which generally took place at least an hour apart and may have differed in beam quality.

The error bars shown in Fig. 4.4 are caused by significant cycle-to-cycle variation as well as significant variation between the two runs. Fig. 4.5 shows the results with each run averaged separately. Fig. 4.6 shows several 70kV 1260Hz datasets from each run. This variation in loss rate likely represents a variation in Booster beam quality. This represents a systematic error up to 1.5% an may explain the relationship between the 840Hz and 1050Hz
Figure 4.4: The fraction of particles lost in the Main Injector as a function of RF voltage and RF frequency separation in the Recycler. The points indicate the average beam loss across all cycles with the same Recycler RF parameters (in both runs) and the corresponding dashed lines indicate a one standard deviation margin around this average.
datasets. Although the beam intensity drifts within a range of ±10% over several hours, the variation in beam quality did not depend on beam intensity (as it did in [80]). The variation in the beam quality can be caused by changing conditions in the Booster, Linac, or H⁻ Source.

Figure 4.5: The fraction of particles lost in the Main Injector as a function of RF voltage and RF frequency separation in the Recycler. The lines indicate the average beam loss across all cycles with the same Recycler RF parameters for a particular run (June 11th or July 2nd). The discrepancy between the averages obtained for each of the two runs can be as large as 1.5%.

The datasets with 1680Hz RF frequency separation and with no second RF off coincide almost completely. This indicates that the slip-stacking perturbation is negligible at this frequency separation (for RF voltages less than 100 kV and with the current beam emittance). Recall that slip-stacking as it currently operates in the Recycler has a 1260Hz RF frequency separation that the 1680Hz RF frequency separation would be operational if the Booster cycle-rate is upgraded to 20Hz as part of PIP-II [63]. This study indicates that
Figure 4.6: The 70kV 1260Hz dataset was measured several times during each run. Each cycle is plotted as a function of beam intensity and loss rate. The samples taken during the June 11th run and the July 2nd run are light and dark respectively. The variation in beam quality is significant.
losses in the Main Injector will be reduced by at least a factor of 2 (from 1% to 0.5%).

There is an apparent minimum 0.5% ± 0.2% particle loss that persists even with the Recycler RF voltage maximized and with the second RF cavity off (see Fig. 4.4 and Fig. 4.5). Therefore this loss cannot be caused by a slip-stacking perturbation from the second RF cavity. However, these particles are lost after the start of the Main Injector ramp, like other slip-stacking loss (see Fig. 4.3). This constant source of loss is unexpected and several hypotheses were considered. If these losses corresponded to off-momentum particles not captured by the Recycler RF, one would expect the losses to be sensitive to Recycler RF voltage. The momentum acceptance of the Main Injector RF bucket is higher than that of the Recycler RF bucket, so these particles are not lost due to inadequate RF voltage in the Main Injector either. Studies with lower intensity batches (0.5 × 10^{12} protons) indicate that beam-loading and collective effects account for no more than 0.15% particle loss. Losses from transition crossing in the Main Injector were measured to be less than 0.05% particle loss. We believe that the losses correspond to particles off-phase and off-momentum not captured by the Recycler RF for any voltage, as depicted in Fig. 4.7. Nonlinearities in the bunch rotation process [35] could regularly create this distorted distribution of particles, as shown in Fig. 2.9. Such particles would not be apparent in the tomography measurements which are only designed to measure captured particles.

### 4.4 Simulation of Loss Study

In this section, we report on our simulation of the slip-stacking beam loss study described in the preceding sections. The initial longitudinal distribution used for the simulation analysis was taken from the tomography measurements shown in Fig. 4.1. For comparison, the fit of the tomography measurements (Fig. 4.1 and Table 4.1) were also used in an independent and identical simulation. The initial longitudinal distribution was numerically integrated
Figure 4.7: The blue contours indicate a hypothetical longitudinal beam distribution extracted from the Booster to the Recycler ($\phi$ horizontal, $\delta$ vertical). The black lines a simple RF bucket depicted at two RF voltages in the Recycler. In this scenario, the tails of this beam distribution are not be sensitive to changes in RF voltage.

through the four stages depicted in Fig. 4.2, including the details of the Main Injector ramp given in Table 2.3. Particles were considered lost when they fell outside the momentum aperture of the Main Injector (when they failed to be captured in the Main Injector RF bucket). The simulation was repeated for each of five Recycler RF frequency separation conditions (840Hz, 1050Hz, 1260Hz, 1680Hz, second RF off) and at Recycler RF voltages from 20 kV to 100 kV in steps of 5kV.

Fig. 4.8 shows the simulated losses for the tomography measurement input and the bigaussian fit input. The experimentally measured losses that are shown in Fig. 4.4 are also reproduced in Fig. 4.8, except that the 0.5% constant loss has been subtracted off. Overall, the simulated losses show the same qualitative behavior as the measured loss and roughly the same magnitude. The simulation with the measurement input falls close to the error bars for experimental data for the 840Hz, 1680Hz, and Off datasets.

In the 1050Hz dataset and the 1260Hz dataset, the discrepancy between simulation
and data is more pronounced. In the 1050Hz dataset the experimental losses appear to be too high and the RF voltage with minimal losses is predicted to be closer to 40kV than 25kV. Systematic error caused by the variation in beam quality is the best explanation. In the 1260Hz dataset the RF voltage with minimal losses is predicted to be close to 70kV but measured to be closer to 40kV. This is consistent with the simulation having a higher aspect ratio (momentum spread to temporal spread ratio) than the average beam in the experimental study. There are three possibilities to consider. The first possibility is that the tomography measurement is unrepresentative of the typical beam during the study. The second possibility is that an unaccounted for excitation of the beam (e.g. beam-loading) increases the temporal spread of the beam and contributes to slip-stacking losses. The third possibility is that particles loss during extraction from the Recycler is significant and disproportionately off-momentum.

4.5 Conclusion

A tomography measurement was made of the longitudinal phase-space and we demonstrated this data can be applied to slip-stacking simulation and optimization. A custom beam cycle was designed to isolated losses associated with the single-particle longitudinal dynamics of slip-stacking. Within the limitations of beam quality, the loss data as a function of RF voltage and RF frequency separation fit those expectations. At a given RF frequency separation, the optimal RF voltage was observed to be a trade-off between increasing bucket height and increasing slip-stacking perturbation. As the RF frequency separation increased, the losses were observed to decrease at a given RF voltage.

The custom beam cycle was simulated and the simulated losses were consistent with the measured losses, up to limitations in beam quality. This validates the simulation approach taken in the previous and next chapter, which exclude collective effects.
Figure 4.8: The fraction of particles lost in the Main Injector as a function of Recycler RF voltage, for each RF frequency separation condition (840Hz, 1050Hz, 1260Hz, 1680Hz, 2nd RF off). The average experimentally measured losses are black dots with one sigma error bars. The simulated loss are shown in blue (measurement input) and orange (bigaussian fit input). The 1050Hz dataset and the 1260Hz dataset show the largest discrepancy between experiment and simulation.
Our results indicate that the upgrade to the 20-Hz Booster cycle-rate as part of PIP-II is expected to reduce slip-stacking losses in the Main Injector by at least a factor of 2. Our study also uncovered a previously unknown source of $0.5\% \pm 0.2\%$ beam loss, believed to be caused by Booster bunch rotation. The Booster bunch rotation can be re-tuned for a larger slip-stacking bucket and consequently it could be also possible to reduce these losses.
CHAPTER 5

Harmonic Slip-Stacking Dynamics

In this chapter, we propose the installation of a new 106MHz 20kV harmonic RF cavity to the Fermilab Recycler that will further reduce particle loss during slip-stacking. The tools for analyzing slip-stacking introduced in chapter 3 have been extended in this chapter. In addition, we simulated the emittance and momentum spread of the slip-stacking beam compared to the injected beam.

5.1 Motivation

RF cavities operating at a multiple of a main RF cavity are extensively used in high-energy particle accelerators to achieve a variety of dynamical effects. The application of harmonic RF cavity we propose in this section is novel because in that it does not operate at precise multiple of any one RF cavity, but rather it operates at twice the average of the upper and lower frequency main RF cavities. The harmonic RF cavity is not synchronized to either beam, but helps keep both beams synchronized with their corresponding main RF cavity. We refer to this modification of slip-stacking as “harmonic slip-stacking”.

The PIP-II upgrade will increase proton beam power by 70% from 700 kW to 1.2 MW and requires at least a 70% decrease in the slip-stacking loss rate [7]. In chapter 3, we demonstrated that upgrading the Booster cycle-rate to 20Hz would substantially reduce beam losses. In this chapter, we propose installing a 106MHz 20kV RF cavity as a proactive
way to reduce slip-stacking losses ahead of the PIP-II upgrade. The upgrade to the 20Hz Booster would then become optional and the primary consideration would be the benefit of the additional power to the 8-GeV beamline [8–10]. Harmonic slip-stacking, especially in conjunction with a 20Hz Booster cycle-rate or a Recycler RF cavity voltage upgrade, would prepare this critical accumulation process for substantially higher beam powers.

A PIP-III RCS upgrade would increase the 8-GeV bunch intensity by a factor 2-4 over PIP-II with the goal achieving a multi-MW proton beam power at 120-GeV [50]. The current slip-stacking loss rates prohibit a significantly higher beam power, but the harmonic RF cavity proposed in this chapter eliminates that obstacle. If the higher intensity beam from a PIP-III RCS can be slip-stacked in the Recycler, the beam power achievable in that scenario is doubled. Alternatively, slip-stacking could reduce the Linac upgrade required to achieve a particular 120 GeV beam power from a hybrid RCS. If slip-stacking cannot occur in the Recycler during PIP-III, slip-stacking in the Main Injector would provide a fractional increase in beam power (depending on the RCS cycle-rate).

CERN is also planning on implementing slip-stacking for ion beams in the Super Proton Synchrotron (SPS) as part of the Large Hadron Collider (LHC) Injector Upgrade (LIU) [83, 84]. Although there is currently no 400MHz RF cavity in the SPS [85,86], the results of this chapter imply that such a cavity would improve the efficiency or lower the final emittance of the slip-stacking process in the SPS.

5.2 Slip-stacking with Harmonic RF

Recall that in regular slip-stacking in the Recycler, the two beams are maintained by two 53Mhz RF cavities, the upper RF frequency at $f_0 + \Delta f/2$ and the lower RF frequency at $f_0 - \Delta f/2$. For harmonic slip-stacking in the Recycler, a 106MHz RF cavity would operate at twice the average frequency $2f_0$. We add a new term to Eq. 3.2 corresponding to this
new RF cavity:

\[
\dot{\phi} = 2\pi f_{\text{rev}} h\eta \delta \\
\dot{\delta} = f_{\text{rev}} V_\delta [\sin(\phi) + \sin(\phi - \omega_\phi t) + \lambda \sin(2\phi - \omega_\phi t)].
\]  

(5.1)

where \(\lambda\) is the ratio between the harmonic RF voltage and main RF voltage \(\lambda = V_H/V_M\).

Negative values of \(\lambda\) correspond to bunch-lengthening mode and positive values of \(\lambda\) correspond to bunch-shortening mode. Eq. 1.10 is equivalent to the simple pendulum and Eq. 3.2 is equivalent to the driven pendulum, but there is no clear pendulum analogue for Eq. 5.1.

We write the second-order equation of motion corresponding to Eq. 5.1 and use a Taylor series to expand \(\sin \phi\) and \(\cos \phi\) as polynomials:

\[
\ddot{\phi} = -\omega_s^2 \left[ \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k+1)!} \phi^{2k+1} + \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k+1)!} \phi^{2k+1} \left(1 + \lambda 2^{2k+1}\right) \cos(\omega_\phi t) \\
- \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k)!} \phi^{2k} \left(1 + \lambda 2^{2k}\right) \sin(\omega_\phi t) \right].
\]  

(5.2)

To understand the role of \(\lambda\) in Eq. 5.2, we consider the value of \(\phi^m [1 + \lambda 2^m]\) in the case where \(\lambda = -2^{-p}\). For \(p = m\) the coefficient is completely canceled, for \(p > m\) the bracketed term is positive and less than 1, and for \(p < m\) the bracketed term is negative and with magnitude greater than 1. The \(\phi^m\) term generates the lowest order contribution to the \(m\omega_s(1 + \sigma) = \omega_s\) resonance.

This suggests a natural scaling of \(\lambda\) with \(\alpha_s\). Suppose that for some value of \(\alpha_s\) and there is some optimal value of \(\lambda\) for which \(\lambda = -2^{-m}\) corresponding to some appropriate resonance \(m = \omega_\phi(1 + \sigma)/\omega_s = (1 + \sigma)\alpha_s\). Under the transformation \(\alpha_s \rightarrow \kappa \alpha_s\) we have \(m \rightarrow \kappa m\) and \(\lambda \rightarrow -2^{-\kappa m}\). Consequently an optimal value of \(\lambda\) should have an exponential functional dependence on \(\alpha_s\) given by

\[
\lambda = -e^{\xi \alpha_s}
\]  

(5.3)

for some unknown exponential constant \(\xi\) (and an exponential coefficient of \(-1\)). We expect this functional dependence to be valid at high values of \(\alpha_s\) where resonances are closer and
approximate the continuous case. In the next section, we show that the value of $\lambda$ which maximizes the phase-space area follows the form given in Eq. 5.3.

5.3 Stability Maps and Area Factors

We create a stability map (see chapter 3) for each value of the slip-stacking parameter $\alpha_s$ and the harmonic-main voltage ratio $\lambda$. We map the stability of initial particle positions by integrating the equations of motion for each initial position. Each position is mapped independently and only the single particle dynamics are considered. A particle is considered lost if its phase with respect to each of the first RF cavity, the second RF cavity, and the average of the two RF cavities, is larger than a certain cut-off (we used $3\pi/2$). Figure 5.1 shows an example of a stability without a harmonic RF cavity and with a harmonic RF cavity. Appendix D shows a selection of harmonic slip-stacking stability maps with other values of $\alpha_s$ and $\lambda$.

The bucket area is computed as the product of the total number of ultimately surviving points and the cell area. Recall, the slip-stacking area factor $F(\alpha_s, \lambda)$ is the defined to be the ratio between the slip-stacking bucket area to that of a single-RF bucket with the same RF voltage and frequency. The slip-stacking area factor $F(\alpha_s, \lambda)$ provides a method for calculating the slip-stacking stable phase-space area without requiring each case to be simulated individually. Figure 5.2 shows the slip-stacking area factor $F$ as a function of $\alpha_s$ and $\lambda$, with each datapoint calculated from its own stability map.

Recall, the modified slip-stacking area factor $Z(\alpha_s, \lambda)$ is defined to be $F(\alpha_s, \lambda)/\alpha_s$ and is proportional to the slip-stacking phase-space area with a coefficient independent of voltage. Figure 5.3 shows the modified slip-stacking area factor $Z$ as a function of $\alpha_s$ and $\lambda$.

From Figure 5.2 and Figure 5.3 it is clear that for any value of $\alpha_s$, there is an optimal value of $\lambda$ which maximizes the phase-space area. We term this the “balanced” condition
Figure 5.1: Stability of initial coordinates for $\alpha_s = 4.18$. The color shows the number of synchrotron periods a test particle survives before it is lost. The top plot shows slip-stacking in the status quo. The bottom plot shows slip-stacking enhanced by a harmonic RF cavity.
Figure 5.2: (top) Slip-stacking area factor $F$ as a function of $\alpha_s$ and $\lambda$. (bottom) Slip-stacking area factor $F$ for case without a harmonic cavity ($\lambda = 0$) shown as a single line and case with a harmonic cavity (optimal $\lambda$) shown as a double line.
Figure 5.3: (top) Modified slip-stacking area factor $Z$ as a function of $\alpha_s$ and $\lambda$. (bottom) Modified slip-stacking area factor $Z$ for case without a harmonic cavity ($\lambda = 0$) shown as a single line and case with a harmonic cavity (optimal $\lambda$) shown as a double line.
for \( \lambda \). Figure 5.2 indicates that for \( \alpha_s > 4 \) at least 90% of the stable phase-space area can be recovered by using the balanced condition. Figure 5.3 indicates that the maximum stable phase-space area with harmonic RF is 65% higher than that without harmonic RF. \( Z(\alpha_s) \) is maximized at \( \alpha_S = 3.9 \) with harmonic RF and is maximized at \( \alpha_s = 6.2 \) without harmonic RF.

For each value of \( \alpha_s \), the value of \( \lambda \) which maximizes phase-space area is plotted in Fig. 5.4. In Fig. 5.4, the optimal value of \( \lambda \) is fit for \( \alpha_s > 4 \) with Eq. 5.3:

\[
\lambda \approx -e^{-0.4\alpha_s}, \quad \alpha_s > 4
\]  

This fit is consistent with the resonance-canceling mechanism described in the previous section. Fig. 5.4 also shows an empirically-driven engineering equation given by:

\[
\lambda \approx \frac{7}{2} \alpha_s^{-2}, \quad \alpha_s > 3
\]  

Recall that \( \lambda = V_H/V_M \) and \( \alpha_s = \alpha_s^{(0)} \sqrt{V_M/V_M^{(0)}} \). If \( \lambda \) follows Eq. 5.5 then the harmonic RF voltage is proportional to the square of the main RF voltage. For Recycler parameters
(see Table 3.1) and a 15-Hz Booster cycle-rate, we have $V_H \approx -1.8V_M^2$ where $V_H$ and $V_M$ are in units of MV. For a 20-Hz Booster cycle rate, we have $V_H \approx -1.0V_M^2$. Figure 5.5 shows the Harmonic RF voltage that maximizes the phase-space area at each main RF voltage.

Figure 5.5: Balanced value of harmonic RF voltage has a quadratic dependence on main RF voltage. Bottom line shows case for a 15-Hz Booster (black) and top line for 20-Hz Booster (red).

5.4 Poincaré Maps

Poincaré maps are a tool traditionally used to analyze continuous nonautonomous dynamical systems by clearly indicating fixed points, parametric resonances and regions of chaos (see [87, 88]). The Poincaré maps presented in this section are obtained by plotting the $\phi$-$\delta$ phase-space coordinates only at every phase-slipping period ($T_\phi = 2\pi/\omega_\phi$) in a numerical integration of the particle trajectory. We start from 7500 trajectories with initial coordinates uniformly distributed in phase-space and eliminate trajectories corresponding
to lost particles (|\phi| > 3\pi/2). The Poincaré maps are drawn using a subset of the remaining trajectories corresponding to approximately even spacing.

Fig. 5.6 shows four Poincaré maps selected to represent the slip-stacking parameter space. Subfigures (a) and (d) have comparable phase-space area. In subfigure (d) the significant negative value of \lambda has changed the orientation of the fourth-order and fifth-order resonances, as expected from Eq. 5.2. Subfigures (b) and (c) have comparable area factors \( F(\alpha_s, \lambda) \) and both indicate large regions of smooth phase-space trajectories. These plots indicate that the harmonic slip-stacking with a balanced value of \lambda reduces impact of the slip-stacking perturbation with a success similar to that of increasing the slip-stacking parameter \( \alpha_s \).

Appendix E contains a selection of harmonic slip-stacking Poincaré maps with other values of \( \alpha_s \) and \lambda.

### 5.5 Injection Efficiency of Gaussian Beams

The stability maps can also be used to analyze injection scenarios, by weighting the (scaled) stability maps according to a distribution that represents the number of incoming particles injected into that region of phase-space. We used this technique to identify 99% longitudinal admittance, the greatest longitudinal emittance an incoming Gaussian-distributed beam could have and still achieve 99% injection efficiency (at its optimal value of \( \alpha_s \) and \lambda). The 99% longitudinal beam emittance is given by

\[
\epsilon_{97\%} = 2.565 \sigma_p \sigma_T
\]

Figure 5.7 shows the 99% longitudinal admittance as a function of aspect ratio, with optimal voltage tuning. The corresponding optimal \( \alpha_s \) and \lambda at those aspect ratios are shown in Fig. 5.8 and Fig. 5.9 respectively. The value of \lambda with the maximum injection efficiency coincides with the value of \lambda with the balanced condition for maximum stable phase-space area.
Figure 5.6: Selected Poincaré Maps for regular and harmonic slip-stacking. (a) Regular slip-stacking with $\alpha_s$ corresponding to 100 kV main RF and 1260 Hz RF frequency separation. (b) Regular slip-stacking with $\alpha_s$ corresponding to 65 kV main RF and 1380 Hz RF frequency separation. (c) Harmonic slip-stacking with balanced $\lambda$. (d) Harmonic slip-stacking with unbalanced $\lambda$. 
The aspect ratio is defined by the momentum spread divided by the temporal spread of the beam distribution. Operationally, the aspect ratio of the beam can be manipulated via bunch rotation in the Booster [35,36]. Recall, our measurement found the aspect ratio of the beam injected into the Recycler to be \( \sim 1.45 \) and the 99% emittance to be 0.25 eV·s (see Table 4.1).

![Graph showing the 99% admittance at 99% efficiency as a function of aspect ratio.](image)

**Figure 5.7:** The 99% admittance at 99% efficiency (at an optimal \( \alpha \) and \( \lambda \)) as a function of aspect ratio.

These results were obtained using parameter values specific to slip-stacking in the Fermilab Recycler (see Table 3.1), with the exception of the main RF voltage which was left unconstrained. In order to achieve the admittance shown in Figure 5.7, the main RF voltage must reach 250 kV and the harmonic RF voltage must reach 70 kV. However this stable phase-space area far exceeds the requirements for slip-stacking operation with minimal loss. Fig. 5.10 shows the 99% admittance achievable with the main RF voltage limited to 100 kV and the harmonic RF voltage limited to 20 kV.
Figure 5.8: Optimal slip-stacking parameter $\alpha_s$ for 99% admittance (at 99% efficiency) as a function of aspect ratio.

Figure 5.9: Optimal harmonic-main voltage ratio $\lambda$ for 99% admittance (at 99% efficiency) as a function of aspect ratio.
Figure 5.10: The 99% admittance at 99% efficiency as a function of aspect ratio. The choice of $\alpha_s$ and $\lambda$ is maximized under the constraint of 100 kV main RF voltage and 20 kV harmonic RF voltage.
5.6 Mitigation of Emittance Growth

In order for the harmonic RF to serve as a robust method for preventing particle loss, it is important to establish that this reduction of loss does not increase losses from other sources. The momentum spread of the beam is a critical specification, because the slip-stacking beams must fit within the momentum aperture of the Recycler [77] at a given chromaticity [42,78]. The longitudinal emittance growth in the Recycler (before capture in the Main Injector) is another critical specification. This longitudinal emittance growth is a dilution effect caused by slip-stacking nonlinearities as well as any mismatch between the aspect ratio of the incoming beam and the RF bucket. Both the momentum spread and the longitudinal emittance of the beam in the Recycler contribute to the emittance of the captured beam in the Main Injector. In this section, we show the harmonic RF can reduce particle loss while decreasing the longitudinal emittance growth and maintaining the same momentum spread.

We also used numerical integration of the single-particle dynamics to analyze particle loss and longitudinal emittance growth during slip-stacking. The beam distribution fit from the tomography measurement was used as the initial beam distribution for our simulation (see Fig. 4.1 and Table 4.1). Each bin of the gaussian distribution was converted to macroparticle representing the intensity of that bin. The trajectories of these macroparticles were numerically integrated using Eq. 5.1 for 32000 revolutions. Then the lost particles, particles with phase greater than $3\pi/2$, were removed. The initial and final RMS momentum spread and RMS temporal spread were calculated from the remaining particles. The simulation was repeated under variation of the main RF voltage and the harmonic RF voltage parameters (with the remaining parameters taken from Table 3.1). Beam capture in the Main Injector was not part of this analysis.

Fig. 5.11 shows the particle loss, Fig. 5.12 shows the longitudinal emittance growth, and
Fig. 5.13 shows the momentum spread growth. In Fig. 5.11 and Fig. 5.12, the balanced condition can be seen as a diagonal line and is consistent with Eq. 5.5. If the main RF voltage is too low or too high there is a mismatch in aspect ratio between the beam and bucket which results in increased losses and emittance growth. In Fig. 5.13, it is clear that the dominant effect on the momentum spread is the aspect ratio of the bucket, but the resonance-canceling and bucket-matching effects also influence the result.

Fig. 5.11: Particle loss as a function of main RF voltage and $\lambda$.

Fig. 5.14 and Fig. 5.15 are correlation plots that show the relationship between particle loss, emittance growth, and momentum spread. Without harmonic RF, the minimal loss condition and the minimum emittance condition coincide with a moderate momentum spread. The harmonic RF opens a new tuning range with lower loss, lower emittance, or a combination thereof. If the longitudinal distribution falls off more sharply then a gaussian, then the Pareto front is more L-shaped then in Fig. 5.14 and Fig. 5.15.

Table 5.1 compares the loss rate, emittance growth and momentum growth for slip-
Figure 5.12: Longitudinal emittance growth as a function of main RF voltage and λ.

Figure 5.13: Growth in momentum spread as a function of main RF voltage and λ.
Figure 5.14: Longitudinal emittance growth as a function of particle loss. The thick black line shows the case where there is no harmonic RF and the main RF is varied. The green shows the cases with harmonic RF (points) and the corresponding Pareto front (line).

Figure 5.15: Growth in momentum spread as a function of particle loss. The thick black line shows the case where there is no harmonic RF and the main RF is varied. The green shows the cases with harmonic RF (points) and the corresponding Pareto front (line).

<table>
<thead>
<tr>
<th>Case</th>
<th>Loss</th>
<th>Emittance</th>
<th>Momentum Spread</th>
<th>Main Voltage</th>
<th>Harmonic Voltage</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.8 %</td>
<td>+5.6 %</td>
<td>-4.3 %</td>
<td>62 kV</td>
<td>0 kV</td>
</tr>
<tr>
<td>B</td>
<td>0.53 %</td>
<td>+5.5 %</td>
<td>-4.4 %</td>
<td>66 kV</td>
<td>-7.3 kV</td>
</tr>
<tr>
<td>C</td>
<td>0.31 %</td>
<td>+5.6 %</td>
<td>-0.5 %</td>
<td>78 kV</td>
<td>-11 kV</td>
</tr>
<tr>
<td>D</td>
<td>0.095 %</td>
<td>+7.8 %</td>
<td>+7.6 %</td>
<td>100 kV</td>
<td>-18 kV</td>
</tr>
<tr>
<td>E</td>
<td>1.8 %</td>
<td>+4.1 %</td>
<td>-6.1 %</td>
<td>61 kV</td>
<td>-12 kV</td>
</tr>
<tr>
<td>F</td>
<td>1.8 %</td>
<td>+6.3 %</td>
<td>-10 %</td>
<td>47 kV</td>
<td>-3.3 kV</td>
</tr>
</tbody>
</table>

Stacking with and without harmonic RF. In the status quo (Case A), the loss rate is calculated to be 1.8% and the optimal main RF voltage to be 62 kV. Those number are consistent with recent experimental studies described in the previous chapter. Case D indicates that installing a 20 kV harmonic cavity could cut those losses by a factor $\sim 20$. Case D also entails at $\sim 12\%$ increase in momentum spread over the status quo, primarily caused by the higher main RF voltage. Case B indicates losses can be cut by factor of $\sim 3$ without changing the momentum spread or emittance, and Case C presents an intermediate scenario. Case E & F indicate that the loss rate can also be maintained while reducing emittance (by 1% relative to status quo) or reducing momentum spread (by -6% relative to status quo).

Recall that the experimental studies of slip-stacking described in the previous chapter have found a 0.5% ± 0.2% loss-rate of particles from Booster bunch rotation. If a harmonic RF cavity were installed then the Recycler could capture a beam with a higher aspect ratio and Booster bunch rotation could be retuned for lower losses.
5.7 Chapter Conclusion

We introduced a harmonic cavity which cancels slip-stacking resonances and dramatically increases the dynamical stability of slip-stacking. We derived and verified a model to predict the dependence of the optimal harmonic RF voltage on the main RF voltage. We characterized the stable slip-stacking phase-space area for any combination of accelerator parameters, with and without harmonic RF. We calculated the longitudinal admittance as a function of longitudinal aspect ratio and found the corresponding optimization of parameters $\alpha_s$ and $\lambda$. We calculated loss-rate, emittance growth, and momentum spread growth of a realistic beam during slip-stacking. From simulation, particle loss can be reduced by a factor of $\sim 20$ with a 2% increase in longitudinal emittance growth or loss can be reduced by a factor of $\sim 3$ with no increase in longitudinal emittance growth or momentum spread growth. The new harmonic cavity may also enable slip-stacking to be feasible at the higher beam intensities prescribed by a hypothetical PIP-III RCS.

5.8 Dissertation Conclusion

In this dissertation, I have analyzed the dynamics of slip-stacking analytically, numerically, and experimentally. That insight into slip-stacking dynamics led me to propose a harmonic RF cavity to cancel nonlinear slip-stacking resonances and increase the stable phase-space area. The simulation results indicated that the harmonic RF cavity would dramatically reduce slip-stacking losses.

I designed an experimental study to measure the losses in the Recycler directly attributable to the single-particle longitudinal dynamics of slip-stacking. The experimental study of the RF frequency separation showed that a 20Hz Booster cycle-rate would reduce slip-stacking losses to a rate comparable to the single-RF case. By verifying the simulation results, the experimental results imply that the harmonic RF cavity will also have a direct
impact on the operationally observed particle losses.

A 106MHz 20kV RF cavity should be installed in the Fermilab Recycler to reduce losses ahead of the PIP-II upgrade. The upgrade of the Booster cycle-rate to 20Hz may not be necessary to enhance the stability of slip-stacking. The anticipated reduction in slip-stacking losses from the harmonic RF cavity enables slip-stacking to be considered for the PIP-III era. The PIP-III era Recycler may require further work to address losses from betatron resonances, head-tail instabilities, electron cloud instabilities, and Booster bunch-rotation.
A POINCARÉ MAPS FOR SLIP-STACKING

This appendix shows the Poincaré maps of the higher slip-stacking bucket for values of $\alpha_s$ from 2.3 to 8.0 in descending 0.1 increments. Recall that the Poincaré maps show the coordinates of a phase-space trajectories at $2\pi/\omega_\phi$ intervals. The following differential equation is used:

$$\dot{\phi} = 2\pi f_{rev} h \eta \delta, \quad \dot{\delta} = f_{rev} V_\delta [\sin(\phi) + \sin(\phi - \omega_\phi t)].$$

(A.1)

Where $\phi$ is the phase of the particle relative to the RF cavity and $\delta$ is the fractional deviation from a reference momentum.
In Chapter 3 of this dissertation we show that the second-order equation of motion for a single particle in a slip-stacking bucket is given by Eq. 3.3 and the perturbative solution is given by Eq. 3.6. Recall also, that the coefficients $A_n$ are of order $\alpha_s^{-2n}$ and $B_{m,n}$ are of order $\rho^m \alpha_s^{-2|n|}$ except the $B_{2k,0}$ coefficients which are of the order $\rho^{2k} \alpha_s^{-2}$. The coefficient $B_{1,0}$ is defined to be equal to $\rho$. The parameters $\rho$ and $\psi$ are set by initial conditions.

For clarity, we adopt a short-hand notation for the oscillatory terms as follows:

$$
\sin[m(1 + \sigma)\omega_s t + n\omega_\phi t + m\psi] \equiv s_{m,n},
$$

$$
\cos[m(1 + \sigma)\omega_s t + n\omega_\phi t + m\psi] \equiv c_{m,n}.
$$

(B.1)

In this appendix, we explicitly obtain the perturbative solution up to order $\alpha_s^{-4}$ and $\rho \alpha_s^{-2}$ (or equivalently, all coefficients up to order $\alpha_s^{-5}$ with $\rho \sim \alpha_s^{-3}$). Therefore, we use the coefficients $A_1$, $A_2$, $\rho$, $B_{1,1}$ and $B_{1,-1}$; all other coefficients are neglected at this precision.

We start by assuming a solution form and will demonstrate it to be self-consistent:

$$
\phi = A_1 s_{0,1} + A_2 s_{0,2} + \rho s_{1,0} + B_{1,1} s_{1,1} + B_{1,-1} s_{1,-1}.
$$

(B.2)

It will be sufficient to substitute this expression into the form of Eq. 3.6 expanded up to second order in $\phi$:

$$
\omega_\phi^{-2} \ddot{\phi} = -\alpha_s^{-2} \left[ \phi(1 + c_{0,1}) - s_{0,1} + \frac{1}{2} \phi^2 s_{0,1} \right].
$$

(B.3)

Here we have divided both sides by $\omega_\phi^2$ to make the order of the perturbation terms more explicit.

Next we can substitute the solution given in Eq. B.2 into Eq. B.3 to calculate the
coefficients. We write out the left-hand side (LHS):

\[- A_1 s_{0,1} - 4 A_1 s_{0,2} \]
\[- \alpha_s^{-2} (1 + \sigma)^2 \rho s_{1,0} \]
\[- [\alpha_s^{-1} (1 + \sigma) + 1]^2 B_{1,1} s_{1,1} \]
\[- [\alpha_s^{-1} (1 + \sigma) - 1]^2 B_{1,-1} s_{1,-1} = \]  

\( (B.4) \)

We write out the right-hand side (RHS):

\[- \alpha_s^{-2} \left( A_1 s_{0,1} + A_1 s_{0,1} c_{0,1} + \frac{1}{2} A_2^2 s_{0,1} s_{0,1} s_{0,1} + A_2 s_{0,2} + A_2 s_{0,2} c_{0,1} - s_{0,1} \right. \]
\[+ \frac{1}{2} A_2^2 s_{0,2} s_{0,2} s_{0,1} + A_1 A_2 s_{0,1} s_{0,2} s_{0,1} + \rho s_{1,0} + \rho s_{1,0} c_{0,1} \]
\[+ B_{1,1} s_{1,1} + B_{1,1} s_{1,1} c_{0,1} + B_{1,-1} s_{1,-1} + B_{1,-1} s_{1,-1} c_{0,1} \]
\[+ \frac{1}{2} \left( \rho s_{1,0} + B_{1,1} s_{1,1} + B_{1,1} s_{1,-1} \right)^2 s_{0,1} + A_1 \rho s_{0,1} s_{0,1} s_{0,1} + A_2 \rho s_{0,2} s_{1,0} s_{0,1} \]
\[+ A_1 B_{1,1} s_{0,1} s_{1,1} s_{0,1} + A_1 B_{1,-1} s_{0,1} s_{1,-1} s_{1,1} \]
\[+ A_2 B_{1,1} s_{0,2} s_{1,1} s_{0,1} + A_2 B_{1,-1} s_{0,2} s_{1,-1} s_{1,1} \)\]

\( (B.5) \)

where the crossed-out terms are higher order than the precision of this analysis. We rewrite the RHS without these immediately negligible terms, using the trigonometric product-to-sum rules, and grouping by the oscillatory term:

\[- \alpha_s^{-2} \left[ \left( A_1 - 1 + \frac{1}{2} A_2 + \frac{3}{8} A_1^2 \right) s_{0,1} \right. \]
\[+ \left( \frac{1}{2} A_1 + A_2 \right) s_{0,2} + \left( \frac{1}{2} A_2 - \frac{1}{8} A_1^2 \right) s_{0,3} \]
\[+ \left( \rho + \frac{1}{2} B_{1,1} + \frac{1}{2} B_{1,-1} + \frac{1}{2} A_1 \rho \right) s_{1,0} \]
\[+ \left( \frac{1}{2} \rho + B_{1,1} \right) s_{1,1} + \left( \frac{1}{2} \rho + B_{1,-1} \right) s_{1,-1} \]
\[+ \left( \frac{1}{2} B_{1,1} - \frac{1}{4} A_1 \rho \right) s_{1,2} + \left( \frac{1}{2} B_{1,-1} - \frac{1}{4} A_1 \rho \right) s_{1,-2} \]  

\( (B.6) \)

We then equate Eq. B.4 with Eq. B.6 for all time. Each oscillatory term corresponds to its
own equation:

\[-A_1 = -\alpha_s^{-2} \left( A_1 - 1 + \frac{1}{2} A_2 + \frac{3}{8} A_1^2 \right). \quad (B.7)\]

\[-4A_2 = -\alpha_s^{-2} \left( \frac{1}{2} A_1 + A_2 \right). \quad (B.8)\]

\[-\alpha_s^{-2}(1 + \sigma)^2 \rho = -\alpha_s^{-2} \left( \rho + \frac{1}{2} B_{1,1} + \frac{1}{2} B_{1,-1} + \frac{1}{2} A_1 \rho \right). \quad (B.9)\]

\[-[\alpha_s^{-1}(1 + \sigma) + 1]^2 B_{1,1} = -\alpha_s^{-2} \left( \frac{1}{2} \rho + B_{1,1} \right). \quad (B.10)\]

\[-[\alpha_s^{-1}(1 + \sigma) - 1]^2 B_{1,-1} = -\alpha_s^{-2} \left( \frac{1}{2} \rho + B_{1,-1} \right). \quad (B.11)\]

\[0 = -\alpha_s^{-2} \left( \frac{1}{2} A_2 - \frac{1}{8} A_1^2 \right). \quad (B.12)\]

\[0 = -\frac{1}{2} \alpha_s^{-2} B_{1,1} + \frac{1}{4} \alpha_s^{-2} A_1 \rho. \quad (B.13)\]

\[0 = -\frac{1}{2} \alpha_s^{-2} B_{1,-1} + \frac{1}{4} \alpha_s^{-2} A_1 \rho. \quad (B.14)\]

Solving Eq. B.8 for $A_2$ we obtain:

\[A_2 = \frac{1}{4 - \alpha_s^{-2}} \left( \frac{A_1}{2} \right) = \frac{1}{(2\alpha_s)^2 - 1} \left( \frac{A_1}{2} \right). \quad (B.15)\]

Solving Eq. B.7 for the linear $A_1$ terms we obtain:

\[A_1 = \frac{\alpha_s^{-2}}{1 - \alpha_s^{-2}} \left( -1 + \frac{1}{2} A_2 + \frac{3}{8} A_1^2 \right). \quad (B.16)\]

Since $A_1$ of the order $\alpha_s^{-2}$ (as expected) then the $\alpha_s^{-2} A_2$ term and the $\alpha_s^{-2} A_1^2$ are of order $\alpha_s^{-6}$ and are neglected. Rewriting Eq. B.7 to reflect this, we have:

\[A_1 = -\frac{\alpha_s^{-2}}{1 - \alpha_s^{-2}} = -\frac{1}{\alpha_s^2 - 1}. \quad (B.17)\]

All expressions on the RHS side of Eq. B.12 are of order $\alpha_s^{-6}$, therefore we are self-consistent to exclude the $A_3$ term.
We solve Eq. B.10 and Eq. B.11 for $B_{1,\pm1}$ and obtain:

$$B_{1,\pm1} = \frac{\alpha_{s}^{-2}}{[\alpha_{s}^{-1} \pm 1]^{2} - \alpha_{s}^{-2}} \left( \frac{\rho}{2} \right)$$

$$= \frac{\alpha_{s}^{-2}}{1 \pm 2\alpha_{s}^{-1}} \left( \frac{\rho}{2} \right)$$

$$= \frac{\alpha_{s}^{-1}}{\alpha_{s} \pm 2} \left( \frac{\rho}{2} \right).$$  \hspace{1cm} \text{(B.18)}$$

where $\sigma$ makes a negligible contribution to $B_{1,\pm1}$.

All expressions on the RHS of Eq. B.13 and Eq. B.14 are of order $\alpha_{s}^{-4}\rho$, therefore we are self-consistent to exclude the $B_{1,2}$ and $B_{1,-2}$ terms.

For Eq. B.9 we call the $\sigma^2$ terms negligible, subtract the bare $\rho$ term from each side and solve for $\sigma$ to obtain the shift in synchrotron frequency:

$$\sigma = \frac{1}{4} \left( \frac{B_{1,1} + B_{1,-1}}{\rho} + A_{1} \right).$$  \hspace{1cm} \text{(B.19)}$$

To calculate Eq. B.19 first we must calculate:

$$\frac{B_{1,1} + B_{1,-1}}{\rho} = \frac{\alpha_{s}^{-1}}{2} \left( \frac{1}{\alpha_{s} + 2} + \frac{1}{\alpha_{s} - 2} \right)$$

$$= \frac{\alpha_{s}^{-1}}{2} \left( \frac{\alpha_{s} - 2 + \alpha_{s} + 2}{\alpha_{s}^{2} - 4} \right)$$

$$= \frac{1}{\alpha^{2} - 4}. \hspace{1cm} \text{(B.20)}$$

We substitute Eq. B.20 into Eq. B.19 to obtain:

$$\sigma = \frac{1}{4} \left( \frac{1}{\alpha_{s}^{2} - 4} - \frac{1}{\alpha_{s}^{2} - 1} \right)$$

$$= \frac{1}{4} \frac{\alpha_{s}^{2} - 1 - \alpha_{s}^{2} + 4}{(\alpha_{s}^{2} - 4)(\alpha_{s}^{2} - 1)}$$

$$= \frac{3}{4} \alpha_{s}^{-4}. \hspace{1cm} \text{(B.21)}$$
To summarize, we write these coefficients together:

\[ A_1 = -\frac{1}{\alpha_s^2 - 1} = -\alpha_s^{-2}(1 + \alpha_s^{-2}). \]  
\[ (B.22) \]
\[ A_2 = \frac{1}{(2\alpha_s)^2 - 1} \left( \frac{A_1}{2} \right) = -\frac{1}{8}\alpha_s^{-4}. \]  
\[ (B.23) \]
\[ B_{1,\pm1} = \frac{\alpha_s^{-1}}{\alpha_s \pm 2} \left( \frac{\rho}{2} \right). \]  
\[ (B.24) \]
\[ \sigma = \frac{1}{4} \left( \frac{B_{1,1} + B_{1,-1}}{\rho} + A_1 \right) = \frac{3}{4}\alpha_s^{-4}. \]  
\[ (B.25) \]

**DERIVATION OF \( \rho \) AND \( \psi \) FROM INITIAL CONDITIONS**

At this the synchrotron amplitude \( \rho \) and initial synchrotron phase \( \psi \) are still undetermined, but we can express them in terms of the initial coordinates. At time \( t = 0 \) (which is fixed to a time in which the relative phase between the rf cavities is zero), let \( \delta = \delta_0 \) and \( \phi = \phi_0 \).

We have shown that \( \phi \) takes the form given in Eq. B.2. We evaluate this expression for \( \phi \) at \( t = 0 \), leave the short-hand notation (Eq. B.1), and find \( \phi_0 \) in terms of \( \rho \) and \( \psi \):

\[ \phi_0 = (\rho + B_{1,1} + B_{1,-1}) \sin(\psi). \]  
\[ (B.26) \]

We can calculate \( \delta \) from our solution for \( \phi \) by taking the derivative:

\[ \delta = \frac{\omega}{2\pi f_{\text{res}} h \eta} \dot{\phi}. \]  
\[ (B.27) \]

\[ \delta = \frac{\omega_p}{2\pi f_{\text{res}} h \eta} \left\{ A_1 c_{0,1} + 2A_2 c_{0,2} + \alpha_s^{-1}(1 + \sigma) \rho c_{1,0} + [\alpha_s^{-1}(1 + \sigma) + 1]B_{1,1} c_{1,1} + [\alpha_s^{-1}(1 + \sigma) - 1]B_{1,-1} c_{1,-1} \right\}. \]  
\[ (B.28) \]

We evaluate this expression for \( \delta \) at \( t = 0 \), leave the short-hand notation (Eq. B.1), and find \( \delta_0 \) in terms of \( \rho \) and \( \psi \):

\[ \delta_0 = \frac{\omega_p}{2\pi f_{\text{res}} h \eta} \left\{ A_1 + 2A_2 + \left[ \frac{1 + \sigma}{\alpha_s} \right] \left( \rho + B_{1,1} + B_{1,-1} \right) + \alpha_s (B_{1,1} - B_{1,-1}) \right\} \cos(\psi). \]  
\[ (B.29) \]
Next we solve Eq. B.26 and Eq. B.29 for $\Phi_0 = \rho \sin(\psi)$ and $\Delta_0 = \rho \cos(\psi)$:

$$\Phi_0 = \left(1 + \frac{B_{1,1} + B_{1,-1}}{\rho}\right)^{-1} \phi_0. \quad (B.30)$$

$$\Delta_0 = \alpha_s \left[1 + \frac{B_{1,1} + B_{1,-1}}{\rho} + \alpha_s \frac{B_{1,1} - B_{1,-1}}{\rho} + \sigma \left(1 + \frac{B_{1,1} + B_{1,-1}}{\rho}\right)\right]^{-1}$$
$$\times \left(\frac{2\pi f_{rev} h\eta}{\omega_0} \delta_0 - A_1 - 2A_2\right). \quad (B.31)$$

$\phi_0$ and $\delta_0$ have been translated by the initial position of the bucket center and rescaled to obtain the expressions for $\Phi_0$ and $\Delta_0$. Using $\Phi_0 = \rho \sin(\psi)$ and $\Delta_0 = \rho \cos(\psi)$, the solution for $\rho$ and $\psi$ be written as:

$$\rho = \sqrt{\Phi_0^2 + \Delta_0^2}. \quad (B.32)$$

$$\psi = \text{sgn}(\Phi_0) \arccos\left(\frac{\Delta_0}{\rho}\right). \quad (B.33)$$

Eq. B.30 and Eq. B.31 can be further simplified by writing the $B_{1,1}$ and $B_{1,-1}$ terms explicitly in terms of $\alpha_s$. We calculate:

$$\alpha_s \frac{B_{1,1} - B_{1,-1}}{\rho} = \frac{1}{2} \left(\frac{1}{\alpha_s + 2} - \frac{1}{\alpha_s - 2}\right)$$
$$= \frac{1}{2} \left(\frac{\alpha_s - 2 - \alpha_s - 2}{\alpha_s^2 - 4}\right)$$
$$= \frac{-2}{\alpha_s^2 - 4}. \quad (B.34)$$

We apply Eq. B.20 and Eq. B.34 to Eq. B.30 and Eq. B.31 to obtain:

$$\Phi_0 = \left(1 + \frac{1}{\alpha_s^2 - 4}\right)^{-1} \phi_0 = \frac{\alpha_s^2 - 4}{\alpha_s^2 - 3} \phi_0. \quad (B.35)$$

$$\Delta_0 \alpha_s \left[1 + \frac{1}{\alpha_s^2 - 4} - \frac{2}{\alpha_s^2 - 4} + \sigma \left(1 + \frac{1}{\alpha_s^2 - 4}\right)\right]^{-1}$$
$$\times \left(\frac{2\pi f_{rev} h\eta}{\omega_0} \delta_0 - A_1 - 2A_2\right). \quad (B.36)$$

$$\Delta_0 = \alpha_s \left(\alpha_s^2 - 4\right) \left(\alpha_s^2 - 5\right) + \sigma \alpha_s^2 \left(\frac{2\pi f_{rev} h\eta}{\omega_0} \delta_0 - A_1 - 2A_2\right). \quad (B.37)$$
\( \Phi_0 \) and \( \Delta_0 \) are fully expanded as follows:

\[
\Phi_0 = \phi_0 (1 - \alpha_s^{-2} - 3\alpha_s^{-4}). \tag{B.38}
\]

\[
\Delta_0 = \alpha_s \left( \frac{2\pi f \eta h}{\omega_\phi} \right) \left( \delta_0 + \alpha_s^{-2} + \frac{5}{4} \alpha_s^{-4} \right) \left( 1 + \alpha_s^{-2} + \frac{17}{4} \alpha_s^{-4} \right). \tag{B.39}
\]

Eq. B.38 and Eq. B.39 can then be substituted into Eq. B.32 and Eq. B.33 to obtain \( \rho \) and \( \psi \) respectively. Then \( \rho \) can be substituted into Eq. B.24 to obtain \( B_{1,1} \) and \( B_{1,-1} \).
This appendix shows the stability maps of the slip-stacking phase-space for values of $\alpha_s$ from 2.3 to 8.0 in descending 0.1 increments. Recall that stability map is a visualization of a numerical integration of the following equation:

$$\begin{align*}
\dot{\phi} &= 2\pi f_{\text{rev}} h_\eta \delta, \\
\dot{\delta} &= f_{\text{rev}} V_\delta [\sin(\phi) + \sin(\phi - \omega_\phi t)].
\end{align*} \tag{C.1}$$

Where $\phi$ is the phase of the particle relative to the RF cavity and $\delta$ is the fractional deviation from a reference momentum. Some stability maps are particularly noteworthy. Recall that $\alpha_s = 6.2$ maximizes the phase-space area and $\alpha_s = 5.5$ maximizes the momentum acceptance.
D  STABILITY MAPS FOR HARMONIC SLIP-STACKING

This appendix shows the stability maps of the slip-stacking phase-space for values of $\alpha_s$ from 2.5 to 8.0 in descending 0.1 increments and $\lambda$ optimized for the stable phase-space area. Recall that stability map is a visualization of a numerical integration of the following equation:

$$
\dot{\phi} = 2\pi f_{rev} h \eta \delta, \quad \dot{\delta} = f_{rev} V_\delta \sin(\phi) + \sin(\phi - \omega_{\phi} t) + \lambda \sin(2\phi - \omega_{\phi} t).
$$

(D.1)

Where $\phi$ is the phase of the particle relative to the RF cavity and $\delta$ is the fractional deviation from a reference momentum.
E   POINCARÉ MAPS FOR HARMONIC SLIP-STACKING

This appendix shows the stability maps of the higher slip-stack bucket for values of $\alpha_s$ from 3 to 8 in ascending 1 increments and $\lambda$ in increments of 0.01 around the optimal value. Recall that the Poincaré maps show the coordinates of a phase-space trajectories at $2\pi/\omega_\phi$ intervals. The following differential equation is used:

$$\dot{\phi} = 2\pi f_{\text{rev}} h \eta \delta, \quad \dot{\delta} = f_{\text{rev}} V_\delta [\sin(\phi) + \sin(\phi - \omega_\phi t) + \lambda \sin(2\phi - \omega_\phi t)].$$  \hspace{1cm} (E.1)

Where $\phi$ is the phase of the particle relative to the RF cavity and $\delta$ is the fractional deviation from a reference momentum.

POINCARÉ MAPS, $\alpha_s = 3$
POINCARÉ MAPS, $\alpha_s = 4$
Poincare Section, $\alpha_s=4$, $\lambda=-0.22$

Poincare Section, $\alpha_s=4$, $\lambda=-0.23$

Poincare Section, $\alpha_s=4$, $\lambda=-0.24$

Poincare Section, $\alpha_s=4$, $\lambda=-0.25$

Poincare Section, $\alpha_s=4$, $\lambda=-0.26$

Poincare Section, $\alpha_s=4$, $\lambda=-0.27$
POINCARÉ MAPS, $\alpha_s = 5$

Poincare Section, $\alpha_s=5$, $\lambda=-0.03$

Poincare Section, $\alpha_s=5$, $\lambda=-0.04$

Poincare Section, $\alpha_s=5$, $\lambda=-0.05$

Poincare Section, $\alpha_s=5$, $\lambda=-0.06$
POINCARÉ MAPS, $\alpha_s = 6$
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