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Abstract

This thesis presents the results of a search for neutral MSSMHiggs bosons de-

caying toττ with 5.9 fb−1 of data. The analysis requires at least one of the taus

to decay leptonically, and explores three detection modes in two channels:τeτµ,

τeτhad, andτµτhad, where the index denotes the type of tau decay. In all modes we

explore the tagged and untagged channel. No signal is observed limits were set on

σ(pp̄ → φ+X) ×BR(φ→ ττ) as a function of Higgs mass. The results are also

interpreted as exclusions of parameter space in thetan β vsmA plane for several

benchmark scenarios.
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Chapter 1

Introduction

The standard model (SM) of Particle Physics has been an astounding success story. It accurately

describes the most fundamental interactions and particlesand has successfully passed a rigorous

array of tests of unprecedented precision. At a base level itis a quantum field theory of the gauge

group G =SU(3)C X SU(2)L X U(1)γ . With each gauge group corresponding to the symmetry

group of a different interaction, the strong interaction obeys the color symmetry modeled by the

SU(3)C group, the weak interaction by theSU(2)L group and the electromagnetic interaction

by theU(1)γ group.

Despite its great success it is widely believed that the standard model is not a complete

theory and that extensions must be made to it to address its flaws. From a theoretical standpoint

its issues include the requirement of artificial renormalization at high energy, the large number

of free parameters, and the hierarchy problem, the problem of maintaing the mass scale between

MW andMGUT orMpl in the face of large quantum loop corrections and the relatedparameter

fine-tuning that is required. From an experimental standpoint there are challenges in accounting

for gravitation as well as the existence of Dark Matter or Dark Energy.

Supersymmetry (SUSY) is a proposed theoretical symmetry that connects fermions and

bosons. It supposes an independent symmetry between particles whose spins differ by 1/2, but

with otherwise identical quantum numbers. It therefore connects a pair of “superpartner” parti-

cles, with different spins but the same electric charge, weak isospin. Due to the natural negative

sign associated with fermion loop diagrams and the otherwise identical quantum numbers, su-

persymmetry provides a natural solution to the hierarchy problem by the quadratic term loop

cancellations of the superpartners.

One particular SUSY theory is the minimal supersymmetric standard model (MSSM). It

is so called because it includes only superpartners for the SM fermions and gauge bosons and

the minimal number of Higgs chiral multiplets and is a popular subject for supersymmetric

searches. This research is one such study, namely a search for a neutral MSSM Higgs boson in

theττ decay channel at the Collider Detector at Fermilab (CDF) located at the Tevatron.

The Tevatron is a hadron collider, providingp − p̄ collisions with a center of mass energy

of
√
s =1.96 TeV. There are two detectors analyzing these collisions, CDF and D0. Both

experiments have produced very significant scientific results, such as discovery of the top quark,

or measurement of theB0
s mixing. In addition recently the Tevatron experiments wereable to

rule out a range of SM Higgs boson masses.

CDF also mounts an active search for beyond the standard model signatures. In general

these are signature based and are based on accurate modelingof standard model contributions

and then assessing any deviation from the standard model of the chosen signature.
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The analysis presented in this dissertation focuses on the search for neutral Higgs bosons

of the minimal supersymmetric model (MSSM) decaying to tau pairs. The production of these

particles could be highly enhanced at the Tevatron depending on MSSM parameter space. Due

to the short lifetime of tau leptons and their relatively rich decay spectrum we have several

channels available to us. Within these di-tau decays we select three separate modes, one mode

whereby one tau decays to an electron and one decays to a muon,one mode where one tau decays

hadronically and the other to an electron and one mode where one tau decays hadronically and

the other to a muon. We then further separate each of these modes into a tagged and untagged

channel to better exploit the enhanced coupling of MSSM Higgs bosons to b-quarks.

This thesis begins by sketching the theoretical backgroundof the standard model and su-

persymmetry in Chapter 2. Chapter 3 gives a brief outline of the experimental machinery at the

Tevatron and CDF. Chapters 4 through 7 discuss the differentcomponents of the analysis itself

and Chapter 8 discusses the results.
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Chapter 2

Theoretical Overview

This chapter is a brief outline of the most important theoretical underpinnings of this search,

namely the standard model (SM) and the minimal supersymmetric standard model (MSSM)

with particular attention to the Higgs sector the MSSM and its phenomenological consequences.

Although the SM has shown an unparalleled level of accuracy and completeness it is widely

held not to be a complete theory. It has several widely recognized problems and most scientists

expect that it is a low energy effective theory which would besuperseded at some higher energy.

Several theoretical extensions exist aiming to address these issues, the MSSM is one of them.

2.1 The Standard Model

The standard model is a quantum field theory which has proven to be consistent with experi-

mental results with unprecedented accuracy. (2, 3) A complete description of the theory is easily

available in the scientific literature, but in this section we shall do a simple overview of salient

points. (5)

In the standard model the fundamental building blocks of Nature are divided in several ways.

Firstly, there is the separation between fermions, which have spin1
2 and form the building blocks

of all matter and gauge bosons, with spin 1 which act as force carriers.

The fermions can be further separated into the quarks (u,d,c,s,t,b) and the leptons (electrons

e, muonsµ and tausτ , and their corresponding neutrinos,νe, νµ, ντ ). The quarks possess an

unbroken color symmetry corresponding to the strong interactions with three degrees of freedom

and a broken “flavor” symmetry dividing the six different quarks. The leptons are colorless (i.e.

do not interact via the strong force) but interact via the electromagnetic (for thee, µ, andτ only)

and the weak interactions. All of the fermions also have corresponding anti-particles.

All of the fermions can be grouped together into three generations, with each generation

identical to the others in all quantum numbers except for mass. Most of the immediate world is

composed of particles from the first generation consisting of the up (u) and down (d) quarks, the

electron (e) and its corresponding neutrino (νe). The other generations are more massive and

have correspondingly lower lifetimes and do not generally appear in ordinary matter.

The bosons act as the intermediaries in the standard model, with different bosons corre-

sponding two different symmetries and/or interactions. The electromagnetic interaction is me-

diated by the photon (γ), the weak interaction by theW± andZ0, and the strong interaction

by the gluons (g). Finally there is the as yet unconfirmed Higgs bosonH with spin 0 which is

introduced for the Higgs mechanism of spontaneous symmetrybreaking to be accomplished in

which the masses of all the bosons and fermions are obtained.
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Figure 2.1: The standard model particles

2.1.1 Interactions

It is well established that there are four characteristic interactions among fundamental particles,

three of which are well described in the SM, the electromagnetic interaction mediated by the

massless photon in the standard model, the weak interactionmediated by the massiveW± and

Z0 bosons and the strong interaction mediated by massless gluons. The fourth interaction is the

gravitational interaction, theoretically modeled by the graviton, but due to the weak coupling

strength it does not play a role in the particle interactionsgenerally examined in High Energy

physics.

The electromagnetic interaction is probably the best knownof the SM interactions and has

a long history of investigation. It is described by quantum electrodynamics (QED), a gauge

theory with an Abelian U(1) symmetry. QED is formulated as a quantum field theory and is

renormalizable and generally well behaved, with higher order loop integrals manageable via

perturbation theory because of the small coupling constantα = e2

4π ≃ 1
127 .

The theory of the weak interaction was originally developedby Fermi to describe the current-

current interaction withV - A currents. The initial theory was later developed in the framework

of non-Abelian gauge theory withSU(2)L × U(1)Y which is now called the electroweak stan-

dard model, including the weak and electromagnetic interactions.

The strong interaction describes color interactions between quarks. It has the largest cou-

pling constant of the known interactions and is responsiblefor keeping the quarks inside hadrons

and mesons together. The corresponding field theory in the standard model is the non-Abelian

gauge theory withSU(3)c color symmetry and is called quantum chromodynamics (QCD).

The guiding symmetry of the standard model then is describedby the simple direct product

of the symmetry for the strong interactiosnSU(3)c and that describing the electroweakSU(2)L

× U(1)Y , or G = SU(3)c × SU(2)L × U(1)Y . The quantum field theory that obeys that

symmetry is the standard model of particle physics and is characterized by three important

Graphics/sm.eps
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principles, that it is a gauge theory, that it is renormalizable and that the symmetry breaking

occurs spontaneously.

2.1.2 Quantum Electrodynamics

For QED we seek to construct a gauge invariant quantum field theory. We begin with the La-

grangianL describing the field of a single free fermion with mass m. It isexpressed as

L = ψ̄(iγµ∂µ −m)ψ (2.1)

whereψ is a 4-component spinor field of the fermion and∂µ = ∂/∂xµ (µ = 0,1,2,3). γµ

are the 4 x 4 Dirac matrices and the summation overµ is implied via the standard conventions

while the m is understood to be multiplied by a 4 x 4 unit matrixI. The gauge transformation

of this system is described by

ψ → ψ′ = eiφψ = Uφψ (2.2)

Since we defineφ as constant everywhere in space-time, it follows immediately that the

transformation is unitary, that isU †
φUφ = 1 and that it is Abelian, that isUφ1

Uφ2
= Uφ2

Uφ1
. So

the transformation2.2 is global, unitary and Abelian, it is denoted by U(1).

Now if we seek to make the global symmetry a local symmetry, i.e. we introduce a x-

dependent phase parameterφ(x) then the kinetic term becomes no longer invariant, that is

L → L
′ = L − jµ(x)∂µψ(x) (2.3)

wherejµ(x) = ψ̄γµψ is the vector Noether current. In order to restore the invariance we must

replace∂µ with the covariant derivateDµ

Dµ ≡ ∂µ − ieAµ (2.4)

WhereAµ is a vector field (spin 1) that transforms like

Aµ → Aµ ≡ Aµ +
1

e
∂µφ(x) (2.5)

The Lagrangian therefore becomes

L = ψ̄(iγµ∂µ −m)ψ + eψ̄γµψAµ (2.6)

which is invariant under the local transformation. We do need to add a kinematic term for the

new field, which we add as

L = −1

4
FµνF

µν (2.7)

where F is the electromagnetic field tensor, defined as:

Fµν ≡ ∂µAν − ∂νAµ (2.8)
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lepton family Q (T, T 3) Y

νe, νµ, ντ 0
(

1
2 ,+

1
2

)

-1

eL, µL, τL -1
(

1
2 ,−1

2

)

-1

eR, µR, τR -1 0 -2

Table 2.1: Quantum number assignment of lepton families in the GWS model

So the resultant total Lagrangian is

LQED = ψ̄(iγµDµ −m)ψ − 1

4
FµνF

µν (2.9)

The field theory withLQED is called quantum electrodynamics (QED), the Lagrangian

obeys the global unitary and Abelian symmetry U(1) and the interactions described in2.9 en-

compass the entirety of QED.

2.1.3 Electroweak Theory

The standard model electroweak theory is a non-Abelian gauge theory withSU(2)L × U(1)Y

gauge symmetry. It represents as a unified whole the electromagnetic and weak interactions. In

order to match with observed phenomena, in particular the observed fact that in weak processes

we only see couplings between left-handed leptons and right-handed anti-leptons, lead to con-

structing a model whereby one family of leptons is represented as a left-handed doublet L and a

right-handed singlet R or theSU(2) group

L =

((

νe

e

))

L

, R = eR (2.10)

and more completely we represent the quantum numbers as seenin 2.1

Where the weak-hypercharge (Y) is related to the electromagnetic charge Q and the SU(2)

generators T

Q = T 3 +
Y

2
(2.11)

Then the Lagrangian is to be constructed with L and R and should be invariant under the

SU(2)L andU(1)Y groups or

SU(2)L : L→ L′ = e−iαi(x)τ i/2L,R→ R′ = R, (2.12)

U(1)Y : L→ L′ = ei/2β(x)L,R→ R′ = eiβ(x)R (2.13)

This is constructed as

LF = L̄iγµ(∂µ − ig
~τ

2
· ~Aµ +

i

2
g′Bµ)L+ R̄iγµ(∂µ + ig′Bµ)R (2.14)
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whereAi
µ (i = 1,2,3) andBµ are gauge boson fields associated withSU(2)L andU(1)Y , re-

spectively. g and g’ are the gauge coupling coupling constants corresponding toSU(2)L and

U(1)Y , respectively. The covariant derivatives are given by

Dµ = ∂µ − ig
~τ

2
· ~Aµ − ig′

Y

2
Bµ (2.15)

The kinetic term of the gauge fields is given by

LG = −1

4
F i

µνF
iµν − 1

4
BµνB

µν (2.16)

F i
µν = ∂µA

i
ν − ∂νA

i
µ + gǫijkA

j
µA

k
ν (2.17)

Bµν = ∂µBν − ∂νBµ (2.18)

whereF i
µν (i=1,2,3) is the field strength tensor the gauge field corresponding toSU(2)L and

Bµν is the field strength tensors of the gauge field correspondingto U(1)Y . In both2.14and

2.18 the mass terms do not appear as they would violate invariancerequirements. In order to

add mass to the fermions and gauge bosons we need spontaneoussymmetry breaking, i.e. the

Higgs mechanism. Since we want a massless photon after symmetry breaking we need to have

SU(2)L × U(1)Y → U(1)em (2.19)

The simplest model to accomplish this is by adding a SU(2) doublet of 2 complex scalar fields,

φ with weak hyperchargeYφ= +1. The Lagrangian for the scalars is

Ls = (Dµφ)†(Dµφ) − V (φ†φ) (2.20)

with the potential term V(φ†φ) given by

V (φ†φ) = m2φ†φ+ λ(φ†φ)2 (2.21)

wherem2 and λ are real constant parameters. Finally we add the coupling term between

fermions and scalars which are to provide the fermion mass, called the Yukawa interaction

terms

LY = −Ge(L̄φR + R̄φ†L) + h.c. (2.22)

and the fullSU(2)L × U(1)Y gauge invariant Lagrangian of the GWS model is then just

L = LF + LG + Ls + LY (2.23)

So far we have only discussed the case for one family. To extend the model with additional

generations we must extend the different components. The fermion sector is simply extended,

namely

LF = L
(e)
F + L

(µ)
F + L

(τ)
F (2.24)
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Where both terms are the same as2.14with the apporpriate substition of fermion field terms L

and R byLe/µ/τ andRe/µ/τ as appropriate. However, for the Yukawa term we have additional

interaction terms

LY = −GijL̄iφRj + h.c. (2.25)

where i,j =e, µ, τ and after symmetry breaking we obtain the fermion mass terms

L
(mass)
F = −~̄lM~r + h.c (2.26)

where

~̄l =
(

ēL µ̄L τ̄L
)

(2.27)

~r =





eR
µR

τR



 (2.28)

and where M is the mass matrix, a 3 x 3 complex not necessarily hermitian matrix. In general it

can be diagnolized by a transformation

U †MV = Md (2.29)

whereMd is a diagonal matrix and U and V are unitary matrices. Via redefining non-observable

phases of the lepton fields once can further make the elementsof Md real and positive. Then we

can rewriteL(mass)
F as

L
(mass)
F = −~̄l′M~r′ + h.c. (2.30)

where




e′L
µ′L
τ ′L



 = U †





eL
µL

τL



 (2.31)





e′R
µ′R
τR



 = V †





eR
µR

τR



 (2.32)

Then the prime states are the mass eigenstates and are not equal to current/weak eigenstates

in general. The observed states are the mass eigenstates, sowhen the interactions in the gener-

ation space (mass) we allow for intergenational mixing. It is this mixing that leads to neutrino

oscillations when massive neutrinos are included in the model.

Extending this to quarks is relatively straightforward. Weadd three SU(2) doublets (corre-

sponding to the left handed quarks of each of the three generations), with one up-type and one

down-type quark in each doublet and 6 singlets, corresponding to the right-handed quarks of

each generation. To allow for compactness we introduce the following notation

QLi =

(

Ui

Di

)

, URi, DRi (i = 1, 2, 3) (2.33)
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quark family Q (T, T 3) Y

uL, cL, tL +2
3

(

1
2 ,+

1
2

)

+1
3

dL, sL, bL -1
3

(

1
2 ,−1

2

)

+1
3

uR, cR, tR +2
3 0 +4

3

dR, sR, bR -1
3 0 - 2

3

Table 2.2: Quantum number assignment of quark families

where i stands for the generation:U1 = u, D1=d, etc. Then the Lagrangian can be written in

terms of the quarks and their covariant derivatives as

LF =

3
∑

i=1

Q̄Liiγ
µ(∂µ − ig

~τ

2
· ~Aµ − i

6
g′Bµ)QLi (2.34)

+
3
∑

i=1

ŪRiiγ
µ(∂µ − i

2

3
g′Bµ)URi (2.35)

+
3
∑

i=1

D̄Riiγ
µ(∂µ + i

1

3
g′Bµ)DRi (2.36)

The gauge field termsLG and scalar field termsLs are the same as the leptons. The Yukawa

terms can be written as

LY = −
∑

i,j

(Γ
(D)
i,j Q̄LiφDRj + Γ

(U)
i,j Q̄Liφ̃URj + h.c.) (2.37)

where theΓ(D/U)
i,j are Yukawa couplings which in general are unconstrained complex parameters

and φ̃ is defined fromφ as φ̃ = iτ2φ
∗ whereφ∗ is the complex conjugate ofφ. A similar

treatment of the mass matrices and flavor changing behavior in the quark sector is possible and

relatively straightforward.

2.1.4 Quantum Chromodynamics

In the standard model the theory of the strong interactions is quantum chromodynamics (QCD),

a non-Abelian gauge theory with SU(3) color symmetry. The QCD Lagrangian for the interac-

tion between quarks q and gluonsAi
µ for (i=1,2,...8) is given by

L = q̄(i /D −m)q − 1

4
F i

µνF
uµν (2.38)

and the quark field q and covariant derivative are given by

q =





qR

qG

qB



 (2.39)

Dµ = ∂µ − igs
λi

2
Ai

µ (2.40)
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Where the superscripts R,G,B stand for red, green and blue respectively,gs is the strong coupling

constant andλi are the 3 x 3 Gell-Mann matrices.Fµν are the field strength tensor for gluon

fieldsAi
µ and are given by

F i
µν = ∂µA

i
ν − ∂νA

i
µ + gsfijkA

j
µA

k
ν (2.41)

wherefijk are the structure constants of the colorSU(3)c group. There are several important

consequences of the chosen structure of QCD. Firstly the extra term, which corresponds to

the non-Abelian nature of QCD, compared to QED leads to gluonself-interactions. These in

turn can be shown to lead to anti-screening in the coupling constants, or ”asymptotic freedom,”

αs(Q
2) decreases with increasingQ2, while for smallQ2 αs(Q

2) becomes large.

This essentially divides QCD into two regions, for large values ofQ2 quarks and gluons

behave as free particles (“asymptotic freedom”) and perturbative calculations are valid. This

corresponds to behavior such as deep inelastic scattering.For smallQ2 the quark-gluon coupling

becomes large, perturbative calculations are invalid and the quarks and gluons are confined in

hadrons (“confinement”). This is responsible for the observed lack of free quarks/gluons in

nature. QCD then is the color SU(3) non-Abelian gauge theoryof strong interactions

2.1.5 The Higgs Mechanism

As mentioned previously mass terms can not be directly addedinto the electroweak theory

without violating gauge invariance. The way in which the standard model avoids this problem

is via adding masses via spontaneous symmetry breaking through the Higgs mechanism.

We consider adding a complex doublet fieldφ =

(

φ1

φ2

)

to the SU(2) gauge invariant

Lagrangian. We then have

L = (Dµφ)†(Dµφ) − 1

4
F i

µνF
iµν − V (φ†φ) (2.42)

with

Dµφ = (∂µ − ig
τ i

2
Ai

µ)φ , (i = 1, 2, 3) (2.43)

F i
µν = ∂µA

i
ν − ∂νA

i
µ + gǫijkA

j
µA

k
ν , (2.44)

V (φ†φ) = −µ2φ†φ+ λ(φ†φ)2 , (µ2 > 0) (2.45)

We then parametrize the fieldφ(x) in terms of the new real field H(x) andξi(x) (i = 1,2,3) as

φ(x) =
1√
2
eiτ

iξi(x)/2ν

(

0
ν +H(x)

)

(2.46)

We then transform the fields according to a particular gauge transformation, the unitary gauge,

as follows

φ(x) → φ′(x) = U(x)φ(x) =
1√
2

(

0
ν +H(x)

)

(2.47)

~Aµ → ~Bµ = U(x) ~AµU
−1 − i

g
(∂µU)U−1 (2.48)

U(x) = e−iτ iξi(x)/2ν (2.49)
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Then the Lagrangian becomes

L = (Dµφ)
′†(Dµφ)′ − 1

4
F i

µν(B)F iµν(B) + µ2(φ
′†φ′) − λ(φ

′†φ′)2 (2.50)

If we then extrapolate the Lagrangian in terms of the component fields ofφ′ we obtain the

following

L =
1

2
∂µH∂

µH − µ2H2 − 1

4
F i

µν(B)F iµν(B) +
g2ν2

8
Bi

µB
iµ (2.51)

+
g2

8
Bi

µB
iµH(2ν +H) − λνH3 − λ

4
H4 − ν4

4
(2.52)

Looking at this we see that the three Goldstone bosonξi(x) fields have disappeared, re-

placed by a triplet of massive vector fieldsBi
µ and a single massive scalar. In other words the

Goldstone bosons were “eaten” by the gauge bosons to make their longitudinal components.

This is the same basic mechanism by which the Higgs mechanismworks under other symme-

tries. When applied to theSU(2)L × U(1)Y theory that is electroweak theory it leads to the

fermions obtaining mass through the Yukawa couplings and the creation of the massive gauge

bosons(W±, Z) and a new Higgs boson (H).

2.1.6 Problems with the Standard Model

Despite its widespread and well established success the standard model does suffer from some

problems and is widely expected not to be the most fundamental theory but simply a low energy

approximation, accurate up to some scale. Some of these problems are the large number of free

parameters, the non-unification of the gauge couplings and the“hierarchy problem.”

The “hierarchy problem” is the problem of maintaing the separation between the mass scales

of the standard model∼ MW to the higher mass scales where a more fundamental theory is

expected. This problem is particularly significant with regard to scalar particles such as the

Higgs particle because the Higgs mass gets a large quantum correction proportional to this

higher mass scale. While it is possible to arrange the parameters such that the Higgs mass

remains at the lower mass scale, doing so requires excessivefine tuning of the parameters.

One attraction of supersymmetry (SUSY) is that it offers a natural solution to the problem.

SUSY is a hypothetical symmetry between fermions and bosons, that when a Lagrangian is

invariant under a transformation that connects particles whose spin differ by 1/2 that theory is

said to be supersymmetric. It connects a pair of particles with different spins but otherwise

identical quantum numbers, such as electric charge, weak isospin, color, etc. This is relevant to

the hierarchy problem because the Feynman rules provide an additional negative sign for loop

diagrams with fermions, so if the supersymmetry is exact then the loop for every particle would

be exactly cancelled by its superpartner particle. In practice it is expected from the absence of

observed superpartners that supersymmetry would be broken, but it still reduces the scale of the

hierarchy problem to the order ofMSUSY rather thanMGUT or Mpl. This is one of several

reasons SUSY is thought of as an attractive extension of the standard model.
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2.2 The Minimal Supersymmetric Standard Model

There are many possible supersymmetric extensions of the standard model, the particular one

that is explored in this research is the minimal supersymmetric standard model or MSSM. It

is so called because it is the simplest extension of the SM to incorporate supersymmetry. A

full review of the MSSM is beyond the scope of this thesis but there are a large number of

such reviews in the scientific literature but included here is an overview of some of its general

features with particular attention to the Higgs sector and the phenomenological consequences

of relevance to this search. (6)

The most immediately relevant feature of the MSSM for this search is the Higgs sector. In

contrast to the standard model, in the MSSM the Higgs sector consists of two Higgs doublets.

This is necessary because of the need for an even number of fermion doublets to avoid the Witten

anomaly forSU(2)L and because of the need for Higgs doublets of opposite hypercharge to

cancel theU(1)3Y andU(1)Y SU(2)2L gauge anomalies that stem from the higgsinos. In terms

of mass eigenstates this produces two CP even neutral Higgs bosons (h0,H0) one CP odd neutral

Higgs boson (A0) and two charged Higgs bosons (H±). This sector is largely defined by the

parameterstan β = v2

v1
(v1, v2 being the vacuum expectation values of the Higgs field couplings

to theup- anddown- type quarks respectively) and the mass of the CP odd neutralbosonmA.

In this parametrization,mh andmH are functionstan β andmA.

A

b

b

b

(a) Gluon fusion

_

b

b

A

(b) Quark annihilation

Figure 2.2: Lowest order diagram contributing togg → φ andbb̄→ A.

The dominant production mechanisms for neutral MSSM Higgs bosons at hadronic colliders

are gluon fusion (gg → φ) and quark annihilation (qq̄ → φ). The Feynman diagrams are shown

in Figure 2.2. For gg → φ the diagram is the same as the one in the SM, except for the

replacement of top quarks with bottom quarks in the loop. TheHiggs coupling todown-type

quarks is proportional totan β and theb-quark loop dominates the cross section despite the

mb/mt suppression factor. The quark annihilation is dominated bybb̄ → φ. There are higher

order diagrams leading to presence of one or two observableb-quarks in the final state. These

are especially important for Higgs searches relying on detection of three or fourb-jets and in this

2_Theory/figures/gga.eps
2_Theory/figures/bba.eps
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(a) Higgs Production cross section

Figure 2.3: Rate of associated production with b-quarks of MSSM Higgs for a particular set of

MSSM parameters.

analysis they are relevant to the tagged channels. We refer the reader to (9) for more information

on MSSM Higgs production.

The decays of the neutral MSSM Higgs bosons are governed by the couplings toup- and

down-type particles through thetan β andmA parameters. The dominant decay modes areφ→
bb̄ andφ→ τ+τ− with branching fractionsB(φ → bb̄) ∼ 90% andB(φ → τ+τ−) ∼ 8% 1

Consequently, these are the relevant decay modes for neutral MSSM Higgs searches. Despite the

large advantage in branching fraction of thebb̄ mode, theττ channel is stillvery much relevant.

Due to large di-jet backgrounds the gluon fusion mechanism can not be probed using thebb̄

channel (given the current state of di-jet mass resolution). One is restricted to Higgs production

in association with sufficiently high-pT b quarks leading to considerable efficiency losses. On

the other hand, theττ mode allows the exploration of Higgs production through both gluon

fusion and quark annihilation The dominant background in this case is fromZ/γ∗ → ττ events.

This process is well modeled and has reliably measure cross-section from theZ → ee, µµ

channels, eliminating uncertainties in background normalization. That makes thebb̄ and ττ

channels equally useful tools for the searches.

Finally, the MSSM has an even larger number of free parameters than the standard model.

Though much of the parameter space can be excluded for producing non-physical features of

one kind or another it still leaves a substantial parameter space. That is why as part of this

research the production cross section limits are interpreted as limits in the MSSM parameter

space for some commonly used benchmark scenarios.

1We do not consider ”bosophilic” Higgs scenarios.

2_Theory/figures/HiggsProd.eps
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Chapter 3

Experimental Overview

3.1 Tevatron and Accelerator Complex

The Tevatron (1) was a proton-antiproton collider at the Fermi National Accelerator Laboratory

(FNAL or Fermilab) that for most of its lifetime was the highest-energy particle collider oper-

ational in the world. While in operation it producedpp collisions at a center of mass energy

of 1.96 TeV. Data gathered in the “Run II” of the Tevatron is used in this study. The main

components can be seen in Figure3.1.

Figure 3.1: The Tevatron accelerator complex

3.1.1 Proton Source

The first step in the Tevatron accelerator chain is the the Fermilab Proton Source, which includes

the Pre-accelerator, 400 MeV Linac and the 8 GeV Booster. ThePre-accelerator serves as a

source of negatively charged hydrogen ions and acceleratesthem to an energy of 750 keV.

These ions are then passed into the Linac. The Linac is a series of radio frequency cavities

(RFC) used as a linear accelerator and accelerates the hydrogen ions up to an energy of 400

MeV. The first section of the linac is the low energy drift tubeLinac (DTL) and makes up the

first five RFCs. Each DTL cavity uses a large power amplifier tube to amplify the 201 MHz RF

3_ExperimentalSetup/figures/accel-chain-med.eps
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signal used in the cavities and accelerate the beam. The last7 RFCs use Klystron amplifiers

which amplify an 805 MHz RF signal that is fed into side coupled cavity Linac (SCL) modules.

Every RF cycle in the DTL is used to accelerate beam but only one in four cycles in the SCL

is used. The Linac and the Pre-accelerator can both accelerate beams at a 15 Hz repetition rate

(once every 66 milliseconds).

The Linac’s hydrogen ions then pass through a carbon foil andinto the Booster. The carbon

foil strips them of their electrons and the Booster RFC’s accelerate the proton beam to 8 GeV

with an operational rate of once every 66 milliseconds (15 Hzrepetition rate). The Booster is the

first circular accelerator and consists of a series of magnets arranged around a 75-meter radius

circle, with 19 RFCs interspersed.

3.1.2 Main Injector

The next step is the Main Injector. The Main Injector is a circular synchrotron seven times larger

then the booster divided up into 6 sections with 18 total accelerating cavities. Depending on the

intended destination it accelerates the 8 GeV inputs to either 120 GeV or 150 GeV. When being

used to send beam to the Antiproton Source the beam is accelerated to 120 GeV. When being

used to inject protons or antiprotons into the Tevatron, called a “shot”, the beam energy is 150

GeV. The Main Injector can accept as inputs either protons from the Booster or antiprotons form

the Antiproton Source. Its operational rate is once every 2.2 seconds.

3.1.3 Antiproton Source

The Antiproton Source is responsible forp̄ production at the Tevatron. The Antiproton Source

includes the target, Debuncher, and Accumulator. 120 GeV protons from the Main Injector

are inserted and it then collides them with a nickel alloy target, collision producing a spray of

secondary particles including antiprotons. Magnets are used to collect 8 GeV antiprotons from

this spray which are then directed to the Debuncher synchrotron.

The Debuncher’s primary purpose is to capture the antiprotons produced with a high mo-

mentum spread from the target. It also has beam-cooling systems that make the antiproton

beam more manageable. The Debuncher does not accelerate the8 GeV inputed antiprotons,

only maintainging there energy and then passing them on to the Accumulator.

The Accumulator and the Recycler are used to further cool thebeam while maintaing an

energy of 8 GeV. The Accumulator is a synchrotron housed in the same tunnel as the Debuncher

which cools the beam then passes it onto the Recyler. Though the Recycler was originally

designed to ‘recycle’ the antiprotons from the Tevatron, this function was abandoned due to

problems early in Run II of the Tevatron. Now it accepts transfers from the Accumulator and

cools the beam further then the Accumulator can accomplish using a stochastic cooling system

(like the Debuncher and Accumulator) and an electron cooling system. Like the Debuncher and

Accumulator it does not accelerate the antiprotons but onlymaintains their energy at 8 GeV.
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3.1.4 Tevatron

The Tevatron is the final and largest accelerator so far used to produce app colliding beam. It

has a radius of 1 km and is a circular synchrotron with eight 53.1 MHz RFCs. It takes both

protons and antiprotons from the Main Injector and accelerates them from 150 GeV to 980

GeV. Once accelerated the Tevatron then circulates these beams for an extended period of time

while collisions occur, maintaining their energy until theinstantaneous luminosity has fallen far

enough and the antiproton source has accumulated enoughp̄s to warrant another shot. The time

while it maintains the beam is called a “store”. The Tevatronis divided into six sectors labeled

A through F. Each sector has five service buildings labeled 0 through 4. The CDF collision hall

is located at the B0 section. The Tevatron typically delivers initial instantaneous luminosity of

about 350 cm−2 s−1 and typically stores are dropped with an instantaneous luminosity near 50

cm−2 s−1. Though both initial and final luminosity vary between stores.

Figure 3.2: The CDF II detector

3.2 The Collider Detector at Fermilab

The Collider Detector at Fermilab Run II detector (CDF II or CDF) is an azimuthally and

forward-backward symmetric apparatus weighing approximately 4,500 tons and including more

than 1 million individual detector elements. It is a generalpurpose solenoidal detector which uti-

lizes precision charged particle tracking with fast projective calorimetry and fine grained muon

detection. A schematic of the detector is Figure3.2. The tracking systems are contained within

3_ExperimentalSetup/figures/cdfiso_paper.eps
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a superconducting solenoid which generates a 1.4 T magneticfield parallel to the beam axis.

The calorimetry and muon systems are outside of the solenoid.

Figure 3.3: The CDF II detector

3.2.1 Coordinates and Units

The detector is shown in Figure3.2 and Figure3.3. CDF uses a coordinate system where the

postive z-axis lies along the direction of the incident proton beam,φ is the azimuthal angle,θ is

the polar angle (measured around the detector center in the plane of the beam axis), andpT is

the component of momentum in the transverse plane. A commonly used transformation ofθ is

η = -ln
(

tan θ
2

)

A brief description of the detector devices starting from the beam with emphasis

on subsystems relevant to this analysis follows.

3.2.2 Tracking Systems

Efficient and precise charged particle tracking is at the heart of the CDF detectors purpose. A

catalog of applications of this tracking important to this analysis include

• The ability to combine tracks with calorimetry and / or muon chamber information in

order to provide efficient electron and muon identification with high purity both during

triggering and offline reconstruction.

3_ExperimentalSetup/figures/cdfelev_crop.eps
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• Precise reconstruction of track impact parameters and efficient reconstruction of tracks in

dense jets allowing the ability to identify the delayed decay of B mesons and thereby tag

jet flavor.

• Efficient and precise reconstruction of track momentum at both high and lowpT .

• The ability to make time-of-flight measurements to enable particle mass identification to

assist in hadronic tau reconstruction

The tracking system includes the Central Outer Tracker (COT) (10) a cylindrical open cell

drift chamber, Layer 00 (11) a single-sided silicon microstrip detector, the Silicon Vertex De-

tector (SVX) (12) a collection of five layers of double-sided silicon microstrip detectors and

the Intermediate Silicon Layer (ISL) (13) a double-sided silicon microstrip detector. All of the

tracking components are contained in a superconducting solenoid, 1.5 m in radius and 4.8 m in

length, which generates a 1.4 T magnetic field parallel to thebeam axis. This magnetic field

causes charged particle tracks to bend based upon their momentum allowing the tracking system

to perform measurements of thepT of the particles.

3.2.2.1 The Silicon Detectors

The innermost component of the silicon detectors the Layer00 detector is attached to the beampipe

at a radius of 1.1 cm and covers the range of|n| < 4.0. Covering the radius range of2.4cm<

r < 10.7 cm for the range of|n| < 2 are the 5 layers of the SVX detector. The ISL is between

the SVX detector and the COT and aids with track linking between the SVX and the COT.

Each of the silicon detectors is made of doped silicon strips, single-sided in Layer00 and

double-sided for the SVX and ISL layers. Charged particles entering the strips cause ionization

which creates a pulse of current read out by integrated electronics readout chips. For the double-

sided strips one side of the strip is arranged to provide position information in r andφ while the

other side of the strip the crystals are set at either 90◦ or 1.25◦ angle stereo thus providing z

position information. The entire system thus allows track reconstruction in three dimensions

with impact resolution of 40µm including a 30µm contribution from the beamline andz0

resolution of 70µm (14). The silicon detector is an important tracking component and is crucial

to the b-tagging employed in this analysis by providing secondary vertex detection.

3.2.2.2 Central Outer Tracker: COT

Outside of the silicon detector and covering the|η| ≤ 1.0 region and radii between 40 and

137 cm the COT replaced the CTC of Run 0 and Run I and was designed to cope with the

increased luminosity environment of Run II. The COT is a 3.1 mlong cylindrical drift chamber

which includes 30,240 sense wires that run the length (in z) of the chamber between the two end

plates. Approximately half of the wires are in the four axial“superlayers”, running along the z

direction, and half are in the four small angle (2◦) stereo superlayers. Each superlayer is divided
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Calorimeter Subsystem CEM CHA

η coverage |η| < 1.1 |η| < 0.9

η segmentation 0.11 0.11

φ segmentation 15◦ 15◦

Energy absorbing layer 1
8 in. lead 1 in. iron

Scintillating layer 5 mm 10 mm

Total radiation lengths 19χ0 4.5λ0

Table 3.1: Calorimeter Summary - Central Calorimeters

in φ into “supercells”, with each supercell having sense wires and field wires configured for an

approximately COT constant maximum drift distance of 0.88 cm.

Charged particles traveling through the mixed argon / ethane gas produce electrons which

are then accelerated by the voltage maintained on the field wires towards the sense wires. Both

the sense and field wires are 40µm diameter gold plated tungsten. The sense wires span the

length of the COT and register the current produced when electrons arrive at the wires as “hits”.

The cells in the axial superlayers provide information on the r andφ of the hit and the stereo

superlayers allow reconstruction of thez position. The COT achieves a hit position resolution

of approximately 140µm and momentum resolution ofσ(pT )/p2
T = 0.0015 (GeV / c)−1 (14).

The COT also providesdE/dx information for the tracks which is used in particle identification

for particles withpT > 2 GeV.

3.2.3 Time-of-Flight: TOF

Located just outside the COT system is CDF’s Time of Flight (TOF) detector. (24). It is a barrel

of scintillator along the COT at 140 cm from the beam line, covering |η| < 1. It is composed of

216 individual bars, each covering 1.7 inφ. It measures the time of arrival of a particle at the

scintillators with respect to collision time, when combined with the momentum and path length

measured from the tracking system it allows for the determination of the mass of the particle.

The resolution in the time-of-flight measurement is∼ 100 ps, and it provides on the order of

two standard deviation separation betweenK± andπ± for momenta< 1.6 GeV/c.

3.2.4 Calorimetry

Surrounding the tracking system outside of the solenoid aresegmented electromagnetic and

hadronic sampling calorimeters that measure the energy flowof interacting particles for|η| <
3.64. The central calorimeters (with the endwall hadronic calorimeter) cover|η| < 1.1(1.3).

The plug calorimeters cover1.1 < |η| < 3.64. All of the CDF II calorimeters are scintillator

based meaning they work by having transiting particles interact with dense metal plates generat-

ing showers of particles which excite the scintillating material. The excited scintillating material

then radiates photons as it returns to its ground state, measuring these photons then provides a
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Calorimeter Subsystem PEM PHA WHA

η coverage 1.1 < |η| < 3.6 1.3 < |η| < 3.6 0.7 < |η| < 1.2

η segmentation 0.11 0.2 0.25

φ segmentation 15◦ or 7.5◦ 15◦ or 7.5◦ 15◦

Energy absorbing layer 4.5 mm lead 2 in. iron 2 in. iron

Scintillating layer 4.5 mm 6 mm 10 mm

Total radiation lengths 21χ0 7λ0 4.5λ0

Table 3.2: Calorimeter Summary - Plug and Endwall Calorimeters

measure of the energy of the incident particle. The calorimetry system is crucial to accurate

energy measurement of many physics objects at CDF. The properties of the calorimeters are

summarized in Table3.2.

3.2.4.1 Central Calorimeter: CEM & CHA

The Central Electromagnetic calorimeter (CEM) (15) covers the|η| < 1.1 region with full φ

coverage. It is organized into projective towers each covering 15◦ in φ and 0.1 units inη. Each

tower has 30 layers of18 in. thick lead and 31 layers of 5 mm SCSN-38 polystryrene scintillator

for a total radiation length of 18χ0. Between the eighth lead layer and the ninth scintillator layer,

at the depth corresponding to maximum average transverse shower development (5.9χ0), a

proportional strip chamber is inserted to determine showerposition and transverse development

by measurement of charge deposition on orthogonal strips and wires. The CEM achieves an

energy resolution of13.5%/
√
ET ⊕ 2% (14).

The Central Hadron calorimeter (CHA) (16) covers the|η| < 0.9 region and fullφ coverage.

It is organized into projective towers each covering 15◦ in φ and 0.1 unit inη matching the CEM

calorimeter which directly precedes it. Each tower has 32 layers of 2.5 cm thick steel and 1.0

cm thick doped PMMA scintillator for a total depth of 4.7λ0. The CHA achieves an energy

resolution of75%/
√
ET ⊕ 3% (14).

3.2.4.2 Plug Electromagnetic Calorimeter: PEM

A part of the Run II upgrades for the CDF detector, the Plug Electromagnetic calorimeter

(PEM) (17, 18) covers the1.1 < |η| < 3.6 region using scintillator tiles. Each tower has

23 layers of 4.5 mm lead and 4 mm scintillator for a total radiation length of 21χ0. The tiles

of the first layer are made out of 10 mm thick scintillator, read out separately from the rest of

the PEM and used as a pre-shower detector. Behind the 4th leadplate (approximately 6χ0 in) a

shower-max position detector (PES) composed of plastic scintillator strips is inserted. The PEM

achieves an energy resolution of16%/
√
ET ⊕ 1%.
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3.2.4.3 Plug and Endwall Hadronic Calorimeter: PHA & WHA

The Plug Hadronic calorimeter (PHA) (17, 18) covers the1.3 < |η| < 3.6 region matching the

PEM geometry. Each tower has 23 layers of 5.08 cm. iron and 6 mmscintillator for a total depth

of 7λ0. The PHA achieves a energy resolution of74%/
√
ET ⊕ 4%.

The Endwall Hadronic calorimeter (16) covers the0.7 < |η| < 1.2 region. Each tower has

layers of 5 cm thick steel and 1 cm thick doped PMMA scintilator for a total depth of 4.7λ0.

The WHA acheives an energy resolution of75%/
√
ET ⊕ 3% (14).

3.2.5 Shower Maximum Detector

Included as part of the electromagnetic Calorimetry systems are proportional wire strip cham-

bers, the shower maximum detector (CES). (22) These chambers are embedded in the calorime-

ter, at a depth equivalent to 5.9X0, the point where a 15 GeV electron shower is expected to

have its maximum energy deposition.

Overall the CES is composed of 128 strips, 69 in the section close to the central plane of

the detector and 59 in the outer section. The CES is an important part of hadronic tau decay

reconstruction as it allows for the definition of the impact of position ofπ0’s. Previous studies

have revealed the combination of calorimetry and CES to be capable of resolving photons from

π0 decay and evenρ mesons. (23) It also plays an role in the triggering systems, especiallyfor

electrons.

3.2.6 Muon Detection Systems

The muons detection systems form the final layer of detectorsat CDF, located outside of the

tracking and calorimetry systems. This is in order to exploit the fact that muons deposit very

little energy in the calorimetry system and are relatively long lived, so they typically escape

the detector systems. Therefore by mounting the muon systems outside of the other systems it

isolates muon signals from those created by other particle interactions. The muon chambers are

a combination of drift chambers and plastic scintillation counters. The drift chambers form the

basis for identification of a muon and the scintillation counters are used to associate a given drift

chamber signal with a particular bunch crossing, acting to identify muon signals from cosmic

ray muons as opposed to muons produced in the interaction. The CMU and CMP systems both

cover |η| ≤ 0.6. The CMX system covers the range0.6 ≤ |η| ≤ 1.0 and the IMU system

covers the range1.0 ≤ |η| ≤ 1.5 (14).

3.2.7 Cherenkov Luminosity Counter: CLC

CDF determines the beam luminosity using the Cherenkov Luminosity Counters (CLC) (19)

which measure the average number of inelasticpp collisions per bunch crossing. The counters

surround the beampipe in three concentric layers with 16 counters in each layer, for a total

of 48 conical Cherenkov counters in each CLC detector. The entire system consists of two
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modules that are located in the “3-degree holes” inside the CDF end-plug calorimeters in the

forward and backward region of3.7 < |η| < 4.7. Charged particles traversing these modules

coming from thepp interactions (primaries) will traverse the full length of the counter, emitting

Cherenkov light and generating a large amplitude signal in the attached photomultiplier tubes

(PMT). Particles from beam-halo interactions or from secondary interactions of prompt particles

in detector material and the beam-pipe (secondaries) are softer, traverse at larger angles with

shorter path lengths (thereby emitting less Cherenkov light) and their light will undergo a larger

number of reflections before reaching the PMTs. This produces several differences between

the signal produced by primaries and secondaries. Firstly,their signals are significantly smaller

in amplitude and can be discriminated with suitable amplitude thresholds in the electronics.

Secondly, when two primaries traverse a single counter the resultant signal is twice that of a

single particle allowing distinct peaks for the different particle multiplicities to be discerned in

the output.

The instantaneous luminosity (L) can be expressed as

L =
µ× fbc

σin
, (3.1)

whereµ is the average number ofpp interactions per bunch crossing,fbc is the Tevatron bunch

crossing frequency (1.515×107 Hz) andσin (approx. 60 mb (20)) is the inelasticpp interaction

cross-section. Multiple separate methods for measuringµ through the CLC are possible. Two

different methods are described here.

Firstly, sinceµ is the mean of a Poisson distribution the probability of empty crossings

is P0(µ) = e−µ. By measuring the fraction of empty crossings a measurementof µ can be

made and therefore the luminosity. However, the disadvantage of this method is the small

probability of empty crossings at high luminosity, making aprecise measure of luminosity using

this technique difficult. Alternatively,µ can be interpreted as

µ =
N̄

N̄ s
, (3.2)

whereN is the measured average number of hits per bunch crossing andN s is the average

number of hits from a singlepp collision (measurable at low luminosity).

The data used in this thesis corresponds to≃ 6.2 fb−1 of measured integrated luminosity,

the uncertainty on this luminosity is 5.9% with 4.4% from theacceptance and operation of

the CLC (20) and 4.0% from the uncertainty on the calculation of the total pp inelastic cross

section (21).

3.3 Triggering

During Run II the Tevatron typically operated in a high luminosity environment, requiring the

use of trigger systems to restrict data and read out of the full detector systems to a small pro-

portion of the data. To accomplish this CDF uses a three leveltrigger systems with each tier



23

performing a more comprehensive treatment of the incoming data and accepting proportionally

fewer events. Since most of the incoming data is not of physics interest, the intent of the trigger

system is to select among incoming events for events of interest to various searches that are

undertaken at CDF.

In the high luminosity operating environment of the Tevatron it is necessary to parse the

incoming data and read out the full detector systems on only asmall proportion of the data in

order to maintain functionality. To accomplish this CDF uses a multitiered triggering system

with each tier completing progressively more thorough reconstruction and accepting progres-

sively fewer events, see Figure3.4and 3.5. CDF’s triggering system has three levels, the level

1 trigger system is based on customized electronics, does relatively little reconstruction and is

designed to target an accept rate below 28 kHz. The level 2 trigger system is based on a PC,

does moderate reconstruction and is designed to target an event acceptance rate below 900 Hz.

The final level 3 trigger system uses a farm of PCs, does a more complete reconstruction and is

designed with a 200 Hz acceptance rate target.

Figure 3.4: The CDF II Trigger system

3_ExperimentalSetup/figures/TriggerSys.eps
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3.3.1 Level 1 Trigger

The Level 1 trigger is a synchronous hardware based system that uses custom electronics to

make a decision on every beam crossing, with the purpose of reducing the resultant acceptance

rate below 28 kHz. The L1 decision pipeline is approximately4 µs, with a correspondingly

deep buffer of 14 crossings. Different hardware elements partially process subsets of the full

detector information in order to produce a rough picture of aspects of interest in the event. The

global Level 1 decision then takes the different level 1 conditions into account to decide the

global level 1 pass.

The overall L1 system is divided into three parallel tracks focusing on different elements of

the detector the L1 CAL system, which focuses on the calorimetry information, the L1 TRACK

system, which focuses on the COT tracking system and the L1 MUON system which searches

for muon objects. Since the calorimetry and muon systems require tracks pointing to relevant

elements, they receive the track information as well.

The Level 1 calorimeter trigger is intended to trigger on electrons, photons, jets, total trans-

verse energy (ET ) and missing transverse energy (E/T ). The triggers are divided into two types:

object triggers (electrons, photons and jets) and global triggers (ET andE/T ). The object triggers

are formed from individual calorimeter towers while the global triggers are formed by summing

energies from all towers. The object triggers can then be further subdivided into single ob-

ject triggers, where a single object is sufficient to generate a L1 accept, and do-object triggers,

where the rate is sufficient that two or more such objects are required to generate a L1 accept.

The electron and photon triggers are formed from applying thresholds to the electromagnetic

(EM) energy while the jet triggers apply thresholds to the total (EM+hadronic (HAD)) energy

in a tower. To further reduce rates Level 1 eXtremely Fast Tracker (XFT) tracks are available for

matching to towers and towers with significant HAD energy canbe rejected. The global triggers

use the total (HAD + EM) energy in all the towers.

The Level 1 track trigger is intended to detect tracks on the COT. It uses hits from 4 axial

layers of the COT to identify tracks withpT greater than 2 GeV/c. The resultant track is then

sent to the Extrapolation Module (XTRP) (32) which then distributes the XFT track information

to the Level 1 and Level 2 trigger systems that use it. As well as providing track extrapolations

to the muon and calorimeter systems the XTRP can generate a L1accept if their are more than

6 tracks of any kind or based onPT andφ information and a lookup table to generate various

Level 1 triggers.

The Level 1 muon system uses muon detector primitives generated variously from the CMU,

CMP, CMX, CSX, CSP and HAD systems and XFT information from the XTRP to form basic

muon trigger objects. For the scintillators (CMP, CSX, CSP,HAD) primitives are derived from

single or coincident groups of hits. For the wire chambers (CMU,CMX) primitives are obtained

from hit patterns on the projective wires, with a requirement imposed on the difference in the
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arrival times of signals. This time difference requirementimposes a minimumpT requirement

for hits from a single track.

3.3.2 Level 2 Trigger

The Level 2 trigger is an asynchronous system that processesevents that have received L1

accepts in a First In - First Out (FIFO) manner. It has a bufferof four events to minimize

downtime due to L2 time-outs and uses two stage design, first adedicated hardware stage, the

PULSAR (PULSer And Recorder) boards which operate on the outputs of the L1 system and

secondly a PC based decision making process. In addition to the information available at and

from L1, at L2 data from the shower max chambers, the Silicon Vertex Tracker (SVT) and XFT

3D stereo information are used to further refine the event selection.

Additional primitives are generated from three systems at Level 2, the Level 2 cluster finder,

L2CAL, the shower maximum strip chambers, XCES and the Silicon Vertex Tracker (SVT).

The current L2CAL PULSARs receive the tower information at nearly the same time as the

L1CAL, they serialize the data and upon receiving a L1 acceptpass it on to the L2PC (30).

This allows for near offline quality calorimetry information available at L2. The jet clustering

algorithm uses a single pass clustering approach similar tothat used in L3 and offline. First

it selects seed towers as those towers above a certain seed threshold, then add energies from a

fixed cone around the seed tower to form the jet energy. For electromagnetic (electron or photon)

clusters the clustering algorithm is intended to resemble the DCAS hardware algorithm. Finally

the system also calculatesE/T .

The shower maximum detector information is used to provide better spacial resolution than

available from calorimeter towers. The XCES (33) pulsar boards sum the energy on adjacent

CES wires and compare them against a threshold value around 4GeV. That information is then

matched against XFT tracks to produce a Level 2 trigger. The increased spatial resolution pro-

duced allows for a significant reduction in combinatorial background for electrons and photons.

The Silicon Vertex Tracker, SVT (34), uses hit data from the silicon detector systems and

compares that against each XFT track to produce a transverseimpact parameter measurement

with resolution 50µm, comparable to that of offline tracks ofpT 2 GeV that do not use Layer

00.

Finally the XFT Stereo system (35) uses the stereo layers of the COT to provide additional

discriminating power. This is done through confirming that the L1 XFT track, created strictly

from the axial layers, goes through the stereo layers at the expected locations and through usage

of the angular inclination with respect to the beam pipe to measure the angleθ of the track

and use this information to point the track to other detectors, in particular to parts of the muon

system. Both of these are used at L2 to provide enhanced fake rate rejection.
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Figure 3.5: The CDF II Level 1 and Level 2 Trigger system

3_ExperimentalSetup/figures/L1L2Block.eps
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3.3.3 Level 3 Trigger

After passing level 2 an event is sent to the level 3 triggers where it is read out completely.

This begins with collecting data from all of the VME Readout Buffers (VRBs) which is then

passed into the Event Builder (36) Scanner CPUs. The event builder is divided into 16 sub

farms each consisting of one converter node and sixteen processor nodes, each converter node

receives the VME data from the Scanner CPUs and then sends it forward to one of the processor

nodes. There the Level 3 trigger reconstruction is applied,taking advantage of the full detector

information with improved resolution, including a full 3-dimensional track reconstruction, and

matching of tracks to parts of the calorimeter and muon-system information. Events that satisfy

Level 3 trigger requirements are then transferred into the Consumer Server/Data Logger (CSL)

system for storage. The average processing time per event inL3 is on the order of a few seconds.

Some triggers which would otherwise consume more bandwidththen desired receive predefined

or dynamic prescales at this level, that is effectively an additional numerical rejection factor

applied on a trigger specific level. Dynamic prescales are pre scales that are adjusted on the fly

based on available bandwidth.

The full set of requirements that an event has to fulfill at Level 1, Level 2 and Level 3

constitutes a trigger path. Approximately 200 such triggerpaths are implemented in the CDF

system and an event is accepted if it passes any of the triggerpaths. It is possible for an event

to pass more than one such trigger path. An event will be accepted if it passes the requirements

for any one of these paths and depending on the trigger path will be stored in a trigger dataset.

A complete description of the different datasets at CDF can be found in (37). The trigger paths

that are relevant to this study are the SUSYDILEPTON trigger path and the “lepton+track”

trigger path which shall be described in more detail in chapter 5.



Chapter 4

Event Selection

As outlined in the introduction this analysis involves three different final states in two different

channels, namely theτeτhad, τµτhad andτeτµ final states. whereτe represents a tau that decays

to an electron,τµ a tau that decays to a muon andτhad a tau that decays hadronicly. It follows the

tagged and untagged channel for each state of these three final states for a total of six different

channels.

Data for this analysis comes from two different trigger paths with different trigger require-

ments. These impose efficiency effects that must be modeled in simulated data sets, a subject

that will be discussed at length in the next chapter.

The total dataset used represents 5.9 fb−1 of data. Over this period there were a number of

changes in the triggers that took place, including some changes to the pre-scales or disabling of

certain trigger paths, as a result the luminosity varies slightly based on channel.

4.1 Datasets Used

For the exploration of theτeτµ channel we use data collected with the “SUSY dilepton” triggers:

datasetsedilad, edilbh, edilai, edilaj, edilak, edilam. The data is taken from the officially

produced Stntuple samples.

The “SUSY dilepton” triggers select two leptons (l = e, µ) with with pT > 4 GeV (during

periodi, the threshold for one of the leptons was increased to 8 GeV).At least one of the leptons

is in the central region. In this analysis we use only the trigger paths that select one electron

and one muon, both in the central detector region. Same-flavor leptons are used for consistency

checks and study of lepton isolation consistency between the data and MC.

For the final states with a hadronically decaying tau we use the “lepton+track” triggers

that require a central electron or muon, and an isolated track (used as a starting point for tau

reconstruction). These are found in theetlpad, etlpbh, etlpai, etlpaj, etlpak, andetlpam

datasets.

In this analysis we use Run 2 data in the full run range and apply the Top/EWK/Exotics good

run list v35 (good electron, muon, good Si required, excluded COT compromised runs). This

run range has both the CMX and CMU+CMP systems operational. The integrated luminosity

of our sample is 5.9 fb−1

4.2 Monte Carlo Simulations

Monte Carlo simulations of theφ→ ττ signal were generated using PYTHIA 6.216 separately

for the processesbb, gg → A (PYTHIA process numbers 156, 157), which are expected to

28
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have the largest contribution to the MSSM Higgs production cross section. The MC simulation

includes run-dependence and minimum-bias overlay. We generated samples fortan β=0 in the

mass region90 < mA < 300 GeV and then apply as appropriate a stacking technique to

generate larger width samples. We selected thistan β for the purpose of future combination

with the Higgs→ bbb search. When calculating signal detection efficiencies, we weight the

contributions fromgg, bb̄ → A + X according to the predicted relative contributions. For

background estimation we use the EW group MC samples that also include run-dependence and

overlay of minimum bias events.

4.3 Data-Monte Carlo Hybrid

Modeling of the Z→ ττ background in the tagged channel poses special challenges as a result

of the relatively poor way in which background jets are modeled in available MC samples. Since

these jets are the source of the tags that move an event into the tagged background sample it is

important to model them accurately. In order to do so we employ a method designed to combine

data-based background jets with MC samples ofZ → ττ . We do this by constructing a hybrid

data-MC sample composed of baseline events fromZ → µµ data composed withτ ’s taken from

Z → ττ MC samples.

The process begins by selecting forZ → µµ events from data samples from thebhmucd,

bhmuch, bhmuci, bhmucj, bhmubk and bhmubm datasets. The data-level muons are then

matched against simulated taus at the generator level. A metric is constructed to measure the

closeness of the match between muon and tau as follows.

metric =

√

(
∆Pt

5
)2 + (∆φ)2 + (∆η)2 + (

∆Z

40
)2 (4.1)

Figure 4.1: ∆Z and∆Pt between the data muons and simulated taus at the generatorlevel

Each simulated tau is paired with whichever data muon it mostclosely matches. Each data

muon is then paired with whichever associated tau has the smallest metric value. Then the muon

is removed from the event, the simulated tau replaces it and any necessary event variables are

4_DataSelection/figures/Zgap_gen.eps
4_DataSelection/figures/DelPt_gen.eps
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Figure 4.2: ∆φ and∆η between the data muons and simulated taus at the generator level

altered as appropriate. The differences between the final paired muons and final paired taus is

shown in Figures4.1and 4.2

The resultant sample is then normalized at the pretag level to the pretagZ → ττ MC to

account for overall luminosity. This sample is then used as theZ → ττ background for the

tagged sample, and sets how many events are removed from the pretagZ → ττ MC to make

the untagged sample.

4_DataSelection/figures/DelPhi_gen.eps
4_DataSelection/figures/DelEta_gen.eps
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Chapter 5

Trigger Efficiencies

5.1 Introduction

This chapter presents a measurement of the trigger efficiency of the track leg of the “lepton

plus track” trigger paths. We measured the efficiency of these trigger paths with respect to fully

reconstructedτs using jets and di-lepton samples. We defined relevant variables to account for

inefficiencies of the XFT track matching, L2 cluster matching and L3 isolated track finding. The

overall trigger efficiency is the product of those three components.

The trigger efficiencies for the SUSYDILEPTON paths were not remeasured for this anal-

ysis but taken from other sources. (38, 39)

5.1.1 Trigger paths description

The “lepton plus track” dataset contains events from several different trigger paths. Three fam-

ilies of those paths are relevant for this analysis. Two of them require aµ and an isolated track,

“CMUP plus track” and “CMX plus track”. A third family triggers on a central electron and an

isolated track, “Electron plus track”. The paths involvingµs were “dynamically prescaled” or

“luminosity enabled” in the last periods of data taking. Thewhole list of trigger paths studied

can be found in table5.1.

Trigger Path Family Trigger Paths involved

“Electron plus track” TAU ELECTRON8TRACK5 ISO

“CMUP plus track” TAU CMUP8 TRACK5 ISO, tag 1 to 9

TAU CMUP8 TRACK5 ISO L2 LOOSEDPS

TAU CMUP8 TRACK5 ISO L2 LOOSELUMI 240

TAU CMUP8 TRACK5 ISO L2 LOOSELUMI 260

“CMX plus track” TAU CMX8 TRACK5 ISO

TAU CMX8 TRACK5 ISO LUMI 200

TAU CMX8 TRACK5 ISO L2 LOOSEDPS

TAU CMX8 TRACK5 ISO L2 LOOSELUMI 200

Table 5.1: “lepton plus track” trigger paths used in this analysis

Different versions of these trigger paths have had different requirements. Only a few of them

affected the track leg of the trigger. The “Electron plus track” triggers underwent a transition af-

ter run 209770, when the isolation requirements at level 3 were modified and a level 2 calorime-

ter cluster was required to match the XFT track. The “CMUP plus track” and “CMX plus track”

trigger paths also suffered two relevant changes. First, a level 2 XFT track was included simulta-

neously for bothµ families, in the transition from tag 7 to 8 of the TAUCMUP8 TRACK5 ISO
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L2 cluster requirements (old) L2 cluster requirements (new)

ET > 4GeV ET > 5GeV

Number of towers≤ 5 No requirement on NTowers

pass= 2 pass= 13

Table 5.2: L2 cluster cuts.

path and from tag 6 to 7 of TAUCMX8 TRACK5 SIO. Moreover, a second transision mod-

ified the level 3 isolation requirements after run 209770, simultaneous to the transition in the

“Electron plus track”. These changes were accounted for in aprevious study. (28) Subsequent

to that and the focus of this study there were several changes. In the TAU ELECTRON path

in the change from v-10 to v-12 the clustering algorithm was updated to use pass 10 and pass

13 clusters for the electron and tau respectively. There were then minor changes to the trig-

ger parameters in the change to v-13 (changed number of cluster tower requirements) and v-14

(changed ET requirement to 5 GeV from 4 GeV). The changes up through run 209770 were

accounted for in previous studies. (25, 26, 27, 28)

In the TAU CMX and TAU CMUP paths there was the implementation of SLAM stereo

confirmation after run 233108 with the 3DMatch requirement added after run 257202.

5.1.1.1 Level 2 Trigger Requirements

An XFT track with apT > 5GeV is required in all the different versions of the TAUELECTRON8

TRACK5 ISO trigger paths. It is also required from tag 8 of the path TAU CMUP8 TRACK5

ISO and tag 7 of TAUCMX8 TRACK5 ISO.

Moreover, this XFT track has to match a cluster for the path TAU ELECTRON8 TRACK5

ISO, versions 8 and 10. This cluster has to fulfill the requirements summarized in table5.2.

The TAU ELECTRON cluster requirement was changed to pass 13 clusterwith tag 12.

5.1.1.2 Level 3 trigger requirements

The level 3 trigger requirements are summarized in table5.3. The isolation requirement is

fulfilled when no shoulder tracks with meet thepT andZ requirements are in the isolation

annulus. The definition of the isolation annulus and the cutsapplied to select shoulder tracks

was modified after run 209770. We refer to the trigger settings before this run as the “old trigger”

and to the ones after that change as “new trigger”. Table5.4shows the definition of isolation for

both triggers.

5.1.2 Data Samples and Event Selection

For this trigger study, we chose to use jet samples because they do not include track related

requirements in their trigger paths. Therefore, these events are not correlated with the “lepton

plus track” sample. This dataset, however, has the inconvenience of being populated mainly by
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L3 track requirements

pT > 5GeV

|η| < 1.5

isolation

Table 5.3: Level 3 track cuts.

“old trigger” “new trigger”

L3 isolation annulus 0.175 < ∆R < 0.524 10degree < Angle < 30degree

track cuts
|∆Z| < 15 cm |∆Z| < 5 cm

pT > 1.5 GeV pT > 1.5 GeV

Table 5.4: Isolation annulus definition, and cuts for shoulder tracks

fake τs. This introduces a bias in the study of trigger level isolation, due to the differences in

track multiplicity between jets andτs. Moreover, a measurement of the efficiency of the level 2

calorimeter cluster requirement added to the “electron plus track” trigger path would be biased

if measured in the jet samples.

We selected tightτs in the runs marked as good by the “good run list, em mu” version

35. Note that tightτ ID includes offline replication of level 3 isolation. After selectingτs, we

checked whether thoseτs would have passed the trigger requirements of the track legof the

different “lepton plus track” paths.

We also used highpT samples of bothµs and electrons for obtaining the absoulte normal-

ization of the level 3 efficiencies. We selected events in the“good run list, em mu”, version

35, that had two almost-tight electrons or two almost-tightµs with an invariant mass consistent

with the Z mass peak. By almost-tight we mean that we applied all the standard ID cuts except

isolation. For the tracks of each of the leptons, we calculated the isolation related variables we

use forτs. We applied the same isolation cuts we apply toτs and then check whether these

tracks would have passed the requirements in the “lepton plus track” paths.

5.1.3 Level 2 Trigger Efficiency

As previously stated, there are three kinds of requirementsat level 2 that could potentially be

applied in the different paths: XFT track matching, level 2 cluster matching and XFT SLAM

matching.

We found the main source of XFT track finding inefficiency was related to the tracks cross-

ing the central plane of the COT at the radius where the axial superlayers are located. After the

addition of SLAM confirmation there was an additional effectwhen tracks crossed the central

plane of the COT at the radius where the stereo superlayers are located Therefore, when the

tracks cross thez = 0 plane, we calculated and parametrized the efficiency in terms of the ra-

dius of crossing of the central plane of the COT,RZ0. When the tracks do not cross the central

plane, then we found that the efficiency increases with the length of the track inside the COT.
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parameter old trigger new trigger SLAM

ǫplateau 0.9548 0.9539 0.9445

A1 0.2646 0.2563 0.086

C1 58.92 58.91 58.38

S1 2.3810 2.3504 2.5063

A2 0.3468 0.3320 0.1643

C2 82.17 82.23 82.08

S2 2.6352 2.624 2.413

A3 0.4823 0.4604 0.4060

C3 105.8 105.8 105.5

S3 2.796 2.812 2.527

A4 0.4457 0.3854 0.3483

C4 131.0 130.8 129.4

S4 3.489 3.695 2.464

A5 - - 70.11

C5 - - 2.579

S5 - - 0.1882

A6 - - 93.64

C6 - - 2.771

S6 - - 0.2933

A7 - - 117.3

C7 - - 2.980

S7 - - 0.4348

Table 5.5: Fitted parameters for the L2 trigger efficiency as a functionof RZ0.

TheRZ0 efficiency, figure5.1, shows a very well defined behavior: a plateau of very high

efficiency with four dips. We fitted the distribution to a flat plateau and 4 Gaussians:

ǫ(x) = ǫplateau −
4
∑

i=1

Aie
−

„

x−Ci
Si

«

2

2 .

After the shutdown in August 2006, 3-layer XFT tracks were removed. This resulted in

the dip corresponding to the 4th axial layer becoming more pronounced. Subsequently, SLAM

confirmation was added, it also shows a well defined behavior:a plateau of high efficiency with

seven dips. We fitted the distribution to a flat plateau and 7 Guassians:

ǫ(x) = ǫplateau −
7
∑

i=1

Aie
−

„

x−Ci
Si

«

2

2 .

The fit shows the dips are precisely located at the radius where the axial and stereo super-

layers of the COT are placed, table5.5.

For the tracks that don’t cross theZ = 0 plane, we used the path length of the track in the

r − z plane inside the COT,Lrz. The longer this path is, the higher the efficiency, figure5.3.
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Figure 5.1: XFT track finding efficiency for tracks that cross theZ = 0 plane. We parameterized

this efficiency as a function of the radius at which the trackscross that plane,RZ0.

parameter old trigger new trigger

ǫplateau 0.9750 0.9665

C 1.958 24.63

S 30.32 22.09

Table 5.6: Fitted parameters for the L2 trigger efficiency as a functionof Lrz.

5_TriggerEff/figures/SdTrkRZ0_XFT4Eff_manual_OldTrigger.eps
5_TriggerEff/figures/SdTrkRZ0_XFT4Eff_manual_NewTrigger.eps
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Figure 5.2: XFT track finding efficiency for tracks that cross theZ = 0 plane. We parameterized

this efficiency as a function of the radius at which the trackscross that plane,RZ0. Shown are the

post-shutdown efficiency and the XFT4+SLAM efficiency.

5_TriggerEff/figures/XFT4Eff_vm.eps
5_TriggerEff/figures/XFT4SlamEff_vm.eps
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Table5.6shows the result of the fit to a turn-on curve:

ǫ(x) =
ǫplateau

1 + e
C−x
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Figure 5.3: XFT track finding efficiency for tracks that do not cross theZ = 0 plane. We parame-

terized this efficiency as a function of the length of the track path in ther − z plane.

After the removal of the XFT3 tracks we find that the path length turn-on is removed for

tracks that don’t cross theZ = 0 plane. We thus model the efficiency as a flat-plateau minus a

gaussian. Table5.7shows the result of the fit

ǫ(x) = ǫplateau −Ae−
( x−C

S )
2

2 .

Regarding the cluster requirement, there is no dataset thatwould allow an independent mea-

surement of the efficiency of a reconstructedτ to match a level 2 cluster with sufficient statistics.

After several studies, we concluded that the only feasible way to approach this was relaying on

5_TriggerEff/figures/SdTrkLrzCOT_notAcrossZ0_XFT4Eff_manual_OldTrigger.eps
5_TriggerEff/figures/SdTrkLrzCOT_notAcrossZ0_XFT4Eff_manual_NewTrigger.eps
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parameter SLAM

ǫplateau 0.9448

A 0.07155

C 173.8

S 13.59

Table 5.7: Fitted parameters for the L2 trigger efficiency as a functionof Lrz.

Figure 5.4: XFT track finding efficiency for tracks that don’t cross theZ = 0 plane. We parame-

terized this efficiency as a function of the length of the track path in ther − z plane.

Monte Carlo samples, likeZ → ττ . Given that the simulation of the trigger, trigSim, is not fully

consistent with data, we would have to scale our measurementof the trigger efficiency with a

set of factors that can be obtained from QCD Monte Carlo samples and the Jet samples, figure

5.5.

The altered clustering algorithm resulted in a substantialimprovement in the performance,

as can be seen in figure5.6

5.1.4 Level 3 Trigger Efficiency

The level 3 trigger requires a COT isolated track. As previously stated, there are two different

implementations of isolation in our current datasets, corresponding to different time periods.

We refer to them as “old trigger” and “new trigger”. The cuts applied for these two definitions

of isolation are summarized in table5.4. Some of theτ ID cuts we apply offline are tighter than

the ones applied at L3, likepT or η. In our range of acceptance, the trigger efficiency doesn’t

show a significant dependence on these variables.

However, L3 isolation is closely related to the goodness of the determination of the track

parameters at trigger level. In the case when there are extratracks in the signal cone, the vari-

ation of the parameters of these extra tracks could make themmigrate from the signal cone

at offline production level to the isolation cone at trigger level, leading to trigger inefficiency.

Some parameters of the track likeφ or the curvature, i.e.pT , are determined much more pre-

cisely at trigger level than others, likecotθ. As it is shown in Figure5.9for instance, the trigger

5_TriggerEff/figures/XFT4_LrzSlam_vm.eps
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Figure 5.5: We compared the efficiency in Jet20 data and QCD 18 MC simulation (upper left). This

was used to derive a scale factor as a function of the number oftowers (upper right) in theτ cluster

resulting in the corrected level 2 cluster trigger efficiency (lower).

5_TriggerEff/figures/L2Clster_eff.eps
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Figure 5.6: We compared the efficiency in Jet20 data and QCD 18 MC simulation (upper left) after

the implementation of the pass 13 clustering algorithm. This was used to derive a scale factor as

a function of the number of towers (upper right) in theτ cluster resulting in the corrected level 2

cluster trigger efficiency (lower).

efficiency is related to the closeness of the extra tracks in the signal cone to the boundary of the

cone. Moreover, the presence of tracks due to multiple interactions also has a dramatic impact

on the efficiency of this trigger.
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Figure 5.7: L3 efficiency parameterized in terms of the number of primaryverteces for the old

trigger.

We selected events with 2 almost-tight electrons or two almost-tightµs in the high-Pt sam-

ples. By almost-tight we mean we applied all standard cuts, except isolation. Then for each of

the leptons in the event, we defined a 10◦ cone, and createdτ -like signal and isolation variables:

number of tracks in the signal cone, number of tracks in the isolation cone, sum of thepT of

the tracks in the isolation cone and sum of theET of π0 in the isolation cone. We measured the

5_TriggerEff/figures/NTwrs_Note_12.eps
5_TriggerEff/figures/canvas_NPrimVtx_compact_L3Eff_OldTrigger.eps
5_TriggerEff/figures/canvas_NPrimVtx_compact_XFT4L3Eff_OldTrigger.eps
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Figure 5.8: L3 efficiency parameterized in terms of the number of primaryverteces for the new

trigger.

trigger efficiency for the tracks of those leptons after applying τ -like isolation cuts as a funtion

of the number of primary verteces. This environment is closer to our signal, but it only compares

to the jets samples in the 1-prong high-pT region. This measurement of the efficiency takes into

account tracks that could lay in the isolation annulus, bothtracks from other interaction, from

the underlaying event or fake tracks.

We account for track migration as a source of inefficiency by looking at the closeness of the

extra tracks in theτ signal cone to the boundary. For the “old trigger”, we calculated the∆θ of

each extra track to the L3 signal cone boundary. We parameterized the efficiency as a function

of smallest∆θ among those tracks,∆θmin. For the new trigger, the cone is defined inangle,

instead of∆R. The natural variable to parameterize the efficiency in thiscase is, then, the angle

to the cone cone boundary of the closest track to the boundaryin the cone,∆αmin. For these

measurements we ran over the events of the jet samples. However, calculating the efficiency in

the jet samples could introduce a bias in our measurement because of the differences in track

multiplicity between jets andτs. Most of theτs we reconstruct are fakes, which are more likely

to fail trigger requirements because of the presence of lowpT tracks in the trigger isolation

cone. In order to avoid this bias, and to make this “track migration” efficiency multiplicative

with the overall efficiency we obtained from the jet samples,we only usedτ candidates that

were surrounded by a very clean environment. This conditionwas achieved by requiring no

extra tracks in a cone of∆R = 0.7

Both the overall efficiency and the track migartion need to becalculated for each different

set of L2 and L3 requirements. Figure5.7 shows the L3 efficiency for the “old trigger” and

Figure5.8for the “new trigger”, considering the different L2 requirements in each trigger path.

Figure 5.9 and Figure5.10 show the “L3 migration” efficiency in terms of∆θmin and

∆αmin, fitted to a turn-on function:

ǫ(x) =
ǫplateau + ǫslope × x

1 + e
C−x

S

5_TriggerEff/figures/canvas_NPrimVtx_compact_XFT4L3Eff_NewTrigger.eps
5_TriggerEff/figures/canvas_NPrimVtx_compact_XFT4ClL3Eff_NewTrigger.eps
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Figure 5.9: L3 “migration” efficiency for the “old trigger”, parameterized in terms of∆θmin.

parameter
“old trigger” “new trigger”

no L2 XFT XFT XFT+L2Cluster

ǫplateau 0.9848 0.9896 0.9955 0.9958

ǫslope −2.011 × 10−2 −2.312 × 10−2 −2.991 × 10−4 3.9491 × 10−5

C 1.517 × 10−2 1.678 × 10−2 2.985 × 10−3 2.7921 × 10−3

S 5.272 × 10−2 2.543 × 10−2 1.598 × 10−2 1.5801 × 10−2

Table 5.8: Results of the fits to∆θmin and∆αmin.

5_TriggerEff/figures/DMin_DMinDef_L3IsoEff_manual_OldTrigger.eps
5_TriggerEff/figures/DMin_DMinDef_XFT4L3IsoEff_manual_OldTrigger.eps
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Figure 5.10: L3 “migration” efficiency for the “new trigger”, parameterized in terms of∆αmin

5_TriggerEff/figures/DMin_DMinDef_XFT4L3IsoEff_manual_NewTrigger.eps
5_TriggerEff/figures/DMin_DMinDef_XFT4ClL3IsoEff_manual_NewTrigger.eps
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The results of the fits are shown in table5.8.

5.1.5 Electron Trigger Issue

A small portion of the electron + track trigger encountered asoftware problem for a short data

period. Because of this, events with|η(track) − η(e)| ∼ 0 were rejected. The problem was

found and fixed fairly quickly. To avoid this effect we make a cut |η(track) − η(e)| < 0.3 to

cover this region in data from the affected period. The same cut is applied to MC, weighted to

the appropriate amount of luminosity. We confirmed this issue is modeled in various kinematic

distributions.
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Chapter 6

Particle Identification

6.1 Introduction

In contrast to other leptons, taus have a rich decay spectrum. There are two groups of de-

cays: leptonic (τ → lντνl(γ), l = e, µ) and hadronic (τ → Xhντ , Xh =system of hadrons).

Throughout this note we useτe, τµ andτhad as shorthand notations for taus detected in a partic-

ular decay channel.

The combinations of tau decay modes determine the detectionchannels forφ → ττ - Ta-

ble 6.1.

Mode Fraction (%) Comment

τeτe 3 high DY→ ee bg

τµτµ 3 high DY→ µµ bg

τeτµ 6 low QCD bg

τeτhad 23 golden

τµτhad 23 golden

τhadτhad 41 large multi-jet bg’s

Table 6.1: Tau decay mode combinatorics and their importance forφ→ ττ searches.

The largest contribution comes fromτhadτhad, however, detection in this mode is difficult

due to large QCD backgrounds. The modesτeτhad andτµτhad are the golden ones - they have

significant contribution and contain an electron/muon thathelps suppress multi-jet events. De-

spite its relatively small contribution,τeτµ is very interesting because it provides very efficient

QCD suppression.

The modesτeτe andτµτµ are not very useful at CDF due to their small contributions and

high ee andµµ DY backgrounds (in addition toττ DY).

The particles of interest in this analysis are electrons (from τe), muons (fromτµ), and the

products of hadronically decaying taus. The selection criteria for electrons and muons closely

follows the JP recommendations. Our minimumpT (ET ) requirements for muons and electrons

are set to 6 GeV for theτeτµ channel, and to 10 GeV for theτhadτe/µ channels.

We apply the standard cuts for tight medium- and high-pT leptons (excluding isolation), and

use the common CDF reconstruction and identification data/MC scale factors. The results for

electrons and muons can be found in Ref. (40) and Ref. (41). Muon reconstruction efficiencies

are consistent in the high- and medium-pT samples, and we use the data/MC scale factors as

quoted in Ref. (42)
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For the electron and muon selection in theτeτµ channel we do not apply calorimeter isolation

and use fixed track isolation cuts instead:I0.4
trk =

∑

piso
T < 2 GeV, where the sum is over all

tracks within∆R < 0.4 and∆z0 < 5 cm of the muon or electron track. For theτlτhad channels,

we additionally apply the calorimeter isolation as defined for low/medium-pT leptons (40, 41).

6.1.1 Electrons

The following is a list of the electron ID cuts used in the analysis.

Electron cuts

• ET > 10.0 GeV for τlτhad, ET > 6.0 GeV for τeτµ

• pT > 8.0 GeV for τlτhad, pT > 5.0 GeV for τeτµ

• Ehad/EEM < 0.055 + 0.00045 ∗E

• Lshr < 0.2

• E/P < 2.0 (no cut ifET > 50 GeV)

• −3 < q∆X < 1.5 cm

• |∆Z| < 3 cm

• χ2
CESstrip < 10

• |z0| < 60 cm

• |dcorr
0 | < 0.2 cm

• |zCOT | < 140.0 cm

• ≥ 3 stereo, 2 axial layers (≥ 5 hits)

• Eiso
rel < 0.1 orEiso

T < 2.0 GeV, not applied forτeτµ

•
∑

piso
T < 2 GeV (cone 0.4)

• satisfy fiduciality requirements

• not from conversion

Conversion removal is applied to electron candidates by forming all possible oppositely

charged track pairs and rejecting the candidate if at least one satisfies|SXY | < 0.2 cm, |∆λ| <
0.04.

The data/MC scale factor of the fixed track isolation cut is determined fromee in theZ

mass peak. We use data from the SUSY dileptonee sample and the EW groupZ/γ → ee MC
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Cut Efficiency

Conversion 0.971±0.001

Fiducial 0.987±0.001

TrkAxSeg 0.9989±0.0004

TrkStSeg 1±0

Ehad/EEM 0.993±0.001

Isolation 0.973±0.002

Lshr 0.991±0.001

E/P 0.934±0.003

∆Z 0.9979±0.0005

q∆X 0.9986±0.0004

χ2
CESstrip 0.967±0.002

Total 0.799±0.002

Table 6.2: Measured ID and isolation efficiencies for electrons

samples. The electrons are required to pass the full electron ID except for isolation. We find

that the MC describes the data quite well and obtain a data/MCscale factor of0.997±0.001 for

the track isolation cut.

For this type of isolation there should be no dependence on electronET as illustrated in

Figure6.2(shown later in the text), where we plot the scale factor as a function of electronET .

To reduce backgrounds in the low- and intermediate-ET region, we select only back-to-back

electron pairs (∆φ > 3.0). We would like to note that this distribution is for demonstration

purposes to show that there is no generalET -trend. TheET < 15 GeV region is probably more

sensitive to the background subtraction rather than the efficiency ratio itself. The other issue

regarding electrons is the data/MC energy scale. The plots on Figure6.1 show the invariant

mass of lepton pairs and the data/MC agreement in the position of theZ-peak (after applying

the corrections recommended on the JP page).

For the combined ID and isolation cuts we obtain an overall data efficiency of0.799 ±
0.002 a MC efficiency of0.814 ± 0.001 and an overall scale factor of0.981 ± 0.003(stat.) ±
0.004(syst.), further details are in table6.2 (43). In actual implementation we apply the stan-

dard Joint Physics scale factor implementation to apply a luminosity weighted average based on

luminosity profiles as appropriate for some of our MC, periodspecific scale factors range from

0.96 to 1.011.
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Figure 6.1: Invariant mass of the selected electron pairs (1 fb−1 sample).
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6.1.2 Muons

The analysis uses central muons reconstructed in the CMU+CMP and CMX detectors.

Muon cuts

• pT > 10.0 GeV for τlτhad, pT > 6.0 GeV for τeτµ

• |z0| < 60 cm

• |dcorr
0 | < 0.2 cm

• ∑ piso
T < 2 GeV (cone 0.4)

• Eiso
rel < 0.1 orEiso

T < 2.0 GeV, not applied forτeτµ

• ≥ 3 stereo, 2 axial layers (≥ 5 hits)

• ρCOT > 140 cm

pT > 20 GeV

• EEM < 2 +max(0, 0.0115 ∗ (p− 100)) GeV

• Ehad < 6 +max(0, 0.028 ∗ (p− 100)) GeV

• |∆XCMU | < 3 cm and |∆XCMP | < 7 cm (CMUP)

• |∆XCMX | < 6 cm (CMX)

pT < 20 GeV

• EEM < 2 GeV

• Ehad < 3.5 + (pT /8.0) GeV

• |∆XCMU | < 3 cm or χ2
CMU < 9.0

• |∆XCMP | < 7 cm or χ2
CMP < 9.0

• |∆XCMX | < 6 cm or χ2
CMX < 9.0

Just as in the electron case we measure the additional data/MC scale factor for the track

isolation requirement from events in theZ-peak and get a data/MC scale factor of1.00±0.001.

As expected the scale factor has nopT dependence. The distribution, together with the

results for electrons is shown in Figure6.2. The di-muon mass distributions in the data and MC

are in good agreement - Figure6.3.

The ID and isolation efficiencies are obtained in two regions, the hight pt region correspond-

ing topT > 20 and the intermediate region,pT <= 20 and are summarized in table6.3(41, 42).

From these we obtain an average scale factor of 0.986±0.01 for high pt muons and 0.914±0.034

for low pt muons, though again as with the electrons we apply aluminosity weighted scale factor

for some period specific MC.
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pT <= 20 pT > 20

CMUP CMX CMUP CMX

EM energy 0.9923±0.0021 0.9962±0.0027 0.9749±0.0018 0.9682±0.0026

Had energy 0.9930±0.0021 0.9859±0.0035 0.9837±0.0015 0.9825±0.0019

COT hits 0.9950±0.0019 0.9822±0.0035 0.9959±0.0008 0.9998±0.0002

d0 0.9897±0.0041 0.9856±0.0070 0.9971±0.0006 0.9962± 0.0011

Stub matching 0.9805±0.0032 0.9986±0.0045 0.9758±0.0023 0.9947±0.0011

Isolation 0.8672±0.0080 0.8999±0.0134 0.9739±0.0018 0.9714±0.0024

Reconstruction 0.9101±0.0075 0.9691±0.0064 0.9336±0.0029 0.9446±0.0033

Total ID 0.8290±0.0095 0.8171±0.0137 0.9097±0.0033 0.9188±0.0040

Table 6.3: Measured ID and isolation efficiencies for medium and highpT muons
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Figure 6.2: Data/MC scale factor for track isolation of electrons (left), and muons (right). The

scales are plotted as a function muonpT (electronET ).
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Figure 6.3: Invariant mass of selected muon pairs (1 fb−1 sample).
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6.1.3 Taus

Here and below “tau reconstruction” refers to the reconstruction of the visible decay products

Xh of taus experiencing semi-hadronic decays:τ → Xhντ . Xh can be aπ±/K±, or some

short-lived intermediate resonance that decays directly (or through some intermediate states) to

final states containingπ±,0,K±,0.

Details on the tau reconstruction procedure can be found in (26) and the references therein.

The selection criteria used in this analysis are similar, with the exception of the mass cut in the

3-prong taus,and the track isolation requirement. Here we only list the selection cuts as used in

this analysis and the derived data/MC scale factors.

Tracks andπ0’s in the signal cone are used to construct the four-momentumof the hadronic

system. The four-momentum is used in subsequent event cuts and for the determination of the

mass of the systemM(trks + π0s). In some cases there is a non-negligible energy loss due

to π0 reconstruction inefficiency (mostly when they hit near the edges of the CES detectors).

Therefore, in some cases one has to apply corrections to the measured tau energy from tracks

andπ0’s, as discussed in (45). Here we apply similar (but simplified) corrections.

Corrections are mostly needed for the 1-prong tau decays, and we correct the energies only

in this case using information on the energy deposited in thetau calorimeter cluster. We use two

corrections that are applied only in cases when the energy inthe calorimeter cluster is larger than

the estimate from tracks+π0 ’s. First, we want to account for the case with possibleπ0 losses.

This correction is applied when we have substantial EM energy in the cluster (EEM/Etot >

0.2). In this case the we assign as taupT the sum of the energy of the charged track and the EM

energy contained in the cluster (minus MIP energy). To avoidoverestimation due to large EM

energy deposition from the track, we require thatEhad > 0.3ptrk. In cases where the conditions

for this correction are not met we look for cases of potentially large hadronic energy contribution

(possibly due toKL): ptrk < Ehad − σhad, whereσhad = 0.5
√
Ehad. In this case we assign

Eτcl
T as taupT instead ofpT (trks+ π0s).

We define the variableξ′ to suppress electrons and muons depositing large amount of EM

energy.

ξ′ =
Etot
∑ |−→p |

(

0.95 − EEM

Etot

)

, (6.1)

whereEtot,EEM ,Ehad are the total, electromagnetic and hadronic tau cluster energies, and−→p
are the momenta of charged tracks associated with the tau.

To suppress electrons accompanied by bremsstrahlung, we reject 1-prong tau candidates if

a π0 candidate with|∆zCES | < 2.0 cm of the projection of the trackand in φ lies between

the CES intersect of the track helix and its tangential. To account for CES position, and track

extrapolation resolution, the veto region is extended by 0.01 rad beyond the points of the tan-

gential intersect track hit in CES. This procedure is similar to the one used in (46) (p.14). The
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track in one-prong taus in theτeτhad channels are restricted to the fiducial part of the CES de-

tector |xCES| < 21| cm. This restriction is imposed to avoid the effect of deficiencies in the

simulation of detector response to electrons near theφ cracks.

The following is a summary of the tau reconstruction and ID cuts.

Tau cuts

• Eseed twr
T > 6.0 GeV

• Esh twr
T > 1.0 GeV

• N twr ≤ 6

• θsig = min(0.17,
5.0 rad/GeV

Eτ cl
) rad 1

• θiso = 0.52 rad

• pseed trk
T > 6.0 GeV 2

• psh trk
T > 1.0 GeV

• Eτcl
T > 9.0 GeV

• pT > 15.0 GeV for 1-prongs,pT > 20 GeV for 3-prongs

• ∆zsh trk < 5.0 cm

• 9.0 < |zseed trk
CES | < 230.0 cm

• traverse all 4 axial SL’s in COT

•
∑

piso
T,trk < 2 GeV, no tracks withpT > 1.5 GeV

• ∑Eiso
T,π0 < 1 GeV

• N trk
sig = 1, 3

• |∑Qtrk |= 1

• M(trks + π0s) < 1.8 GeV

• ξ′ > 0.1

1To prevent the signal cone from becoming too small and sensitive to track/π0 direction resolution we set limits

0.05 < θsig rad for tracks, and0.1 < θsig rad forπ0’s
2Seed track quality:≥ 3 stereo,≥ 2 axial layers with at least 5 hits
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Tau detection efficiency is affected by the requirements imposed on tracks andπ0’s in the

isolation annulus. Possible difference between data and MCcan appear due to deficiency in the

simulation of the underlying event and multiple interactions. To compare data and MC we select

muons and electrons fromZ → µµ andZ → ee events and compare the tau-style isolation

efficiencies. In this case the isolation annulus is fixed to bebetween10o − 30o degrees with

respect to the selected lepton. In principle this comparison can be done by randomly selecting

regions of the detector, but the use of Z events ensures environment that is similar to our event

selection.

The electrons (or muons) are required to have opposite charge, pass the standard tight ID

cuts for high-pT leptons (up to isolation), and have an invariant mass66 < Mll < 116 GeV.

For the selected leptons we replicate the L3 isolation offline (just like for tau selection) and

determine the data/MC scale factors and uncertainties for the isolation requirements
∑

piso
T,trk <

2 GeV,
∑

Eiso
T,π0 < 1 GeV. The isolation efficiencies obtained from electrons andmuons as a

function of number of primary vertices are shown in Figure6.4 and 6.5. One can clearly see

the deterioration with increased number of interactions inthe event. For practical purposes we

derive one single scale factor and uncertainty by integrating over all vertex multiplicities. The

average scale factor from electrons and muons isǫisodata/ǫ
iso
MC = 0.989 ± 0.001 (runs< 209769),

andǫisodata/ǫ
iso
MC = 0.984 ± 0.001 for (runs> 209769).

The same procedure is used to determine the scale factor for the offline replication of the

L3 isolation requirements, given that the tau isolation requirements are satisfied. These give

results ofǫL3 iso
data /ǫL3 iso

MC = 0.997 ± 0.001 for the period of the “old trigger” (runs< 209769),

andǫL3 iso
data /ǫL3 iso

MC = 0.999 ± 0.001 (runs> 209769).

Tracks withpT > 1.0 GeV from the underlying event and multiple interactions cancon-

tribute to track “multiplicity migration” if they are contained in the signal cone. The number

of additional tracks in a10o cone is compared with respect to the muon direction and an av-

erage of0.025 ± 0.013 additional tracks are found in the data, and0.027 ± 0.003 in the MC.

This corresponds to an uncertainty in tau selection efficiency due to “multiplicity migration” of

0.3%.

Hadronic scale uncertainty in the MC affects tau acceptancethrough the requirement on

minimum tau cluster energy, tau seed towerET threshold, and theξ′ cut. In the previous itera-

tion we found an uncertainty of 2%, consistent with the result obtained in (48).

The effect of the cut on the mass of the hadronic tau decay productsm(trks + π0’s) on

data and MC is examined using a sample of taus from W decays. The data is selected with the

“tau+MET” trigger. For this test the 0h+0i samples are used.Tau ID is the same as for the

Higgs search, except for a higher threshold on the seed track: pT > 10 GeV due to the trigger

requirements. To suppress multi-jet backgrounds we imposetight event cuts:E/T > 30 GeV,

no extra jets withET > 5 GeV in the detector. The latter requirement introduces a large

dependence on the modeling of jet multiplicities (including very soft jets), that complicates

the exact determination of tau yields in data and MC. Since weare not attempting to measure
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Figure 6.4: Comparison of the efficiency of the
∑

piso
T,trk < 2 GeV,

∑

Eiso
T,π0 < 1 GeV cuts in data

and MC usingZ → ee, µµ events (1.8 fb−1 sample).
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Figure 6.5: Comparison of the efficiency of the
∑

piso
T,trk < 2 GeV,

∑

Eiso
T,π0 < 1 GeV cuts in data

and MC usingZ → ee, µµ events (1.8 fb−1 sample).
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theW → τµ production, we only need to determine the relative contributions from the major

processes that contribute to the selected events. The relative contributions of the MC events from

EW processes are fixed to the ratios of their cross sections. The number of residualjet → τ

fakes is obtained by performing a fraction fit of the track multiplicity distribution with templates

from MC and a JET20 sample. The fitted distribution is shown inFigure6.6.
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Figure 6.6: Track multiplicity andm(trks+π0’s) for tau candidates. Contributions fromW → τν

and various backgrounds are included as shown in the Legend.

Figure6.6shows the tau mass distributions for 1- and 3-prong taus withnormalization. The

mass cut (m < 1.8 GeV ) efficiency for 1-prongs is0.952 ± 0.003 for data and0.969 ± 0.003

in the MC. From here we determineǫm cut
data /ǫm cut

MC = 0.982 ± 0.05. To account for deficiencies

in the reconstructed mass in the data we decided to relax the mass in the 3-prong samples to

6_ParticleID/figures/wTau_nTrk.eps
6_ParticleID/figures/wTau_mHad_13prong.eps
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2.2 GeV, and find efficiency of0.944 ± 0.004 for data and0.978 ± 0.003 in the MC, resulting

in a data/MC scale factor ofǫm cut
data /ǫm cut

MC = 0.965± 0.005. Due to the discrepancy in the mass

distributions in the high-mass region for 3-prongs we increase the uncertainty on the mass cut

efficiency to 2%.

Based on the data/MC comparisons we assign a 3% systematic uncertainty on the selection

of hadronically decaying taus. When applicable, the MC events are scaled using the derived

scale factors.

The determination of the tau energy scale is not straightforward. The presence of neutri-

nos in tau decays prevent us from making reconstructing narrow resonances like it is done for

electrons and muons. Here we use a comparison of the data and MC pT distributions of recon-

structed taus inW → τν decays and look for indication of relative data/MC energy shifts. In

previous work (27) corrections of the order of 1% were derived to be applied to the data. The

same procedure is used and confirms, that these corrections are still valid for the new sample as

shown in Figure6.7.
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Figure 6.7: Distributions of taupT in data and MC after correcting data for the observed shifts

(left), and the resulting KS test (right).

The pT distributions and the corresponding KS test results after applying the previously

derived corrections are shown in6.7.

6.1.4 Missing Transverse Energy (E/T )

The presence ofE/T in an event (apart from the instrumental part) is an indication of the pres-

ence of “invisible” particle(s). In the studies topological states we have three or four neutrinos.

Therefore,E/T represents the transverse component of the sum of the neutrinos momenta (and

it is more appropriate to call it missing transverse momentum). Most of the events have taus

that are almost back-to-back in the transverse plane and theneutrino momenta are balanced to a

large degree. As a result the signal signature is not always characterized by a largeE/T .

6_ParticleID/figures/wTau_pt_13prong.eps
6_ParticleID/figures/wTau_KS_13prong.eps
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In order to improve efficiency and purityE/T is used both in the event selection cuts and

signal extraction. The “raw”E/T in the event is calculated for thez-position of the primary

vertex (if no vertex is present, thez-position of the leptons is used). We apply three different

corrections to the “raw”E/T , the standard joint physics recommended corrections for muons and

jets and an additional correction based off taus. We apply muon corrections when a track passes

the muon ID requirements, by replacing the transverse energy in the hit tower(s) by the trackpT

for purposes ofE/T calculation. Calorimeter response to jets is taken into account by applying

the jet energy corrections up to (and including) Level 5 to all jets withEraw
T > 10 GeV in the

region|η| < 2.4 (if they are not identified ase, µ, or τ ).

For theµτ channel we apply an additional correction toE/T , the tau calorimeter clusterET

is replaced by the calculated taupT . Studies have shown this improves the agreement obtained

as indicated by figure6.8.
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Figure 6.8: Distributions ofE/T in µτ channel with tau correction (left) and without tau correction

(right)
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Chapter 7

Event Selection and Background Estimates

7.1 Event Cuts

Apart from the irreducible background fromZ/γ∗ → ττ the major other backgrounds in this

analysis areZ/γ∗ → ll,W → lν + jet(s) (l = e, µ), and “QCD” (pp̄ → jets). The event cuts

are designed as a compromise between effective suppressionof the major reducible backgrounds

and maintaining sufficient signal efficiency. Other backgrounds, such astt̄ and di-boson events

are taken into account in the analysis (and are also suppresses by some of the cuts), but due to

their small contribution played limited role in designing the cuts.

7.1.1 General Requirements

The two leptons must come from the same interaction:|z(1)
0 − z

(2)
0 | < 5 cm. To increase

signal detection efficiency we do not require a reconstructed primary vertex in the event. Thepp̄

interaction point|zint
0 | is taken as the averagez0’s of the two leptons:zint

0 = 0.5× (z
(1)
0 +z

(2)
0 ),

and must be in the luminous region:|zint
0 | < 60 cm. The electron and muon are required to

have opposite charge:Q(1)Q(2) = −1.

7.1.2 ζ cut

The “ζ cut” in an attempt to discriminate events withE/T that are not consistent with a particle

decaying to two taus. It is targeted at di-boson,W → lν + jet(s), but also helps to suppress

QCD, andtt̄ events.

We define a bisection axis~ζ in the transverse plane for the directions of the visible taudecay

products (in this case the electron and muon) -see Figure7.1. The transverse momentum ofφ

(or any other particle decaying to two taus) is

~P φ
T = ~P vis

T (τ1) + ~P vis
T (τ2) + ~E/T ,

where we assume that~E/T is the sum of the transverse momenta of the neutrinos from taudecays.

The transverse momentum of the tau visible products is

~P vis τ
T = ~P vis

T (τ1) + ~P vis
T (τ2).

The projections of~P φ
T and ~P vis τ

T onto the defined~ζ axis are

P φ
ζ = ~P φ

T .
~ζ

and

P vis τ
ζ = ~P vis τ

T .~ζ,



61

ζ

P    (τ  )
T

vis

1

P    (τ  )
T

vis

2

P    
vis

ζE    
ζ

E    T

Transverse

     Plane

Figure 7.1: Illustration of the definition of parameters used in theζ cut.

respectively.

Figure7.2 shows thePζ vs P vis τ
ζ distribution forφ → ττ , andW → lν + jet(s) MC

events. The distributions are plotted after applying the other event cuts. The graphical cut

shown on these plots results in small efficiency loss and substantial background suppression.

The rational behind this cut is simple: both the neutrinos and the visible decay products from

tau decays go at small angles from the initial tau direction.Therefore, the sum of the neutrino’s

momenta should not go opposite to the direction of the sum of visible products. The defined ac-

ceptance region implicitly takes into account MET resolution. The cut placement is determined

by inspecting the predicted distributions and minimizing the signal losses. Figure7.2shows the

effect of the cut on signal (Higgs) and several of the backgrounds.
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Figure 7.2: Effect of theζ cut.
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7.1.3 Suppression of QCD backgrounds.

Jets are suppressed to a significant degree by the lepton ID cuts and the isolation requirements.

However, at lowET their number is so large that event cuts are needed to clean upthe sample.

For theτlτhad we defineHT = |pl
T | + |pτ

T | + E/T . Previously we placed a uniform cut of

HT > 50 GeV. In this analysis we apply different cuts, based on trackmultiplicity of the tau

candidates. 3-prong tau decays have larger contamination from misidentified jets and we raise

the threshold toHT > 55 GeV. For 1-prong tau decays in theτeτhad channel we keep the cut at

50 GeV. The jet contamination in 1-prong decays in theτµτhad is the smallest, and we use a cut

of HT > 45 GeV to recover some efficiency in the low-mass Higgs region. The cuts are placed

based on the inspection of the distributions of same-sign events in the data.

For theτeτµ the jet backgrounds can be reduced significantly with sufficiently high lepton

pT . However, this leads to a loss in signal efficiency. As compromise require|Ee
T | + |pµ

T | >
30 GeV, that allows us to keep the jet backgrounds under control. Figure7.3 shows the dis-

tributions for like-sign events in the data, and the lowest-mass Higgs boson (mA = 90 GeV)

considered in this search, and Higgs with massmA = 200 GeV. In addition for approximating

the shape, like-sign events also give us anapproximate estimate of the number of background

events that will enter the sample. The cut value is chosen to cut out the bulk of the exponentially

increasing background events.
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Figure 7.3: Effect of the |Ee
T | + |pµ

T | cut on like-sign data events and Higgs signal (mA =

90, 200 GeV).The normalization of the Higgs signal is arbitrary.

7.1.4 Z → ll Removal

In theτµτhad andτeτhad channel we apply a cut to reduce the background fromZ → ll events.

We veto events with 1-prong tau decays if the invariant mass of the tau track and the lepton is

within 10 GeV ofmZ .

7_EventSelection/figures/llHt_cut.eps
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7.2 Backgrounds and estimation methods

7.2.1 Z → ll

This group includesZ → ττ decays to the same final states as the signal. Apart from di-tau

mass (and related parameters) these events are practicallyindistinguishable from the signal.

This is the largest expected background for this analysis. We do not make any attempt to sup-

press theZ background. Any differences in di-tau mass related parameters are used at the time

of signal extraction/limit setting procedure.Z → ee andZ → µµ also contribute some back-

ground events due to particle misidentification. These backgrounds are also estimated using

MC samples from the Electroweak group. For theZ → ee and untaggedZ → ττ samples we

merge run dependent MC corresponding to P0-13 with run independent MC, with each sample

weighted according to the fraction of total luminosity represented by the appropriate run period.

TheZ → ee samples used are the zewk*d, zewkee, zewkeh, zewkej and zewkei datasets. The

Z → ττ samples used are the zewk*t datasets and forZ → µµwe use the zewkdm dataset. The

samples are normalized to the CDF measurement of theZ production cross section inZ → ee

(lepton universality is assumed). TheZ → ττ decays in the tagged channel are handled sepa-

rately as discussed later.

7.2.2 Di-boson,W + γ, and tt̄

These are small backgrounds (due to small production cross sections). The final states contains

the particles expected in our signal final state (in theW + γ case there must be an unremoved

photon conversion). These backgrounds are substantially suppressed by the “ζ cut”. All these

backgrounds are estimated using MC samples.

7.2.3 Backgrounds with Misidentified or Non-isolatede or µ in the τeτµ Detection
Mode

The leptons in this group come either from a misidentified particle in a jet, or a real lepton

contained in a jet. We do not separate these two sources and use a procedure based on the

selecting events with non-isolated leptons to estimate thecontamination in our final sample and

predict the shapes in the distributions of interest.

We use the samepT thresholds and isolation requirements for electrons and the muons that

allows us to treat them in a symmetric way. For each lepton we define a sideband regions in

terms of track isolation that is separated from the signal region (Itrk
iso < 2 GeV): 4 < Itrk

iso <

10 GeV. The other lepton is required to be isolated. The area of each sideband is larger than

the size of the signal region to increase the statistics of the selected events. The sum of the

events in the two lepton sidebands are used to approximate the background shapes for events

that are contained in the signal region. The sample is normalized to account for the different

area in the sidebands. The distribution of track isolation is not guaranteed to be flat in signal
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and sideband regions. This effect is handled using information from the like-sign events: we

estimate the expected number of like-sign events using the sidebands and compare with the

observed number of isolated like-signeµ pairs (after subtracting contributions from the other

background sources). The ratio is used as an additional scale factorfsb for the background in

the opposite-sign sample. The distributions in the sidebands of like-sign electrons and muons is

shown in Figure7.4. From these distributions we obtainfsb = 1.15 ± 0.20.
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Figure 7.4: Track isolation for electrons and muons in same-sign eventspassing all other selection

criteria.

This procedure fully accounts for multi-jet backgrounds. In this case both leptons originate

from jets. Another source we have to consider isW+jets, where only one of the leptons is

misidentified, and the other one is fromW → lν. For this case the above procedure will

account only for half of the events from this source (each sideband should contain the respective

events with one misidentified lepton, however when taking the average of the two we allow half

of theseW + jets events). W+jets events are effectively suppressed by theζ-cut and their

contribution to the final sample is negligible. To confirm this hypothesis we use inclusiveW

MC samples. We do not expect the MC to reliably predict the absolute number of background

events and instead of scaling the MC samples to the data luminosity we normalize to the excess

of events in the data in a control region.

7.2.4 Backgrounds from Misidentifiedjet → τhad in the τlτhad Detection Modes

There are three quite different processes that contribute to this group:

• W → lν + jet(s): one of the jets fakes a hadronic tau

• γ + jet: the photon undergoes conversion with onesoft/undetected leg, resulting in recon-

struction of an isolated electron; the jet fakes a hadronic tau

• pp̄→ n jets: one jet fakes a tau, another one fakes ane/µ

7_EventSelection/figures/iso_eSS.eps
7_EventSelection/figures/iso_muSS.eps
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In this analysis we use an updated data based fake rate methodfor jet → τhad misidentifi-

cation. (54)

The fake rate method assumes that the jets from the above sources have similar properties

and that differences are covered by assigning systematic uncertainties (∼ 15%). The challenge

of applying this method to events selected with the “lepton+track” triggers is that the tau can-

didates are already quite isolated (in terms of tracks). Consequently, when applying fake rates

the substantial “contamination” with real taus has to be accounted for which a method has been

developed. The following is an outline of the method.

Let us start with a simplified case, and consider an initial sample passing loose tau cuts, and

a final sample produced after applying the tight cuts. The number of real taus andjet→ τ fakes

that survive this transition depend on the efficiency and fake rate (calculated with respect to the

loose objects).

Let N̂ be the number of tau candidates passing the loose tau cuts, and denote the number

of candidates passing the tight tau cuts byN . There are three sources that contribute to the

observed events: real taus, leptons (l = e, µ), and “jets”. This is reflected in the following set of

equations

N̂ = N̂ τ + N̂ jet + N̂ l

N = N τ +N jet +N l

N τ = ǫN̂ τ

N jet = fN̂ jet,

where the last two expressions are the definitions of relative efficiency and fake rate.

Then it is easy to show that the jet background can be written as

N jet =
f

ǫ− f
[ǫN̂ −N ] − Cl,

whereCl is a correction fore, µ contributions (which is small for the considered processes). It

has the form

Cl =
f

ǫ− f
[ǫN̂ l −N l],

where the leptons passing as loose and tight taus can be obtained from MC simulation.

If we take into account that efficiency and fake rate are actually functions of the parametriza-

tion variables (whatever they might be) and write the equations for infinitesimally small regions

in parameter space, we get the same expressions for the fake tau density in terms of the event

densitieŝn andn (instead of number of events)

njet(Ω) =
f(Ω)

ǫ(Ω) − f(Ω)
[ǫ(Ω)n̂(Ω) − n(Ω)] − cl,

whereΩ denotes a point in the efficiency/fake rate parametrizationspace. The densitieŝn(Ω)

andn(Ω) are given by

n̂(Ω) =

N̂
∑

i

δ(Ω − Ωi)
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n(Ω) =

N
∑

i

δ(Ω − Ωi).

To obtain the number ofjet→ τ fakes in the final sample we substitute the above densities

in the expression fornjet(Ω) and integrate over the parameter space. The QCD estimation

reduces to a sum over all loose taus which enter with weight

wID
i =

f(Ωi)ǫ(Ωi)

ǫ(Ωi) − f(Ωi)

if the candidate did not pass tight tau ID cuts, and

wID
i =

f(Ωi)(ǫ(Ωi) − 1)

ǫ(Ωi) − f(Ωi)

if it did. It is straight forward to apply the “lepton correction”.

Using these weights we can obtain the distributions for various event variables.

We choose to parameterize the the fake rates and efficienciesin terms of track multiplicity,

sum of the tau clusterET and calorimeter isolationET , andηdet of the tau candidate. The fake

rates are obtained from jet samples.

As can be seen, the agreement between the predicted and observed tau fakes is quite good.

One can argue that the observed fakes in theW+jets control region are closer to the upper

limit of our prediction. This is not surprising, since the fake rates reflect the quark/gluon jet

composition in multi-jet events. We can account for this small deviation by usingW+jets MC

events, normalized to account for the observed difference in the control region. Using this

normalization we can obtain the contributions to the signalregion. This procedure allows us to

bring the tau fakes estimated to the level of the central value of the expectation. These additional

contributions are included in the table with the summary of the observed backgrounds.

In order to further improve the background modeling by limiting statistical affects we apply

a simple histogram smoothing algorithm to this background.

7.2.5 Methods for Modeling theZ → ττ Background in the b Tagged Channel

In order to avoid issues regarding inaccuracies of b tag modeling in MC we employ a data-MC

hybrid method to estimateZ → ττ backgrounds in the tagged channels

We aim to select data events similar to our targeted background by selecting forZ → µµ

events in data, we then proceed to replace the muons in the event with τ ’s from Z → ττ MC

events with the aim of producing aZ → ττ event with the jets derived from data rather than

MC.

To do so we begin by locatingZ → µµ candidates and then matching the candidate muons

againstτ ’s from MC. To determine the candidate distance we use the following metric

metric =
√

(∆Pt/5)2 + (∆φ)2 + (∆η)2 + (∆Z/40)2
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source untagged tagged

Z → ττ MC data-MC hybrid

Z → ee MC MC

Z → µµ MC MC

tt̄ MC MC

jet→ τ fakes data (jet fakes) data (jet fakes)

lepton fakes data (sideband) data (sideband)

WW → ll MC MC

WZ → ll MC MC

ZZ → ll MC MC

Table 7.1: Summary of backgrounds and modeling methods

where all of the values are calculated between the generatorlevel τ and the detector infor-

mation from theµ. We then select the “closest” match for each candidate and use thatτ to

replace theµ from the data event, recalculating all the necessary event quantities such asE/T ,Ht

etc..

We then scale the resultant background based on the assumption that the pretag background

is accurately modeled by the MC. So we normalize the pretag data-MC hybrid to the level of

the pretag MC.

Table7.1summarizes all of the backgrounds and how we model them.
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7.3 Signal Selection Efficiency

The Higgs signal selection efficiency for the defined cuts is shown in Figure7.5 for the three

detection modes. The efficiency is defined with respect to Higgs→ ττ production, where both

taus can decay in any mode.
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Figure 7.5: Signal selection efficiencies for the three detection modesas a function of Higgs mass

(mA).
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Chapter 8

Results

8.1 Observed Results

The number of observed events and the expected contributions from the considered background

sources for the untagged channel are summarized in Table8.1 and 8.2. Similarly, the tagged

channel is summarized in Table8.1and 8.3. The errors quoted in the tables above are statistical

only. The systematic errors are applied in the fits per sourceof the uncertainty and takes into

account the correlation between the backgrounds.

source untagged events tagged events

Z → ττ 1746.96± 16.9 21.26± 4.1

Z → ee 3.28± 1.2 0± 0

Z → µµ 92.7± 2.7 1.86± 1.1

W/Zγ, di-bosons 24.2± 0.21 0.236± 0.052

tt̄ 12.1± 0.3 11.74± 0.18

fake/non-ISO 126.5± 6.6 1.92± 0

Sum BG 2005.8± 19.5 37.0± 4.25

DATA 1903 22

Table 8.1: Predicted backgrounds and observed events in theτeτµ untagged and tagged channel

after applying all selection cuts. The quoted errors are statistical only.

CDF Run II Preliminary 5.9fb−1

source τeτhad no-b τµτhad no-b

Z → ττ 2851.58± 24.9 3238.94± 24.3

Z → ll 96.49± 6.0 225.9± 6.9

di-boson events 5.06± 0.3 5.12± 0.15

tt̄ 2.97± 0.3 3.03± 0.21

total jet→ τ fakes 1134.4 (± 15% sys) 760.2 (± 15% sys)

Sum BG 4090.5± 172.1 4233.3± 116.8

DATA 4036 4175

Table 8.2: Predicted backgrounds and observed events in theτeτhad andτµτhad untagged channels

after applying all selection cuts. The quoted errors are statistical only.
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CDF Run II Preliminary 5.9fb−1

source τeτhad btag τµτhad btag

Z → ττ 13.75± 1.81 14.12± 2.97

Z → ll 0.08± 1.71 0± 0

di-boson events 0.079± 0.071 0.082± 0.067

tt̄ 2.75± 0.075 2.86± 0.078

total jet→ τ fakes 5.78± 0.60 7.37± 0.96

Sum BG 22.4± 2.56 24.4± 3.12

DATA 23 8

Table 8.3: Predicted backgrounds and observed events in theτeτhad andτµτhad tagged channels

after applying all selection cuts. The quoted errors are statistical only.

The following plots show comparisons of various distributions of the predicted standard

model processes and the observed events in the untagged and tagged channel. In the plots the

gray background corresponds to theZ → ττ , blue toZ → µµ green toZ → ee, red to either

jet → tau or sidebands depending on channel, teal and light blue todiboson and yellow to the

tt̄ background. Figures8.1 and8.2 refer to the untaggedτeτhad channel, Figures8.3 and8.4

refer to the untaggedτµτhad channel and Figures8.5and8.6refer to theτeτµ untagged channel,

finally Figure 8.7refers to all the untagged channels. Figure8.8refers to some basic kinematic

properties of the tagged channels.

All of the following plots are made prior to the fitting process used in the extraction of the

final limits and reflect a generally reasonable level of agreement between data and backgrounds.
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Figure 8.1: Distributions forτeτhad candidate events.
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Figure 8.2: Distributions forτeτhad candidate events.
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Figure 8.3: Distributions forτµτhad candidate events.
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Figure 8.4: Distributions forτµτhad candidate events.
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Figure 8.5: Distributions forτeτµ candidate events.
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Figure 8.6: Distributions forτeτµ candidate events.
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Figure 8.7: Distributions in the three channels used for signal extraction. All background normal-

izations are absolute.
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(b) TaupT , τeτhad channel
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(c) MuonpT , τµτhad channel
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(d) TaupT , τµτhad channel
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(e) ElectronET , τeτµ channel
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(f) Muon pT , τeτµ channel

Figure 8.8: Distributions for b-tagged channels, first line isτeτhad, second line isτµτhad and third

line is τeτµ.
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8.2 Systematic Uncertainties

There are several sources of systematic uncertainties affecting the analysis:

• Trigger efficiency

• Particle ID

• Event cuts

• Background estimation

• PDF’s used in MC simulation

• Luminosity

We define two types of systematic uncertainties. The first group includes rate uncertain-

ties, that affect the expected number of signal or/and background events in the final sample,

but do not lead to changes in the shape of the distributions ofinterest. The second group are

shape uncertainties that affect the shape of the distribution used for signal extraction. Shape

uncertainties can also be accompanied by changes in the number of selected events because of

event-level cuts. Shape uncertainties are accounted for byproducing sets of shifted templates

that may contain different number of events compared to the nominal ones.

This separation is needed for the proper treatment of the systematic uncertainties in the

signal extraction or setting of limits. For example, “event-cuts” uncertainties are not explicitly

defined, but are accounted for in a natural way by the uncertainties affecting the parameters

used to construct these cuts. In the following we present a short discussion of the considered

uncertainty sources, and summarize the grouping and type ofthe uncertainties in Table8.4.

8.2.1 Rate: ID efficiencies

We rely on MC simulation to predict the particle interactionin the detector and to estimate sig-

nal efficiency and most of the backgrounds. We account for possible differences between data

and MC particle ID efficiencies through the introduction of scaling factors applied to MC. The

uncertainties in determining these factors are assigned assystematic errors of particle recon-

struction and ID efficiency. For muons and electrons we use the standard ID’s (up to isolation)

and assign the corresponding official uncertainties for intermediate- and high-pT (ET ) muons

(electrons). In addition we add in quadrature the uncertainty due to the track isolation cuts that

are not part of the results in these references, which was found to be very small and indepen-

dent of the leptonpT . These are treated as rate uncertainties that do not affect the shapes. For

the case of electrons and muons the uncertainty in the data/MC scale factor are different below

and above 20 GeV. We use common systematic uncertainties obtained by weighting the fraction

of electrons (or muons) in the low- and high-pT regions. For a conservative estimate we use

the fractions found in theτeτµ channel, which contain the larger portion of soft leptons. The
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fraction of muons below (above) 20 GeV is 42% (58%). For electrons, the fractions below

(above) 20 GeV are 43% (57%), similar to the electrons. We take 1% uncertainty for muons

with pT >20 GeV, and 4% uncertainty for muons withpT <20 GeV, and assign overall 2.7%

uncertainty to muon reconstruction and identification. Forelectrons, we use uncertainties of

0.6% (3.2%) for the case when electronET is above (below) 20 GeV. and assign uncertainty for

electron identification of 2.4%.

8.2.2 Rate: Trigger Efficiencies

We assign 1% error for the muon triggers (covering all muon systems), and 0.3% for the electron

trigger. The assigned uncertainty in the tau trigger rate issomewhat higher at 3% as determined

in the efficiency study in Chapter5. These uncertainties are applied to physics objects of the

corresponding types in MC.

8.2.3 Rate: Sidebands

For the backgrounds from fake/non-isolated leptons in theτeτµ we add in quadrature the sta-

tistical error and the uncertainty in the sidebands scale factor. This results in a total relative

uncertainty of 18% and is applied to the sideband backgrounds.

8.2.4 Rate: QCD fakes

For the uncertainties in the backgrounds in theτe/µτhad channels due tojet → τ misiden-

tification we assign a 30% systematic uncertainty based on the comparisons of the predicted

and observed fake taus in the defined control regions. This isthe half-difference between the

estimates with the FR’s obtained exclusively from the leading, and sub-leading jet in the event.

8.2.5 Rate: Tag efficiences

For btags we rely on data for theZ → ττ but otherwise use MC. Differences in MC/data

response are included in a scale factor, we use the standard secVtx tag prescription assigning an

uncertainty of±0.05 to the SF of 0.96.

8.2.6 Rate: Cross sections and branching fractions

The systematics related to background estimation from the MC samples are determined by the

uncertainties in the cross-sections and branching fractions. We apply a 2.2% uncertainty to the

Z → ll cross section and branching ratio. We assign a 13.4% uncertainty to thett̄ cross section.

We assign a 10% uncertainty to the di-boson cross sections.
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8.2.7 Rate: Signal PDFs

The systematic uncertainty in Higgs signal acceptance due to the lack of precise knowledge of

the parton distribution functions (PDFs) is 5.7%, as estimated in a previous analysis (26). This

is applied to the signal MC.

8.2.8 Rate: Luminosity

We use the standard luminosity uncertainty of 6% which is applied to all MC backgrounds.

8.2.9 Shape: Jet energy scale

Deficiencies in the simulation of calorimeter response to jets lead to MC/data differences in

measuredE/T . These are accounted for by the MC-specific jet energy corrections. To estimate

the systematic uncertainties, we vary the jet corrections applied to the MC by one sigma to

produce “shifted” templates for the signal extraction/limit setting. This is an example of a shape

uncertainty accompanied by some change in the event rate coming through the application of

the event cuts.

8.2.10 Shape: EM energy scale

Another source of shape uncertainty is the EM energy scale. We take 1% uncertainty in electron

ET and produce corresponding shifted templates. The same procedure is applied to the events

in the channels with hadronically decaying taus. We ignore data/MC differences in the mea-

surement of trackpT and do not assign a corresponding shape uncertainty resulting from muon

pT . These are applied to the appropriate physics objects in ourbackground models.

8.2.11 Shape: Mistag rate

For the tag backgrounds another source of uncertainty comesfrom the mistag rate. We take a

±1σ uncertainty in mistag rate and produce corresponding shifted templates.

8.3 Fitting Method

In this analysis we are looking for a Higgs signal on top of a very large background from

Z/γ∗ → ττ , plus other smaller backgrounds including fakes and diboson production. To dis-

tinguish the Higgs signal from this background we use the “visible mass” variable,mvis, defined

as a pseudo-four-vector formed from adding together the lepton and reconstructed tau four vec-

tors to the transverse and total energy components of theE/T vector (setting itsz component to

zero). This variable is found to have slightly better signal-background discrimintaion than the

transverse mass, for example. Example distributions formvis in theτlτhad channel is shown in

Figure8.9
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Parameter type Error(%) applies to:

e ID rate 2.4 e in MC

muon reco+ID rate 2.7 µ in MC

tau ID rate 4.2 τ in MC

e trig rate 0.3 e in MC

muon trig rate 1.0 µ in MC

tau trig rate 3.0 τ in MC

z-vertex cut rate 0.5 all MC

fake/non-iso lepton bg inτeτµ rate 20.0 fake/non-iso bg

fakeτhad in τeτhad rate 30.0 fake tau bg

fakeτhad in τµτhad rate 30.0 fake tau bg

tight secVtx rate 5.2 tags

σ × B(Z → ll) rate 2.2 Z MC

Z → ll backgrounds rate 6 τe/µτhad

σ(tt̄) rate 13.4 tt̄ MC

di-boson cross sections rate 10 di-boson MC

PDFs (Higgs) rate 5.7 signal

Luminosity rate 6.0 all MC

JES shape ±1σ (per jet) all MC

EM scale shape ±1.0 e in MC

TaupT scale shape ±1.0 τhad in MC

Mistag scale shape±1σ (per jet) all MC

Table 8.4: Systematic uncertainties by source.
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Figure 8.9: Visible mass distributions forZ and Higgs bosons (normalized to the same area).

We form a binned likelihood using the observedmvis spectrum. Ifnij is the observed

number of events inmvis bin i, for channelj (wherej = 1 corresponds to theeτ channel,

j = 2 to µτ , andj = 3 to eµ, for the untagged channel and j+3 for the tagged channel ), and

µij is the expected number of events in that bin, then the likelihood can be written

L =
∏

ij

µ
nij

ij e
−µij

nij!
(8.1)

The expected number of events in a bin is the sum over all possible sources (indexed byk here),

resulting from the product of the integrated luminosityL, the cross section times branching ratio

σk for the source, and the efficiencyǫijk in the bin:

µij =
∑

k

Lσkǫijk . (8.2)

In principle if all the parameters except the signal cross sectionσh were known exactly, we

could apply Bayes’ Theorem to arrive at a posterior densityP(σh) in the unknown variable:

P(σh) =
L(σh)

∫ σmax

0 L(σ′h)dσ′h
(8.3)

Here we assume a uniform prior density in the unknown signal cross section up to some max-

imum cutoff. This posterior densityP(σh) can then be used to determine confidence intervals

and estimate the true value of the signal rate.

8.4 Nuisance Parameters for Systematic Uncertainties

In practice not all of the parameters in the likelihood are known precisely, due to systematic

uncertainties. For example the overall integrated luminosity L is uncertain at a level of 6%,

8_Results/figures/effMass_mc.eps
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theZ/γ∗ → ττ cross section assumed is taken from the CDF measured value of254.9±5.7

pb (excluding the luminosity uncertainty), etc. We incorporate all systematic uncertainties as

nuisance parameters in the likelihood. These include uncertainties listed in Table8.4

• integrated luminosity,

• background cross sections,

• QCD (τ fake) rates,

• lepton and tau trigger/ID data/MC ratios,

• PDFs, and

• electron, tau and jet (E/T ) energy scale.

All the parameters in the likelihood except the signal crosssection are thus nuisance param-

eters, free to float within gaussian constraints corresponding to the uncertainty in that parameter.

The overall likelihood can then be written

L =
∏

ij

µ
nij

ij e
−µij

nij!
×G(L,L0, σL) × ... (8.4)

where theG functions are gaussians constraining the values of the imprecisely known parame-

ters.

Template Morphing

The energy scale uncertainties are treated using a “template morphing” technique. Each

background source bin efficiencyǫijk is calculated for the nominal case, and for±1-σ shifts

due to the uncertainty in the electron, tau, jet (E/T ) scale, and mistag uncertainty. Then, in

calculating the expected number of events in a bin, we allow amorphing parameter to control

the admixture of the nominal and shifted bin efficiency. For example, if we letf e represent the

electron energy scale morphing parameter, the expected number of events in a given binijk can

be written in terms of an efficiency

ǫijk = ǫnom
ijk + f e

(

ǫ+ijk − ǫ−ijk
2

)

. (8.5)

Thus the nominal value of the number of expected events corresponds tof e = 0, and we

include a unit gaussian constraint term on the value off e. The tau, jet energy scale and mistag

uncertainties are handled in similar fashion simultaneously. The predicted number of events

from a given source in a bin is never allowed to be negative as aresult of the morphing.

Profile Likelihood
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To obtain the posterior density in the signal rateP(σh) we need to eliminate the nuisance

parameters. The pure Bayesian method would be to marginalize them by integrating the likeli-

hood over them. We choose a different method, referred to as profiling, in which we maximize

the likelihood with respect to all the nuisance parameters (using MINUIT) at each point inσh.

This choice is guided by the practical facts that a) the profile calculation is more than an order of

magnitude faster to compute and b) gives results nearly identical to the marginalization calcu-

lation. The resulting profile likelihoodLmax(σh) is used exactly as described above in deriving

the posterior densityP(σh).

To obtain a 95% CL limit on the value ofσh we integrate the posterior density to that value

of σh below which 95% of the probability density lies. We note thatthis can be done forany

experimental outcome, regardless of whether a signal excess is observed.

8.5 Expected Sensitivity

We evaluate our expected sensitivity by performing many pseudoexperiments in which we gen-

erate an outcome based on the expected number of events in each bin from a random Poisson

distribution about the mean number expected. Since at this stage we are interested in the upper

limit we can set, we assume a zero signal cross section. For each pseudoexperiment we calculate

the 95% CL upper limit as discussed in the previous section. For each Higgs mass, then, we

have a distribution of expected upper limits. The median of the distributions are taken as the

“expected limits”.

Table8.5shows the median expected upper limit, and also the±1σ and±2σ ranges and the

observed limits.

8.6 Results

The observed and expected limits as a function ofmA are shown in Figure8.10. Figure8.11and

8.12show the observed distributions with background in a signaland no signal case for theτeτµ

channels. Figure8.13and 8.14show the observed distributions with background in a signal

and no signal case for theτeτhad channels. Finally figure8.15 and 8.16 show the observed

distributions with background in a signal and no signal casefor theτµτhad channels.
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mass −2σ −1σ median +1σ +2σ observed

(GeV) (pb) (pb)

90. 8.801 12.062 17.310 23.888 33.37520.396

100. 5.319 6.969 9.886 14.046 19.032 19.417

110. 2.643 3.537 4.830 6.940 9.022 11.224

120. 1.561 2.185 2.998 4.328 5.894 6.734

130. 1.055 1.460 1.981 2.857 3.809 3.439

140. 0.763 1.120 1.539 2.161 2.956 1.698

150. 0.606 0.829 1.137 1.600 2.161 0.884

160. 0.440 0.637 0.876 1.272 1.654 0.547

170. 0.376 0.528 0.725 1.022 1.345 0.366

180. 0.310 0.431 0.589 0.794 1.079 0.276

190. 0.255 0.349 0.481 0.667 0.898 0.219

200. 0.215 0.296 0.415 0.584 0.783 0.188

210. 0.198 0.256 0.359 0.483 0.632 0.183

220. 0.167 0.227 0.322 0.439 0.595 0.173

230. 0.151 0.192 0.278 0.386 0.515 0.130

240. 0.136 0.180 0.246 0.360 0.475 0.124

250. 0.119 0.159 0.227 0.318 0.453 0.119

260. 0.112 0.142 0.204 0.289 0.395 0.118

270. 0.097 0.134 0.183 0.264 0.371 0.110

280. 0.093 0.124 0.166 0.228 0.307 0.107

290. 0.083 0.115 0.162 0.222 0.307 0.106

300. 0.080 0.103 0.143 0.199 0.281 0.103

Table 8.5:Expected and observed 95% CL limits on the Higgs signal crosssection. For the expected

limits, the columns illustrate the range of the expectationaround the median.
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Figure 8.10: Observed and expected 95% CL upper limits onσ(pp̄ → φ +X) ×BR(φ → ττ) as

a function of Higgs mass. The shaded areas show the±1, 2σ bands on the expected limits.

(a) τeτµ untagged (b) τeτµ untagged

Figure 8.11:Observed distribution ofmvis along with and without a signal corresponding tomA =

120 GeV. The signal distribution is normalized to the excluded signal at 95% CL. The backgrounds

are normalized to the expectations after performing the fits.

8_Results/figures/plots/xlimit.eps
8_Results/figures/plots/em_notag_m120.eps
8_Results/figures/plots/em_notag_nosig.eps
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(a) τeτµ tagged (b) τeτµ tagged

Figure 8.12:Observed distribution ofmvis along with and without a signal corresponding tomA =

120 GeV. The signal distribution is normalized to the excluded signal at 95% CL. The backgrounds

are normalized to the expectations after performing the fits.

8_Results/figures/plots/em_btag_m120.eps
8_Results/figures/plots/em_btag_nosig.eps
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(a) τeτhad untagged (b) τeτhad untagged

Figure 8.13:Observed distribution ofmvis along with and without a signal corresponding tomA =

120 GeV. The signal distribution is normalized to the excluded signal at 95% CL. The backgrounds

are normalized to the expectations after performing the fits.

8_Results/figures/plots/et_notag_m120.eps
8_Results/figures/plots/et_notag_nosig.eps
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(a) τeτhad tagged (b) τeτhad tagged

Figure 8.14:Observed distribution ofmvis along with and without a signal corresponding tomA =

120 GeV. The signal distribution is normalized to the excluded signal at 95% CL. The backgrounds

are normalized to the expectations after performing the fits.

8_Results/figures/plots/et_btag_m120.eps
8_Results/figures/plots/et_btag_nosig.eps


92

(a) τµτhad untagged (b) τµτhad untagged

Figure 8.15:Observed distribution ofmvis along with and without a signal corresponding tomA =

120 GeV. The signal distribution is normalized to the excluded signal at 95% CL. The backgrounds

are normalized to the expectations after performing the fits.

8_Results/figures/plots/mt_notag_m120.eps
8_Results/figures/plots/mt_notag_nosig.eps
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(a) τµτhad tagged (b) τµτhad tagged

Figure 8.16:Observed distribution ofmvis along with and without a signal corresponding tomA =

120 GeV. The signal distribution is normalized to the excluded signal at 95% CL. The backgrounds

are normalized to the expectations after performing the fits.

8_Results/figures/plots/mt_btag_m120.eps
8_Results/figures/plots/mt_btag_nosig.eps


94

8.7 Interpretation of the Limits

We use our observed limits at 95% CL onσ(pp̄ → φ) × B(φ → ττ) to exclude regions in the

tan β vs mA plane, wheretan β is the ratio of the vacuum expectation values for the Higgs

fields that couples to the up- and down-type fermions;mA is the mass of theCP -odd neutral

Higgs boson.

The MSSM parameter space is quite large, for the interpretation we use here themmax
h

benchmark scenario. Themmax
h scenario has parameters chosen such that the maximum possible

Higgs mass as a function oftan β is obtained. The common SUSY parameters for this bench-

mark are Higgs mixing parameterµ = −0.2 TeV,SU(2) gaugino mass parameterM2=0.2 TeV,

MSUSY =1 TeV,XMS
t =

√
6MSUSY , mg̃ = 0.8MSUSY . In all calculations we used top quark

massmt=178.0 GeV/c2 (usingmt=174.0 GeV/c2 has negligible effect on the results).

As discussed in Section2.2, the MSSM neutral Higgs sector has three bosons, the pseu-

doscalarA, and the scalarh andH. One of the scalars (eitherh or H) is nearly degenerate in

mass and production cross-section with theA. For a given value oftan β in a given scenario,

there is a “crossover mass” below which theh shadows theA and above which it is theH. In

themmax
h scenario the crossover point is at m=130 GeV.

8.7.1 Production Cross-section Calculations

There are two production modes that are relevant for our search. Gluon fusion,gg → φ, andbb̄

annihilation,bb̄→ φ, whereφ isA,H, h.

The full MSSM production cross-sections forbb̄ → φ has not been calculated. However,

this process has been calculated to NLO and NNLO for the standard model Higgs (52). From

the calculated cross sections forbb̄ → φ in the standard model, we could naively apply a factor

of tan2 β. However, this would not take into account radiative effects. To do this properly we

use the FeynHiggs program by S. Heinemeyer (7). This program takes MSSM parameters as

input and outputs the couplings and branching ratios for theSM and MSSM Higgses. We take

the ratioΓMSSM
φ→bb /Γ

SM
φ→bb and multiply the SM production cross section of Kilgore et al. to get

thebb̄→ φ production cross section in the MSSM. HereΓMSSM
φ→bb , ΓSM

φ→bb are the partial widths of

φ→ bb̄ in MSSM and SM calculated by FeynHiggs. The∆mb correction totan β changes the

coupling of the Higgs to b, and therefore toτ as well. We cannot ignore the effect of∆mb on

the branching ratio, since as the coupling of the Higgs to b goes down (up), the corresponding

branching fraction toττ goes up (down). Therefore, we use the values of Higgs toττ branching

ratio output by the FeynHiggs program.

For the cross-sections for gluon fusion we use the HIGLU program by M. Spira (8). It cal-

culates the NLO cross-sections forgg → A,H, h (using CTEQ6 PDFs). The various MSSM

parameters such astan β, µ,MSUSY , and the tri-linear couplings are taken as input parameters.
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HIGLU can calculate the cross-sections for anytan β but does not take into account radiative

corrections modifying the Higgs couplings tob-quarks which can have a significant effect. For-

tunately, these corrections behave exactly like in the caseof bb̄ → Higgs (55). Therefore, we

calculate the SM cross-section using HIGLU and apply the MSSM enhancement factors from

FeynHiggs as described above for thebb̄→ Higgs case.

8.7.2 Excluded region intanβ vs mA

Figure8.17shows the excluded parameter region in thetan β vsmA plane. The notable inverted

peak appearance is the result of the excess of events in the low mass region. It is notable that

the excluded region is a subset of the CMS excluded region (56).

Figure 8.17:Excludedtanβ as a function ofmA for themmax
h scenario withµ < 0

8_Results/figures/cdfmAtanb.eps
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8.8 Conclusions

A search for for neutral MSSM Higgs bosons in the di-τ decay channel with 5.9 fb−1 of data

in tagged and untagged channels.mvis along with a template morphing technique was used to

discriminate signal from background. While we observe a slight excess at low mass and a slight

deficit at high mass we see no overall evidence for signal overbackground, and therefore set

limits on the production cross section and branching ratio to taus.

This represents a result on the CDF Run II dataset, while somefurther improvements are

possible, such as the usage of more sophisticated b-taggingmethods and extension to the full

CDF dataset the resulting exclusion would still be expectedto fall within the larger exclusions

produced by the LHC dataset which this result is consistent with.
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