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Abstract

This thesis presents the results of a search for neutral M8&)ds bosons de-
caying torr with 5.9 fo~! of data. The analysis requires at least one of the taus
to decay leptonically, and explores three detection modéwo channels:z.7,,
TeThad» NAT,Theq, Where the index denotes the type of tau decay. In all modes we
explore the tagged and untagged channel. No signal is alasémits were set on
o(pp — ¢+ X) x BR(¢ — 77) as a function of Higgs mass. The results are also
interpreted as exclusions of parameter space indhel vs m 4 plane for several
benchmark scenarios.
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Chapter 1

Introduction

The standard model (SM) of Particle Physics has been anraitmusuccess story. It accurately
describes the most fundamental interactions and paracld$ias successfully passed a rigorous
array of tests of unprecedented precision. At a base leigahiguantum field theory of the gauge
group G =SU(3)c X SU(2)r, X U(1),. With each gauge group corresponding to the symmetry
group of a different interaction, the strong interactiorybthe color symmetry modeled by the
SU(3)¢ group, the weak interaction by ti##/(2),, group and the electromagnetic interaction
by theU (1) group.

Despite its great success it is widely believed that thedstah model is not a complete
theory and that extensions must be made to it to addressvits. flirom a theoretical standpoint
its issues include the requirement of artificial renornalan at high energy, the large number
of free parameters, and the hierarchy problem, the probfemamtaing the mass scale between
My and Mgy or My, in the face of large quantum loop corrections and the relpéedmeter
fine-tuning that is required. From an experimental stanugbiere are challenges in accounting
for gravitation as well as the existence of Dark Matter orlD@nergy.

Supersymmetry (SUSY) is a proposed theoretical symmety ¢dbnnects fermions and
bosons. It supposes an independent symmetry betweenlgmrtibose spins differ by 1/2, but
with otherwise identical quantum numbers. It thereforenemts a pair of “superpartner” parti-
cles, with different spins but the same electric charge kvisaspin. Due to the natural negative
sign associated with fermion loop diagrams and the otherwdsntical quantum numbers, su-
persymmetry provides a natural solution to the hierarcloplem by the quadratic term loop
cancellations of the superpartners.

One particular SUSY theory is the minimal supersymmetramdard model (MSSM). It
is so called because it includes only superpartners for lhdeBmions and gauge bosons and
the minimal number of Higgs chiral multiplets and is a popudabject for supersymmetric
searches. This research is one such study, namely a seaechdatral MSSM Higgs boson in
the 7T decay channel at the Collider Detector at Fermilab (CDFRatled at the Tevatron.

The Tevatron is a hadron collider, providipg— p collisions with a center of mass energy
of /s =1.96 TeV. There are two detectors analyzing these colksi@DF and DO. Both
experiments have produced very significant scientific tessilich as discovery of the top quark,
or measurement of thB? mixing. In addition recently the Tevatron experiments wainée to
rule out a range of SM Higgs boson masses.

CDF also mounts an active search for beyond the standardlmiggatures. In general
these are signature based and are based on accurate madedtagdard model contributions
and then assessing any deviation from the standard modet @htbsen signature.



The analysis presented in this dissertation focuses onefyets for neutral Higgs bosons
of the minimal supersymmetric model (MSSM) decaying to taitg The production of these
particles could be highly enhanced at the Tevatron depgrmirMSSM parameter space. Due
to the short lifetime of tau leptons and their relativelyhridecay spectrum we have several
channels available to us. Within these di-tau decays wetsttleee separate modes, one mode
whereby one tau decays to an electron and one decays to a amgomode where one tau decays
hadronically and the other to an electron and one mode wheréam decays hadronically and
the other to a muon. We then further separate each of thesesnutd a tagged and untagged
channel to better exploit the enhanced coupling of MSSM Bliggsons to b-quarks.

This thesis begins by sketching the theoretical backgrafritie standard model and su-
persymmetry in Chapter 2. Chapter 3 gives a brief outlindnefexperimental machinery at the
Tevatron and CDF. Chapters 4 through 7 discuss the diffe@mponents of the analysis itself
and Chapter 8 discusses the results.



Chapter 2

Theoretical Overview

This chapter is a brief outline of the most important théoattunderpinnings of this search,
namely the standard model (SM) and the minimal supersynengtiandard model (MSSM)
with particular attention to the Higgs sector the MSSM asgbitenomenological consequences.
Although the SM has shown an unparalleled level of accuradycampleteness it is widely
held not to be a complete theory. It has several widely reizegnproblems and most scientists
expect that it is a low energy effective theory which wouldsbperseded at some higher energy.
Several theoretical extensions exist aiming to addresetissues, the MSSM is one of them.

2.1 The Standard Model

The standard model is a quantum field theory which has pravdme tconsistent with experi-
mental results with unprecedented accura2y3) A complete description of the theory is easily
available in the scientific literature, but in this sectioa ghall do a simple overview of salient
points. 6)

In the standard model the fundamental building blocks ofiNaare divided in several ways.
Firstly, there is the separation between fermions, whickelspini and form the building blocks
of all matter and gauge bosons, with spin 1 which act as fonceets.

The fermions can be further separated into the quarks (8,4t and the leptons (electrons
e, muonsy and tausr, and their corresponding neutrinasg, v,,, ;). The quarks possess an
unbroken color symmetry corresponding to the strong ictamas with three degrees of freedom
and a broken “flavor” symmetry dividing the six different gk The leptons are colorless (i.e.
do not interact via the strong force) but interact via thetetmagnetic (for the, 1, andr only)
and the weak interactions. All of the fermions also haveaggonding anti-particles.

All of the fermions can be grouped together into three geimrs, with each generation
identical to the others in all quantum numbers except foramistost of the immediate world is
composed of particles from the first generation consistingeup (u) and down (d) quarks, the
electron ¢) and its corresponding neutrino.j. The other generations are more massive and
have correspondingly lower lifetimes and do not genergliyear in ordinary matter.

The bosons act as the intermediaries in the standard modaldifferent bosons corre-
sponding two different symmetries and/or interactionse €hectromagnetic interaction is me-
diated by the photormy, the weak interaction by thB’* and Z°, and the strong interaction
by the gluons ¢). Finally there is the as yet unconfirmed Higgs bogbnvith spin 0 which is
introduced for the Higgs mechanism of spontaneous symrbeggking to be accomplished in
which the masses of all the bosons and fermions are obtained.



Figure 2.1: The standard model particles

2.1.1 Interactions

It is well established that there are four characteristieractions among fundamental particles,
three of which are well described in the SM, the electromagneteraction mediated by the
massless photon in the standard model, the weak interatigatiated by the massivé’* and
ZY bosons and the strong interaction mediated by masslessgyllibe fourth interaction is the
gravitational interaction, theoretically modeled by thawgon, but due to the weak coupling
strength it does not play a role in the particle interactigaserally examined in High Energy
physics.

The electromagnetic interaction is probably the best knofithe SM interactions and has
a long history of investigation. It is described by guantueceodynamics (QED), a gauge
theory with an Abelian U(1) symmetry. QED is formulated asuarmfum field theory and is
renormalizable and generally well behaved, with higherepidop integrals manageable via
perturbation theory because of the small coupling constan%i ~ %7

The theory of the weak interaction was originally developgd&ermito describe the current-
current interaction with” - A currents. The initial theory was later developed in the graork
of non-Abelian gauge theory withU (2);, x U(1)y which is now called the electroweak stan-
dard model, including the weak and electromagnetic intenas.

The strong interaction describes color interactions betwguarks. It has the largest cou-
pling constant of the known interactions and is respongdsl&eeping the quarks inside hadrons
and mesons together. The corresponding field theory in #melatd model is the non-Abelian
gauge theory withtbU (3).. color symmetry and is called quantum chromodynamics (QCD).

The guiding symmetry of the standard model then is desciiyatie simple direct product
of the symmetry for the strong interactioSi/(3). and that describing the electrowesk (2),

x U(l)y, or G=SU(3), x SU(2)r, x U(1)y. The quantum field theory that obeys that
symmetry is the standard model of particle physics and isacherized by three important
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principles, that it is a gauge theory, that it is renormdidieaand that the symmetry breaking
occurs spontaneously.

2.1.2 Quantum Electrodynamics

For QED we seek to construct a gauge invariant quantum fielorgh We begin with the La-
grangianl describing the field of a single free fermion with mass m. iipressed as

£ = Plin 0 — m) (2.1)

where) is a 4-component spinor field of the fermion ab\d= 0/0z" (u = 0,1,2,3). +*
are the 4 x 4 Dirac matrices and the summation gver implied via the standard conventions
while the m is understood to be multiplied by a 4 x 4 unit matfrixThe gauge transformation
of this system is described by

Y — o =€) = Uyt (2.2)

Since we define) as constant everywhere in space-time, it follows immeljiateat the
transformation is unitary, that is’iUQb =1 and that it is Abelian, that I8y, Uy, = Uy, Uy, . SO
the transformatior2.2is global, unitary and Abelian, it is denoted by U(1).

Now if we seek to make the global symmetry a local symmetgy, we introduce a x-
dependent phase paramet€x) then the kinetic term becomes no longer invariant, that i

L—L'=L—j*(x)0,0(x) (2.3)

wherej#(z) = ¢y*4 is the vector Noether current. In order to restore the iavere we must
replaced,, with the covariant derivat®,,

D, =0, —ieA, (2.4)
WhereA,, is a vector field (spin 1) that transforms like
Ay = A=A, + é@uqﬁ(x) (2.5)
The Lagrangian therefore becomes
L = Pp(in" 0y — m)p + eyt Ay, (2.6)

which is invariant under the local transformation. We docheeadd a kinematic term for the
new field, which we add as

1 74
L=—Fuk" (2.7)
where F is the electromagnetic field tensor, defined as:

F = 0,A, — 0,4, (2.8)



lepton family | Q | (T,73) | Y
vt | 0] (L+d) | 1
€L, L, TL -1 (%7_%) -1
€RyMUR, TR -1 0 -2

Table 2.1: Quantum number assignment of lepton families in the GWS inode

So the resultant total Lagrangian is

_ 1 ,
£*QED = w(Z’YMDu - m)'l/} - ZF;WFM (29)
The field theory withLggp is called quantum electrodynamics (QED), the Lagrangian
obeys the global unitary and Abelian symmetry U(1) and therattions described i2.9 en-
compass the entirety of QED.

2.1.3 Electroweak Theory

The standard model electroweak theory is a non-Abelian @#ugpry withSU (2);, x U(1)y
gauge symmetry. It represents as a unified whole the eleagoetic and weak interactions. In
order to match with observed phenomena, in particular tisemied fact that in weak processes
we only see couplings between left-handed leptons and-hightied anti-leptons, lead to con-
structing a model whereby one family of leptons is represtas a left-handed doublet L and a
right-handed singlet R or th&U (2) group

L:<<I:j>>L,R:eR (2.10)

and more completely we represent the quantum numbers ags2dn
Where the weak-hypercharge (Y) is related to the electrotigcharge Q and the SU(2)
generators T

Q=T+ g (2.11)

Then the Lagrangian is to be constructed with L and R and ghioellinvariant under the
SU(2)r, andU(1)y groups or
SU@R),:L— L =e @@"2L R L R =R, (2.12)
Ul)y : L — L' =€e/?® [ R — R = PR (2.13)

This is constructed as

7—_‘

L = Lin" (0, — ig% - A, + %g'BM)L + Rin"(8,, +ig' By)R (2.14)



whereAL (i=1,2,3) andB, are gauge boson fields associated witli(2);, andU(1)y, re-
spectively. g and g’ are the gauge coupling coupling consteorresponding t&U (2);, and
U(1)y, respectively. The covariant derivatives are given by

T - Y
DN = 3M — 295 . Al" — Zg,EBM (215)

The kinetic term of the gauge fields is given by

1. 1
Lo =— FuwF" = BuB" (2.16)
F;iu = 0,4}, — @/AL + QEijkAﬂAIZ (2.17)
By = 8,B, — 8,B, (2.18)

whereFjV (i=1,2,3) is the field strength tensor the gauge field coordmg to.SU(2), and
B, is the field strength tensors of the gauge field corresponidirig(1)y. In both2.14and
2.18the mass terms do not appear as they would violate invarisegugrements. In order to
add mass to the fermions and gauge bosons we need spontayeuugtry breaking, i.e. the
Higgs mechanism. Since we want a massless photon after syyioneaking we need to have

SU(2)1 x U1y — U(1)em (2.19)

The simplest model to accomplish this is by adding a SU(2ptigwf 2 complex scalar fields,
¢ with weak hypercharg®,= +1. The Lagrangian for the scalars is

Ly = (Duo) (DFg) — V(s'9) (2.20)
with the potential term ' ¢) given by
V(olg) =m®¢i o+ A(o!9)? (2.21)

wherem? and \ are real constant parameters. Finally we add the coupling tetween
fermions and scalars which are to provide the fermion maasledcthe Yukawa interaction
terms

Ly = —G(LoR + R'L) + h.c. (2.22)
and the fullSU (2), x U(1)y gauge invariant Lagrangian of the GWS model is then just
L=Lp+Lg+Ls+ Ly (2.23)

So far we have only discussed the case for one family. To ebxttenmodel with additional
generations we must extend the different components. Th&da sector is simply extended,
namely

Lp=08 44 o) (2.24)



Where both terms are the same2as4 with the apporpriate substition of fermion field terms L

and R byL.,,,» andR, - as appropriate. However, for the Yukawa term we have aditio
interaction terms

Ly = _Gijl_/i(ij + h.c. (225)

where i,j =e, u, 7 and after symmetry breaking we obtain the fermion mass terms

£mass) — M7+ he (2.26)
where
= ( er, Kr TIL ) (2.27)
€R
P=1| ug (2.28)
TR

and where M is the mass matrix, a 3 x 3 complex not necessauilyitian matrix. In general it
can be diagnolized by a transformation

UMV = My (2.29)

wherel, is a diagonal matrix and U and V are unitary matrices. Viafiade non-observable
phases of the lepton fields once can further make the elerokffs real and positive. Then we
can rewriteC7"***) as

Llmess) — _PMi 4 he. (2.30)
where

er er,
p | =0T e (2.31)
I I,
en eR
wy | =V ur (2.32)
TR TR

Then the prime states are the mass eigenstates and are abtcecurrent/weak eigenstates
in general. The observed states are the mass eigenstatelsesdhe interactions in the gener-
ation space (mass) we allow for intergenational mixings lthis mixing that leads to neutrino
oscillations when massive neutrinos are included in theehod

Extending this to quarks is relatively straightforward. ¥ three SU(2) doublets (corre-
sponding to the left handed quarks of each of the three gemesy with one up-type and one
down-type quark in each doublet and 6 singlets, correspgntti the right-handed quarks of
each generation. To allow for compactness we introduceotl@ying notation

Qri = ( gl ) ; Uri, Dri (i=1,2,3) (2.33)



quark family | Q | (7,73) | Y
ur,cr,tr +§ (3.+3) +§
1 1 1 1

dp,sp,bp | -3 | (5,—3) | *3
UR,Cr,tr | *3 0 +3
dr,sr,br | -3 0 -2

Table 2.2: Quantum number assignment of quark families

where i stands for the generatiof; = u, D=d, etc. Then the Lagrangian can be written in
terms of the quarks and their covariant derivatives as

3 _ .
Cr =3 Quin' (0, —ig - Au — 50'B)Q1 (2.34)
a2,
—|—; RilY (aﬂ—zgg B,)Ur; (2.35)
G 1
+Z Rii’y“(au—kigg'Bu)DRi (2.36)

The gauge field term& and scalar field term&; are the same as the leptons. The Yukawa
terms can be written as

Ly ==Y (0 QrioDr; + T\ QridUs; + h.c.) (2.37)

i,J

where th@ﬁ?/U) are Yukawa couplings which in general are unconstrainecotenparameters
and ¢ is defined from¢ as¢ = im¢* where¢* is the complex conjugate af. A similar
treatment of the mass matrices and flavor changing behavibeiquark sector is possible and
relatively straightforward.

2.1.4 Quantum Chromodynamics

In the standard model the theory of the strong interactismgiantum chromodynamics (QCD),
a non-Abelian gauge theory with SU(3) color symmetry. TheDQ@&grangian for the interac-
tion between quarks g and gluon% for (i=1,2,...8) is given by

1 .
L=q(il) —m)q— ZFZWF“W (2.38)

and the quark field g and covariant derivative are given by

qR
g=1| ¢¢ (2.39)
qB
P
D,=0,— ZgSEAM (2.40)
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Where the superscripts R,G,B stand for red, green and bdpecévely,g; is the strong coupling
constant and\’ are the 3 x 3 Gell-Mann matriced:,,, are the field strength tensor for gluon
fields A/, and are given by

Fi, = 0,AL — 0,AL + gs fijk Al A% (2.41)

where f;;;, are the structure constants of the cofti/ (3). group. There are several important
consequences of the chosen structure of QCD. Firstly tha éxtm, which corresponds to
the non-Abelian nature of QCD, compared to QED leads to ghelfiinteractions. These in

turn can be shown to lead to anti-screening in the couplimgtamts, or "asymptotic freedom,”

as(Q?) decreases with increasirgg?, while for smallQ? o, (Q?) becomes large.

This essentially divides QCD into two regions, for largeues of Q? quarks and gluons
behave as free particles (“asymptotic freedom”) and pleatire calculations are valid. This
corresponds to behavior such as deep inelastic scatt&amgmallQ? the quark-gluon coupling
becomes large, perturbative calculations are invalid Aedjtiarks and gluons are confined in
hadrons (“confinement”). This is responsible for the obsdrack of free quarks/gluons in
nature. QCD then is the color SU(3) non-Abelian gauge thebstrong interactions

2.1.5 The Higgs Mechanism

As mentioned previously mass terms can not be directly aduedthe electroweak theory
without violating gauge invariance. The way in which thenst@d model avoids this problem
is via adding masses via spontaneous symmetry breakingghithie Higgs mechanism.

We consider adding a complex doublet field= ( il > to the SU(2) gauge invariant
2
Lagrangian. We then have
1 .
L = (Duo) (D"6) = L FL, F™ = V(¢70) (2.42)
with
Dyd = (9 — ig Aj)é , (i=1,2,3) (2.43)
Fl, = 0,A, — 0,4 + geiju Al AL, (2.44)
V(9'o) = —1*¢'o + A(¢'9)*, (1® > 0) (2.45)
We then parametrize the fiele{x) in terms of the new real field H(x) ard(x) (i = 1,2,3) as
1 i 0
_ = it (x)/2v
o(x) \/56 ( v+ Hz) ) (2.46)
We then transform the fields according to a particular gatayesformation, the unitary gauge,
as follows
oy _ 1 0
o) = ¢@) = U)ol = 7= ( iy ) 2.47)
A, —B,=U@AU" - é(&HU)U_l (2.48)

Uz) = e im ¢ @)/ (2.49)
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Then the Lagrangian becomes

L= (Du0)H(DH6) — JFL(BIF™(B) +i2(619) - N1 (250)

If we then extrapolate the Lagrangian in terms of the compbfields of ¢’ we obtain the

following
1 2772 Lo amy g*v? i i
L= J0HOMH — pi*H” — ZFW(B)F " (B) + 5 B.B p (2.51)
92 . by V4
+§BLBZ“H(2V +H) — \H? - ZH‘1 - (2.52)

Looking at this we see that the three Goldstone bagén) fields have disappeared, re-
placed by a triplet of massive vector fielﬁg and a single massive scalar. In other words the
Goldstone bosons were “eaten” by the gauge bosons to maikdahegitudinal components.
This is the same basic mechanism by which the Higgs mecham@ks under other symme-
tries. When applied to th8U (2), x U(1)y theory that is electroweak theory it leads to the
fermions obtaining mass through the Yukawa couplings aadcttbation of the massive gauge
bosong W, Z) and a new Higgs boson (H).

2.1.6 Problems with the Standard Model

Despite its widespread and well established success thédasthmodel does suffer from some
problems and is widely expected not to be the most fundarhétary but simply a low energy
approximation, accurate up to some scale. Some of theseprsiare the large number of free
parameters, the non-unification of the gauge couplings lzefthierarchy problem.”

The “hierarchy problem” is the problem of maintaing the sapan between the mass scales
of the standard model My to the higher mass scales where a more fundamental theory is
expected. This problem is particularly significant with aedyto scalar particles such as the
Higgs particle because the Higgs mass gets a large quanttnecioon proportional to this
higher mass scale. While it is possible to arrange the pammeuch that the Higgs mass
remains at the lower mass scale, doing so requires excdssveining of the parameters.

One attraction of supersymmetry (SUSY) is that it offers tura solution to the problem.
SUSY is a hypothetical symmetry between fermions and bodbias when a Lagrangian is
invariant under a transformation that connects particleesg spin differ by 1/2 that theory is
said to be supersymmetric. It connects a pair of particldl different spins but otherwise
identical quantum numbers, such as electric charge, weahiis, color, etc. This is relevant to
the hierarchy problem because the Feynman rules providéditiomal negative sign for loop
diagrams with fermions, so if the supersymmetry is exaat the loop for every particle would
be exactly cancelled by its superpartner particle. In pradt is expected from the absence of
observed superpartners that supersymmetry would be hrbkeit still reduces the scale of the
hierarchy problem to the order /sy 5y rather thanM gy or M,,. This is one of several
reasons SUSY is thought of as an attractive extension oftéimelard model.
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2.2 The Minimal Supersymmetric Standard Model

There are many possible supersymmetric extensions of émelatd model, the particular one
that is explored in this research is the minimal supersymimstandard model or MSSM. It
is so called because it is the simplest extension of the SMdorporate supersymmetry. A
full review of the MSSM is beyond the scope of this thesis iharé are a large number of
such reviews in the scientific literature but included heran overview of some of its general
features with particular attention to the Higgs sector dredlghenomenological consequences
of relevance to this search)(

The most immediately relevant feature of the MSSM for threl is the Higgs sector. In
contrast to the standard model, in the MSSM the Higgs sectuosists of two Higgs doublets.
This is necessary because of the need for an even numbenmibfedoublets to avoid the Witten
anomaly forSU(2);, and because of the need for Higgs doublets of opposite Hyaeye to
cancel the/(1)3 andU(1)y SU(2)2 gauge anomalies that stem from the higgsinos. In terms
of mass eigenstates this produces two CP even neutral Higgeis t°, H°) one CP odd neutral
Higgs boson 4°) and two charged Higgs boson& ). This sector is largely defined by the
parametersan 8 = 32 (v1, vz being the vacuum expectation values of the Higgs field cogpli
to theup- anddown- type quarks respectively) and the mass of the CP odd néadsainm 4.

In this parametrizationy:;, andmy are functiongan 5 andm 4.

b

(a) Gluon fusion (b) Quark annihilation

Figure 2.2: Lowest order diagram contributing t@ — ¢ andbb — A.

The dominant production mechanisms for neutral MSSM Higigohs at hadronic colliders
are gluon fusiondg — ¢) and quark annihilationgg — ¢). The Feynman diagrams are shown
in Figure2.2 For gg — ¢ the diagram is the same as the one in the SM, except for the
replacement of top quarks with bottom quarks in the loop. Higgs coupling todown-type
quarks is proportional toan 5 and theb-quark loop dominates the cross section despite the
my/m; suppression factor. The quark annihilation is dominatedtby- ¢. There are higher
order diagrams leading to presence of one or two observatlerks in the final state. These
are especially important for Higgs searches relying ondadiete of three or foub-jets and in this
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Figure 2.3: Rate of associated production with b-quarks of MSSM Higgsaf@articular set of
MSSM parameters.

analysis they are relevant to the tagged channels. We hefeeader tog) for more information
on MSSM Higgs production.

The decays of the neutral MSSM Higgs bosons are governedebgatiplings toup- and
down-type particles through then 8 andm 4 parameters. The dominant decay modesjare
bb and¢ — 717~ with branching fraction®(¢ — bb) ~ 90% andB(¢ — 7777) ~ 8%
Consequently, these are the relevant decay modes for hgl8&M Higgs searches. Despite the
large advantage in branching fraction of tilenode, ther channel is stillvery much relevant.
Due to large di-jet backgrounds the gluon fusion mechaniamrot be probed using thié
channel (given the current state of di-jet mass resoluti@mge is restricted to Higgs production
in association with sufficiently higpr b quarks leading to considerable efficiency losses. On
the other hand, ther mode allows the exploration of Higgs production throughhbgiuon
fusion and quark annihilation The dominant backgroundimd¢hse is fron¥ /v* — 77 events.
This process is well modeled and has reliably measure c@s®on from theZ — ee, uu
channels, eliminating uncertainties in background nomatibn. That makes théb and 77
channels equally useful tools for the searches.

Finally, the MSSM has an even larger number of free paramdii@n the standard model.
Though much of the parameter space can be excluded for pngdoon-physical features of
one kind or another it still leaves a substantial paramgiace. That is why as part of this
research the production cross section limits are integdras limits in the MSSM parameter
space for some commonly used benchmark scenarios.

1We do not consider "bosophilic” Higgs scenarios.
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Chapter 3

Experimental Overview

3.1 Tevatron and Accelerator Complex

The Tevatron I) was a proton-antiproton collider at the Fermi National élecator Laboratory
(FNAL or Fermilab) that for most of its lifetime was the higlteenergy particle collider oper-
ational in the world. While in operation it produceg@ collisions at a center of mass energy
of 1.96 TeV. Data gathered in the “Run 1I” of the Tevatron igdisn this study. The main
components can be seen in FiguBelL

FERMILAB'S ACCELERATOR CHAIN
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Figure 3.1: The Tevatron accelerator complex

3.1.1 Proton Source

The first step in the Tevatron accelerator chain is the thenifa&y Proton Source, which includes
the Pre-accelerator, 400 MeV Linac and the 8 GeV Booster. Prieeaccelerator serves as a
source of negatively charged hydrogen ions and acceletaasto an energy of 750 keV.
These ions are then passed into the Linac. The Linac is ass#friadio frequency cavities
(RFC) used as a linear accelerator and accelerates theggydions up to an energy of 400
MeV. The first section of the linac is the low energy drift tubieac (DTL) and makes up the
first five RFCs. Each DTL cavity uses a large power amplifieetidoamplify the 201 MHz RF
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signal used in the cavities and accelerate the beam. Th& RBECs use Klystron amplifiers
which amplify an 805 MHz RF signal that is fed into side coupbavity Linac (SCL) modules.
Every RF cycle in the DTL is used to accelerate beam but ondyinrfour cycles in the SCL
is used. The Linac and the Pre-accelerator can both aceelsams at a 15 Hz repetition rate
(once every 66 milliseconds).

The Linac’s hydrogen ions then pass through a carbon foilmiodhe Booster. The carbon
foil strips them of their electrons and the Booster RFC'sssmrate the proton beam to 8 GeV
with an operational rate of once every 66 milliseconds (1%dfetition rate). The Booster is the
first circular accelerator and consists of a series of magaeanged around a 75-meter radius
circle, with 19 RFCs interspersed.

3.1.2 Main Injector

The next step is the Main Injector. The Main Injector is awliac synchrotron seven times larger
then the booster divided up into 6 sections with 18 total lecating cavities. Depending on the
intended destination it accelerates the 8 GeV inputs teeitB0 GeV or 150 GeV. When being
used to send beam to the Antiproton Source the beam is aaimzleio 120 GeV. When being
used to inject protons or antiprotons into the Tevatroriedad “shot”, the beam energy is 150
GeV. The Main Injector can accept as inputs either protams fthe Booster or antiprotons form
the Antiproton Source. Its operational rate is once eve2ysgconds.

3.1.3 Antiproton Source

The Antiproton Source is responsible foproduction at the Tevatron. The Antiproton Source
includes the target, Debuncher, and Accumulator. 120 Getbps from the Main Injector
are inserted and it then collides them with a nickel allogégyr collision producing a spray of
secondary particles including antiprotons. Magnets ageel i3 collect 8 GeV antiprotons from
this spray which are then directed to the Debuncher synamot

The Debuncher’s primary purpose is to capture the antipsofroduced with a high mo-
mentum spread from the target. It also has beam-coolingmgsthat make the antiproton
beam more manageable. The Debuncher does not accelerde&b¥ inputed antiprotons,
only maintainging there energy and then passing them oretdticumulator.

The Accumulator and the Recycler are used to further coob#n while maintaing an
energy of 8 GeV. The Accumulator is a synchrotron housedarséme tunnel as the Debuncher
which cools the beam then passes it onto the Recyler. ThdugliRécycler was originally
designed to ‘recycle’ the antiprotons from the Tevatrotis fanction was abandoned due to
problems early in Run Il of the Tevatron. Now it accepts tfarssfrom the Accumulator and
cools the beam further then the Accumulator can accomp#sigla stochastic cooling system
(like the Debuncher and Accumulator) and an electron cgdistem. Like the Debuncher and
Accumulator it does not accelerate the antiprotons but ordintains their energy at 8 GeV.
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3.1.4 Tevatron

The Tevatron is the final and largest accelerator so far usedoduce ap colliding beam. It
has a radius of 1 km and is a circular synchrotron with eight 3Hz RFCs. It takes both
protons and antiprotons from the Main Injector and acctdsrghem from 150 GeV to 980
GeV. Once accelerated the Tevatron then circulates thesadfor an extended period of time
while collisions occur, maintaining their energy until hetantaneous luminosity has fallen far
enough and the antiproton source has accumulated ensughwarrant another shot. The time
while it maintains the beam is called a “store”. The Tevaiodivided into six sectors labeled
A through F. Each sector has five service buildings labeléddugh 4. The CDF collision hall
is located at the BO section. The Tevatron typically defveitial instantaneous luminosity of
about 350 cm? s~! and typically stores are dropped with an instantaneousnlosity near 50
cm~2 s~1, Though both initial and final luminosity vary between store

Figure 3.2: The CDF Il detector

3.2 The Collider Detector at Fermilab

The Collider Detector at Fermilab Run Il detector (CDF Il oDE) is an azimuthally and
forward-backward symmetric apparatus weighing approteiyiat, 500 tons and including more
than 1 million individual detector elements. Itis a gen@aipose solenoidal detector which uti-
lizes precision charged particle tracking with fast projeccalorimetry and fine grained muon
detection. A schematic of the detector is Fig@r2 The tracking systems are contained within


3_ExperimentalSetup/figures/cdfiso_paper.eps

17

a superconducting solenoid which generates a 1.4 T madinadticparallel to the beam axis.

The calorimetry and muon systems are outside of the solenoid
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Figure 3.3: The CDF Il detector

3.2.1 Coordinates and Units

The detector is shown in Figurd.2 and Figure 3.3 CDF uses a coordinate system where the
postive z-axis lies along the direction of the incident probeam is the azimuthal angld) is

the polar angle (measured around the detector center indahe pf the beam axis), ang- is

the component of momentum in the transverse plane. A comymmad transformation of is
n=-In (tan g) A brief description of the detector devices starting from lleam with emphasis

on subsystems relevant to this analysis follows.

3.2.2 Tracking Systems

Efficient and precise charged patrticle tracking is at thethefahe CDF detectors purpose. A
catalog of applications of this tracking important to thimbysis include

e The ability to combine tracks with calorimetry and / or mudramber information in
order to provide efficient electron and muon identificatioithvinigh purity both during

triggering and offline reconstruction.
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e Precise reconstruction of track impact parameters andegffipeconstruction of tracks in
dense jets allowing the ability to identify the delayed dec&B mesons and thereby tag
jet flavor.

e Efficient and precise reconstruction of track momentum #t bagh and lowp.

e The ability to make time-of-flight measurements to enablgigda mass identification to
assist in hadronic tau reconstruction

The tracking system includes the Central Outer Tracker (Q@0) a cylindrical open cell
drift chamber, Layer 001(1) a single-sided silicon microstrip detector, the Silicoertéx De-
tector (SVX) (L2) a collection of five layers of double-sided silicon micrgstdetectors and
the Intermediate Silicon Layer (ISLL8) a double-sided silicon microstrip detector. All of the
tracking components are contained in a superconductireneil, 1.5 m in radius and 4.8 min
length, which generates a 1.4 T magnetic field parallel tobeam axis. This magnetic field
causes charged particle tracks to bend based upon theirm@mallowing the tracking system
to perform measurements of the of the particles.

3.2.2.1 The Silicon Detectors

The innermost component of the silicon detectors the Ldydedector is attached to the beampipe
at a radius of 1.1 cm and covers the rangendf< 4.0. Covering the radius range 8f4cm<

r < 10.7 cm for the range ofn| < 2 are the 5 layers of the SVX detector. The ISL is between
the SVX detector and the COT and aids with track linking bemvthe SVX and the COT.

Each of the silicon detectors is made of doped silicon stspyle-sided in Layer00 and
double-sided for the SVX and ISL layers. Charged particléering the strips cause ionization
which creates a pulse of current read out by integratedrelgcs readout chips. For the double-
sided strips one side of the strip is arranged to providetipasinformation in r andpy while the
other side of the strip the crystals are set at eithér@01.25 angle stereo thus providing z
position information. The entire system thus allows tragkonstruction in three dimensions
with impact resolution of 4Q:m including a 30um contribution from the beamline andg
resolution of 7Qum (14). The silicon detector is an important tracking componewtia crucial
to the b-tagging employed in this analysis by providing selemy vertex detection.

3.2.2.2 Central Outer Tracker: COT

Outside of the silicon detector and covering e < 1.0 region and radii between 40 and
137 cm the COT replaced the CTC of Run 0 and Run | and was designeope with the
increased luminosity environment of Run Il. The COT is a 3.lbng cylindrical drift chamber
which includes 30,240 sense wires that run the length (ifi h)eochamber between the two end
plates. Approximately half of the wires are in the four aXglperlayers”, running along the z
direction, and half are in the four small angl€)&tereo superlayers. Each superlayer is divided
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Calorimeter Subsystem CEM CHA
7 coverage In| <1.1 | |n] <0.9
1 segmentation 0.11 0.11
¢ segmentation 15° 15°
Energy absorbing layey % in. lead | 1in. iron
Scintillating layer 5 mm 10 mm
Total radiation lengths| 19y 4.5\

Table 3.1: Calorimeter Summary - Central Calorimeters

in ¢ into “supercells”, with each supercell having sense wiras field wires configured for an
approximately COT constant maximum drift distance of 0.88 ¢

Charged patrticles traveling through the mixed argon / ettgas produce electrons which
are then accelerated by the voltage maintained on the fiebwiwards the sense wires. Both
the sense and field wires are 4t diameter gold plated tungsten. The sense wires span the
length of the COT and register the current produced whettrelezarrive at the wires as “hits”.
The cells in the axial superlayers provide information o@ttand ¢ of the hit and the stereo
superlayers allow reconstruction of theosition. The COT achieves a hit position resolution
of approximately 14Q:m and momentum resolution efpr)/p% = 0.0015 (GeV /c)~! (14).
The COT also providedE /dx information for the tracks which is used in particle idectfion
for particles withpy > 2 GeV.

3.2.3 Time-of-Flight: TOF

Located just outside the COT system is CDF’s Time of Fligt®F) detector.Z4). It is a barrel

of scintillator along the COT at 140 cm from the beam line,axovy |n| < 1. Itis composed of
216 individual bars, each covering 1.74n It measures the time of arrival of a particle at the
scintillators with respect to collision time, when comhingith the momentum and path length
measured from the tracking system it allows for the deteation of the mass of the particle.
The resolution in the time-of-flight measurementislO0 ps, and it provides on the order of
two standard deviation separation betwééh andz* for momenta< 1.6 GeVE.

3.2.4 Calorimetry

Surrounding the tracking system outside of the solenoidsaggmented electromagnetic and
hadronic sampling calorimeters that measure the energydfomteracting particles fofn| <
3.64. The central calorimeters (with the endwall hadronic dedeter) cover|n| < 1.1(1.3).
The plug calorimeters coverl < |n| < 3.64. All of the CDF Il calorimeters are scintillator
based meaning they work by having transiting particlegautewith dense metal plates generat-
ing showers of particles which excite the scintillating eral. The excited scintillating material
then radiates photons as it returns to its ground state,uringghese photons then provides a
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Calorimeter Subsystem PEM PHA WHA
7 coverage 1.1<|n <36 |13<|n<36|07<]|n <1.2
1 segmentation 0.11 0.2 0.25
¢ segmentation 15°or 7.5 15°or 7.5 15°
Energy absorbing layef 4.5 mm lead 2 in. iron 2in. iron
Scintillating layer 4.5 mm 6 mm 10 mm
Total radiation lengths 21y 7o 4.5\

Table 3.2: Calorimeter Summary - Plug and Endwall Calorimeters

measure of the energy of the incident particle. The caldryngystem is crucial to accurate
energy measurement of many physics objects at CDF. The piepef the calorimeters are
summarized in Tablg.2

3.2.4.1 Central Calorimeter: CEM & CHA

The Central Electromagnetic calorimeter (CENIp) covers theln| < 1.1 region with full ¢
coverage. Itis organized into projective towers each éoget5’ in ¢ and 0.1 units im. Each
tower has 30 layers % in. thick lead and 31 layers of 5 mm SCSN-38 polystryrenetiiitor

for a total radiation length of 18,. Between the eighth lead layer and the ninth scintillatpeta

at the depth corresponding to maximum average transveseestdevelopment (5.8¢), a
proportional strip chamber is inserted to determine sh@asition and transverse development
by measurement of charge deposition on orthogonal strigsaares. The CEM achieves an
energy resolution of3.5%/v/Er @ 2% (14).

The Central Hadron calorimeter (CHA)®) covers thdn| < 0.9 region and fulky coverage.
Itis organized into projective towers each covering itbp and 0.1 unit iy matching the CEM
calorimeter which directly precedes it. Each tower has $2riaof 2.5 cm thick steel and 1.0
cm thick doped PMMA scintillator for a total depth of 4X§. The CHA achieves an energy
resolution of75% /v/Er & 3% (14).

3.2.4.2 Plug Electromagnetic Calorimeter. PEM

A part of the Run Il upgrades for the CDF detector, the PlugctEbenagnetic calorimeter
(PEM) (17, 18) covers thel.l1 < |n| < 3.6 region using scintillator tiles. Each tower has
23 layers of 4.5 mm lead and 4 mm scintillator for a total radialength of 2%. The tiles
of the first layer are made out of 10 mm thick scintillator,deat separately from the rest of
the PEM and used as a pre-shower detector. Behind the 4tipled(approximately g, in) a
shower-max position detector (PES) composed of plastitibator strips is inserted. The PEM
achieves an energy resolution1d% //Er & 1%.
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3.2.4.3 Plug and Endwall Hadronic Calorimeter: PHA & WHA

The Plug Hadronic calorimeter (PHA) T, 18) covers thel.3 < |n| < 3.6 region matching the
PEM geometry. Each tower has 23 layers of 5.08 cm. iron and &aimillator for a total depth
of 7\o. The PHA achieves a energy resolutionra¥ //Er @ 4%.

The Endwall Hadronic calorimeteii§) covers the).7 < |n| < 1.2 region. Each tower has
layers of 5 cm thick steel and 1 cm thick doped PMMA scintildtor a total depth of 4.7\g.
The WHA acheives an energy resolutionsf% // Er & 3% (14).

3.2.5 Shower Maximum Detector

Included as part of the electromagnetic Calorimetry systam proportional wire strip cham-
bers, the shower maximum detector (CES)) (These chambers are embedded in the calorime-
ter, at a depth equivalent to 5%, the point where a 15 GeV electron shower is expected to
have its maximum energy deposition.

Overall the CES is composed of 128 strips, 69 in the sectiosecto the central plane of
the detector and 59 in the outer section. The CES is an impgoat of hadronic tau decay
reconstruction as it allows for the definition of the impatposition of 7’s. Previous studies
have revealed the combination of calorimetry and CES to pelde of resolving photons from
70 decay and evep mesons.Z3) It also plays an role in the triggering systems, especiaity
electrons.

3.2.6 Muon Detection Systems

The muons detection systems form the final layer of dete@bfSDF, located outside of the
tracking and calorimetry systems. This is in order to exploé fact that muons deposit very
little energy in the calorimetry system and are relativaelgd lived, so they typically escape
the detector systems. Therefore by mounting the muon sgstertside of the other systems it
isolates muon signals from those created by other partitdgactions. The muon chambers are
a combination of drift chambers and plastic scintillatiaucters. The drift chambers form the
basis for identification of a muon and the scintillation cteugs are used to associate a given drift
chamber signal with a particular bunch crossing, actinglémiify muon signals from cosmic
ray muons as opposed to muons produced in the interactianCMU and CMP systems both
cover|n| < 0.6. The CMX system covers the range6 < |n| < 1.0 and the IMU system
covers the rangd.0 < |n| < 1.5 (14).

3.2.7 Cherenkov Luminosity Counter: CLC

CDF determines the beam luminosity using the Cherenkov hagily Counters (CLC)19)
which measure the average number of inelggficollisions per bunch crossing. The counters
surround the beampipe in three concentric layers with 16teos in each layer, for a total
of 48 conical Cherenkov counters in each CLC detector. Thieeesystem consists of two
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modules that are located in the “3-degree holes” inside tb& €nd-plug calorimeters in the
forward and backward region 8f7 < |n| < 4.7. Charged particles traversing these modules
coming from thepp interactions (primaries) will traverse the full length b&tcounter, emitting
Cherenkov light and generating a large amplitude signahénattached photomultiplier tubes
(PMT). Particles from beam-halo interactions or from selzoy interactions of prompt particles
in detector material and the beam-pipe (secondaries) #ter,stvaverse at larger angles with
shorter path lengths (thereby emitting less Cherenkov)lgyid their light will undergo a larger
number of reflections before reaching the PMTs. This proslseveral differences between
the signal produced by primaries and secondaries. Fite#y;, signals are significantly smaller
in amplitude and can be discriminated with suitable amgétthresholds in the electronics.
Secondly, when two primaries traverse a single counterdheltant signal is twice that of a
single particle allowing distinct peaks for the differemtrticle multiplicities to be discerned in
the output.

The instantaneous luminosity ) can be expressed as

L= X e (3.1)
Oin
wherey is the average number gp interactions per bunch crossinfj,. is the Tevatron bunch
crossing frequencyl(515 x 107 Hz) ando;,, (approx. 60 mbZ0)) is the inelastigp interaction
cross-section. Multiple separate methods for measuyrittrough the CLC are possible. Two
different methods are described here.

Firstly, sincey is the mean of a Poisson distribution the probability of gmpissings
is Py(n) = e #. By measuring the fraction of empty crossings a measurewfentcan be
made and therefore the luminosity. However, the disadgentsf this method is the small
probability of empty crossings at high luminosity, makingracise measure of luminosity using
this technique difficult. Alternatively, can be interpreted as

N

= (3.2)

Iu:

where N is the measured average number of hits per bunch crossingvéarnd the average
number of hits from a singlgp collision (measurable at low luminosity).

The data used in this thesis corresponds-t6.2 fb~! of measured integrated luminosity,
the uncertainty on this luminosity is 5.9% with 4.4% from theceptance and operation of
the CLC @0) and 4.0% from the uncertainty on the calculation of theltpfainelastic cross
section 21).

3.3 Triggering

During Run 1l the Tevatron typically operated in a high lusity environment, requiring the
use of trigger systems to restrict data and read out of thelétiéctor systems to a small pro-
portion of the data. To accomplish this CDF uses a three leiggler systems with each tier
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performing a more comprehensive treatment of the incomaig dnd accepting proportionally
fewer events. Since most of the incoming data is not of plyisierest, the intent of the trigger
system is to select among incoming events for events ofdstdp various searches that are
undertaken at CDF.

In the high luminosity operating environment of the Tevatibis necessary to parse the
incoming data and read out the full detector systems on oslpall proportion of the data in
order to maintain functionality. To accomplish this CDF sisemultitiered triggering system
with each tier completing progressively more thorough nstmiction and accepting progres-
sively fewer events, see Figui@4and 3.5. CDF's triggering system has three levels, the level
1 trigger system is based on customized electronics, ddets/edy little reconstruction and is
designed to target an accept rate below 28 kHz. The levefgdrisystem is based on a PC,
does moderate reconstruction and is designed to targeteah @vceptance rate below 900 Hz.
The final level 3 trigger system uses a farm of PCs, does a noon@lete reconstruction and is
designed with a 200 Hz acceptance rate target.

7.6 MHz Crossing rate
132 ns Bunch Spacing (2.5 MHz / 396 ns)

Level 1
42 (14) L1 Buffer L1 trigger 7.6 MHz (2.5 MHz)
crossings (pipeline) 4 us latency

<28 kHz Accept rate

(accept)

Level 2
L2 Buffer LZtrigger 50 kHz asynchronous
pipeline. <20us latency

<1 kHz accept rate

(acc/rej)

Mass
Storage

Figure 3.4: The CDF Il Trigger system

L1/L2 rejection: 10,000:1

300-1000
Hz DAQ
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3.3.1 Level 1 Trigger

The Level 1 trigger is a synchronous hardware based systatrusies custom electronics to
make a decision on every beam crossing, with the purposelatireg the resultant acceptance
rate below 28 kHz. The L1 decision pipeline is approxima#lys, with a correspondingly
deep buffer of 14 crossings. Different hardware elementsatigt process subsets of the full
detector information in order to produce a rough picturespfetts of interest in the event. The
global Level 1 decision then takes the different level 1 ¢tmas into account to decide the
global level 1 pass.

The overall L1 system is divided into three parallel traaksulsing on different elements of
the detector the L1 CAL system, which focuses on the caldrymieformation, the L1 TRACK
system, which focuses on the COT tracking system and the LOMWystem which searches
for muon objects. Since the calorimetry and muon systemsinetyacks pointing to relevant
elements, they receive the track information as well.

The Level 1 calorimeter trigger is intended to trigger orcelens, photons, jets, total trans-
verse energyfr) and missing transverse enerd¥{). The triggers are divided into two types:
object triggers (electrons, photons and jets) and glolggders (£, and#r). The object triggers
are formed from individual calorimeter towers while thelgbtriggers are formed by summing
energies from all towers. The object triggers can then btdursubdivided into single ob-
ject triggers, where a single object is sufficient to gereeeal. 1 accept, and do-object triggers,
where the rate is sufficient that two or more such objectseqaired to generate a L1 accept.
The electron and photon triggers are formed from applyimgsiolds to the electromagnetic
(EM) energy while the jet triggers apply thresholds to thalt¢EM+hadronic (HAD)) energy
in atower. To further reduce rates Level 1 eXtremely Fastkea(XFT) tracks are available for
matching to towers and towers with significant HAD energy lsamejected. The global triggers
use the total (HAD + EM) energy in all the towers.

The Level 1 track trigger is intended to detect tracks on t Gt uses hits from 4 axial
layers of the COT to identify tracks with, greater than 2 GeV/c. The resultant track is then
sent to the Extrapolation Module (XTRP32) which then distributes the XFT track information
to the Level 1 and Level 2 trigger systems that use it. As wepraviding track extrapolations
to the muon and calorimeter systems the XTRP can generateaadebt if their are more than
6 tracks of any kind or based dPy and ¢ information and a lookup table to generate various
Level 1 triggers.

The Level 1 muon system uses muon detector primitives geatevariously from the CMU,
CMP, CMX, CSX, CSP and HAD systems and XFT information from KiIrRP to form basic
muon trigger objects. For the scintillators (CMP, CSX, CI8RD) primitives are derived from
single or coincident groups of hits. For the wire chambed(IQCMX) primitives are obtained
from hit patterns on the projective wires, with a requireimierposed on the difference in the
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arrival times of signals. This time difference requiremiemposes a minimunp, requirement
for hits from a single track.

3.3.2 Level 2 Trigger

The Level 2 trigger is an asynchronous system that processs#s that have received L1
accepts in a First In - First Out (FIFO) manner. It has a buffefour events to minimize
downtime due to L2 time-outs and uses two stage design, fitletlecated hardware stage, the
PULSAR (PULSer And Recorder) boards which operate on thputsitof the L1 system and
secondly a PC based decision making process. In additidmetonformation available at and
from L1, at L2 data from the shower max chambers, the Siliceréx Tracker (SVT) and XFT
3D stereo information are used to further refine the eveetteh.

Additional primitives are generated from three systemseatl 2, the Level 2 cluster finder,
L2CAL, the shower maximum strip chambers, XCES and the @iligertex Tracker (SVT).
The current L2CAL PULSARSs receive the tower information early the same time as the
L1CAL, they serialize the data and upon receiving a L1 acpags it on to the L2PC 3().
This allows for near offline quality calorimetry informati@vailable at L2. The jet clustering
algorithm uses a single pass clustering approach similémabused in L3 and offline. First
it selects seed towers as those towers above a certain sestdlu, then add energies from a
fixed cone around the seed tower to form the jet energy. Fotrefeagnetic (electron or photon)
clusters the clustering algorithm is intended to resenti#eliXCAS hardware algorithm. Finally
the system also calculaté .

The shower maximum detector information is used to provietéeb spacial resolution than
available from calorimeter towers. The XCES3) pulsar boards sum the energy on adjacent
CES wires and compare them against a threshold value aroGa¥/4That information is then
matched against XFT tracks to produce a Level 2 trigger. Mheeased spatial resolution pro-
duced allows for a significant reduction in combinatoriathkground for electrons and photons.

The Silicon Vertex Tracker, SVT 3@), uses hit data from the silicon detector systems and
compares that against each XFT track to produce a transiepset parameter measurement
with resolution 5Qum, comparable to that of offline trackspf 2 GeV that do not use Layer
00.

Finally the XFT Stereo systen3%) uses the stereo layers of the COT to provide additional
discriminating power. This is done through confirming theg .1 XFT track, created strictly
from the axial layers, goes through the stereo layers atgheoted locations and through usage
of the angular inclination with respect to the beam pipe t@snee the anglé of the track
and use this information to point the track to other detegtior particular to parts of the muon
system. Both of these are used at L2 to provide enhancedd#kegjection.
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3.3.3 Level 3 Trigger

After passing level 2 an event is sent to the level 3 triggenen it is read out completely.
This begins with collecting data from all of the VME Readouiffers (VRBs) which is then
passed into the Event Builder3@) Scanner CPUs. The event builder is divided into 16 sub
farms each consisting of one converter node and sixteeregsoc nodes, each converter node
receives the VME data from the Scanner CPUs and then serate/érid to one of the processor
nodes. There the Level 3 trigger reconstruction is apptedng advantage of the full detector
information with improved resolution, including a full 3rdensional track reconstruction, and
matching of tracks to parts of the calorimeter and muonesgshformation. Events that satisfy
Level 3 trigger requirements are then transferred into thesGmer Server/Data Logger (CSL)
system for storage. The average processing time per eveBtson the order of a few seconds.
Some triggers which would otherwise consume more bandwheth desired receive predefined
or dynamic prescales at this level, that is effectively adittawhal numerical rejection factor
applied on a trigger specific level. Dynamic prescales agespales that are adjusted on the fly
based on available bandwidth.

The full set of requirements that an event has to fulfill atdlel, Level 2 and Level 3
constitutes a trigger path. Approximately 200 such trigggths are implemented in the CDF
system and an event is accepted if it passes any of the tnqgdks. It is possible for an event
to pass more than one such trigger path. An event will be &edepit passes the requirements
for any one of these paths and depending on the trigger pditbenstored in a trigger dataset.
A complete description of the different datasets at CDF @afobnd in @7). The trigger paths
that are relevant to this study are the SUBM.EPTON trigger path and the “lepton+track”
trigger path which shall be described in more detail in cheft



Chapter 4

Event Selection

As outlined in the introduction this analysis involves thidifferent final states in two different
channels, namely the 7,4, 7, Theq and 7.7, final states. where, represents a tau that decays
to an electrony, atau that decays to a muon angl, a tau that decays hadronicly. It follows the
tagged and untagged channel for each state of these threstéites for a total of six different
channels.

Data for this analysis comes from two different trigger gathth different trigger require-
ments. These impose efficiency effects that must be modelsiiulated data sets, a subject
that will be discussed at length in the next chapter.

The total dataset used represents 5:9 fof data. Over this period there were a number of
changes in the triggers that took place, including somegémsto the pre-scales or disabling of
certain trigger paths, as a result the luminosity varieghilly based on channel.

4.1 Datasets Used

For the exploration of the. 7, channel we use data collected with the “SUSY dilepton” tigg
datasetsdilad, edilbh, edilai, edilaj, edilak, edilam. The data is taken from the officially
produced Stntuple samples.

The “SUSY dilepton” triggers select two leptoris= e, i) with with p > 4 GeV (during
periodi, the threshold for one of the leptons was increased to 8 G&\@ast one of the leptons
is in the central region. In this analysis we use only thegiigpaths that select one electron
and one muon, both in the central detector region. Samerflegtons are used for consistency
checks and study of lepton isolation consistency betweenldta and MC.

For the final states with a hadronically decaying tau we use“ligpton+track” triggers
that require a central electron or muon, and an isolated ffl@ased as a starting point for tau
reconstruction). These are found in thiépad, etlpbh, etlpai, etipaj, etipak, andetlpam
datasets.

In this analysis we use Run 2 data in the full run range andyappl Top/EWK/EXxotics good
run list v35 (good electron, muon, good Si required, exau@®OT compromised runs). This
run range has both the CMX and CMU+CMP systems operatiora ifitegrated luminosity
of our sample is 5.9 fb!

4.2 Monte Carlo Simulations

Monte Carlo simulations of thé — 77 signal were generated using PYTHIA 6.216 separately
for the processesb, gg — A (PYTHIA process numbers 156, 157), which are expected to

28



29

have the largest contribution to the MSSM Higgs productitss section. The MC simulation
includes run-dependence and minimum-bias overlay. Wergtesamples faran 5=0 in the
mass regiord0 < my < 300 GeV and then apply as appropriate a stacking technique to
generate larger width samples. We selected tthis3 for the purpose of future combination
with the Higgs— bbb search. When calculating signal detection efficienaigsweight the
contributions fromgg, bb — A + X according to the predicted relative contributions. For
background estimation we use the EW group MC samples thatrailkide run-dependence and

overlay of minimum bias events.

4.3 Data-Monte Carlo Hybrid

Modeling of the Z— 77 background in the tagged channel poses special challesgesesult
of the relatively poor way in which background jets are medeh available MC samples. Since
these jets are the source of the tags that move an event entagged background sample it is
important to model them accurately. In order to do so we eynplmethod designed to combine
data-based background jets with MC sampleg of> 77. We do this by constructing a hybrid
data-MC sample composed of baseline events ffom 10 data composed with's taken from

Z — 71 MC samples.

The process begins by selecting for— uu events from data samples from thiemucd,
bhmuch, bhmuci, bhmucj, bhmubk and bhmubm datasets. The data-level muons are then
matched against simulated taus at the generator level. Amigtconstructed to measure the
closeness of the match between muon and tau as follows.

) APt AZ
metric = /(20 1 (a0 + (an2 + (522 @.1)
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Figure 4.1: AZ and APt between the data muons and simulated taus at the gerlexegior

Each simulated tau is paired with whichever data muon it mlostely matches. Each data
muon is then paired with whichever associated tau has thibest@etric value. Then the muon
is removed from the event, the simulated tau replaces it agichacessary event variables are
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Figure 4.2: A¢ andAn between the data muons and simulated taus at the generagbr le

altered as appropriate. The differences between the fim@domuons and final paired taus is
shown in Figures4.1and 4.2

The resultant sample is then normalized at the pretag levile pretagZ — 77 MC to
account for overall luminosity. This sample is then usedhast — 77 background for the
tagged sample, and sets how many events are removed fromettagg g — 77 MC to make
the untagged sample.
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Chapter 5

Trigger Efficiencies

5.1 Introduction

This chapter presents a measurement of the trigger efficiehthe track leg of the “lepton
plus track” trigger paths. We measured the efficiency ofahggger paths with respect to fully
reconstructed-s using jets and di-lepton samples. We defined relevantblasdo account for
inefficiencies of the XFT track matching, L2 cluster matchand L3 isolated track finding. The
overall trigger efficiency is the product of those three comgnts.

The trigger efficiencies for the SUSBILEPTON paths were not remeasured for this anal-
ysis but taken from other source88(39)

5.1.1 Trigger paths description

The “lepton plus track” dataset contains events from séwiifarent trigger paths. Three fam-
ilies of those paths are relevant for this analysis. Two efrirequire a: and an isolated track,

“CMUP plus track” and “CMX plus track”. A third family trigges on a central electron and an
isolated track, “Electron plus track”. The paths involving were “dynamically prescaled” or
“luminosity enabled” in the last periods of data taking. Wieole list of trigger paths studied

can be found in tablg.1

Trigger Path Family Trigger Paths involved
“Electron plus track” TAU_ELECTRONS8TRACKS5_ISO
“CMUP plus track” TAU_CMUP8TRACK5ISO, tag 1to 9

TAU_CMUP8TRACKS5.ISO.L2_ LOOSEDPS
TAU_CMUPSTRACKS.ISO_L2_LOOSELUMI _240
TAU_CMUPE&TRACKS.ISO_L2_LOOSELUMI _260
“CMX plus track” TAU_CMX8_TRACK5.ISO

TAU_CMX8_TRACKS5_ISO_LUMI _200

TAU_CMX8_TRACKS5.ISO_L2_LOOSEDPS

TAU_CMX8_TRACK5.ISO_L2_LOOSELUMI _200

Table 5.1: “lepton plus track” trigger paths used in this analysis

Different versions of these trigger paths have had differeguirements. Only a few of them
affected the track leg of the trigger. The “Electron plugkfariggers underwent a transition af-
ter run 209770, when the isolation requirements at level i@ wedified and a level 2 calorime-
ter cluster was required to match the XFT track. The “CMURBptack” and “CMX plus track”
trigger paths also suffered two relevant changes. Fireyel P XFT track was included simulta-
neously for both: families, in the transition from tag 7 to 8 of the TAOMUP8 TRACKS5_1SO
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L2 cluster requirements (old) L2 cluster requirements (new

Er > 4GeV Er > 5GeV
Number of towers< 5 No requirement on NTowers
pass= 2 pass= 13

Table 5.2: L2 cluster cuts.

path and from tag 6 to 7 of TAWLMX8_TRACKS5_SIO. Moreover, a second transision mod-
ified the level 3 isolation requirements after run 20977Mutianeous to the transition in the
“Electron plus track”. These changes were accounted forgregious study.48) Subsequent
to that and the focus of this study there were several charigethe TAU.LELECTRON path
in the change from v-10 to v-12 the clustering algorithm wpdaied to use pass 10 and pass
13 clusters for the electron and tau respectively. Therewleen minor changes to the trig-
ger parameters in the change to v-13 (changed number oéchaester requirements) and v-14
(changed ET requirement to 5 GeV from 4 GeV). The changes ngqugh run 209770 were
accounted for in previous studie®5( 26, 27, 28)

In the TAU.CMX and TAU.CMUP paths there was the implementation of SLAM stereo
confirmation after run 233108 with the 3DMatch requiremeidea after run 257202.

5.1.1.1 Level 2 Trigger Requirements

An XFT track with apr > 5 GeV is required in all the different versions of the TABLECTRONS8
_TRACKS5 _ISO trigger paths. Itis also required from tag 8 of the patt TEMUP8_TRACKS5
_ISO and tag 7 of TAUCMX8 -TRACKS5 _ISO.

Moreover, this XFT track has to match a cluster for the patd TELECTRON8_TRACKS5
_ISO, versions 8 and 10. This cluster has to fulfill the requigats summarized in tabfe2

The TAU.ELECTRON cluster requirement was changed to pass 13 clvitetag 12.

5.1.1.2 Level 3 trigger requirements

The level 3 trigger requirements are summarized in t&8 The isolation requirement is

fulfilled when no shoulder tracks with meet the and Z requirements are in the isolation
annulus. The definition of the isolation annulus and the apfdied to select shoulder tracks
was modified after run 209770. We refer to the trigger sedtlmefore this run as the “old trigger”

and to the ones after that change as “new trigger”. Talslshows the definition of isolation for

both triggers.

5.1.2 Data Samples and Event Selection

For this trigger study, we chose to use jet samples becaegedih not include track related
requirements in their trigger paths. Therefore, thesetevanme not correlated with the “lepton
plus track” sample. This dataset, however, has the incaemea of being populated mainly by
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L3 track requirements
pr > 5GeV
In| < 1.5
isolation

Table 5.3: Level 3 track cuts.

“old trigger” “new trigger”
L3 isolation annulug 0.175 < AR < 0.524 | 10degree < Angle < 30degree
|AZ| <15 cem |AZ| <5 cm
track cuts
pr > 1.5 GeV pr > 1.5 GeV

Table 5.4: Isolation annulus definition, and cuts for shoulder tracks

fake rs. This introduces a bias in the study of trigger level isotgtdue to the differences in
track multiplicity between jets ands. Moreover, a measurement of the efficiency of the level 2
calorimeter cluster requirement added to the “electros plack” trigger path would be biased

if measured in the jet samples.

We selected tights in the runs marked as good by the “good run list, em mu” varsio
35. Note that tight- ID includes offline replication of level 3 isolation. Afteelectingrs, we
checked whether thoses would have passed the trigger requirements of the trackfléige
different “lepton plus track” paths.

We also used higlp samples of bothus and electrons for obtaining the absoulte normal-
ization of the level 3 efficiencies. We selected events in“go®d run list, em mu”, version
35, that had two almost-tight electrons or two almost-tightwith an invariant mass consistent
with the Z mass peak. By almost-tight we mean that we appligieastandard ID cuts except
isolation. For the tracks of each of the leptons, we caledldhe isolation related variables we
use forrs. We applied the same isolation cuts we apply-scand then check whether these
tracks would have passed the requirements in the “leptatphick” paths.

5.1.3 Level 2 Trigger Efficiency

As previously stated, there are three kinds of requiremantsvel 2 that could potentially be
applied in the different paths: XFT track matching, levell@ster matching and XFT SLAM
matching.

We found the main source of XFT track finding inefficiency walsted to the tracks cross-
ing the central plane of the COT at the radius where the an@idayers are located. After the
addition of SLAM confirmation there was an additional effatten tracks crossed the central
plane of the COT at the radius where the stereo superlayerbeated Therefore, when the
tracks cross the = 0 plane, we calculated and parametrized the efficiency indexfithe ra-
dius of crossing of the central plane of the C@&I70. When the tracks do not cross the central
plane, then we found that the efficiency increases with thegtleof the track inside the COT.



34

parameter old trigger | new trigger| SLAM
Eplateau 0.9548 0.9539| 0.9445
Ay 0.2646 0.2563| 0.086
Ch 58.92 58.91| 58.38
S1 2.3810 2.3504 | 2.5063
As 0.3468 0.3320| 0.1643
Cs 82.17 82.23| 82.08
So 2.6352 2.624| 2.413
As 0.4823 0.4604 | 0.4060
Cs 105.8 105.8| 105.5
Ss 2.796 2.812| 2.527
Ay 0.4457 0.3854| 0.3483
Cy 131.0 130.8| 129.4
Sy 3.489 3.695| 2.464
As - -| 7011
Cs - -| 2579
Ss - -1 0.1882
Ag - -| 93.64
Cs - - | 2771
Se - -1 0.2933
Az - - 117.3
Cr - - | 2.980
St - -1 0.4348

Table 5.5: Fitted parameters for the L2 trigger efficiency as a functb® Z0.

The RZ0 efficiency, figureb.1, shows a very well defined behavior: a plateau of very high
efficiency with four dips. We fitted the distribution to a fldafeau and 4 Gaussians:

z—C; 2
Si

4
E(x) = €plateau — Z Aje” 2
i=1

After the shutdown in August 2006, 3-layer XFT tracks wemmoged. This resulted in
the dip corresponding to the 4th axial layer becoming mooagunced. Subsequently, SLAM
confirmation was added, it also shows a well defined behasipfateau of high efficiency with
seven dips. We fitted the distribution to a flat plateau and &sSians:

(%)’

7

7
6(-%') = €plateau — Z Aiei 2 .
=1

The fit shows the dips are precisely located at the radiusentier axial and stereo super-
layers of the COT are placed, talée.

For the tracks that don't cross ttie = 0 plane, we used the path length of the track in the
r — z plane inside the COTLrz. The longer this path is, the higher the efficiency, figbir@
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Figure 5.1: XFT track finding efficiency for tracks that cross tile= 0 plane. We parameterized
this efficiency as a function of the radius at which the traokss that plane? Z0.

parameter| old trigger | new trigger
0.9750 0.9665

Eplateau
C 1.958 24.63
S 30.32 22.09

Table 5.6: Fitted parameters for the L2 trigger efficiency as a functibirz.
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Figure 5.2: XFT track finding efficiency for tracks that cross the= 0 plane. We parameterized
this efficiency as a function of the radius at which the trazkss that planekZ0. Shown are the
post-shutdown efficiency and the XFT4+SLAM efficiency.
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Table5.6 shows the result of the fit to a turn-on curve:
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Figure 5.3: XFT track finding efficiency for tracks that do not cross tte= 0 plane. We parame-
terized this efficiency as a function of the length of thekrpath in ther — z plane.

After the removal of the XFT3 tracks we find that the path langirn-on is removed for
tracks that don't cross the = 0 plane. We thus model the efficiency as a flat-plateau minus a

gaussian. Tablb.7 shows the result of the fit

E(LL') = €plateau — Ae” 2

Regarding the cluster requirement, there is no datasewihat allow an independent mea-
surement of the efficiency of a reconstructei match a level 2 cluster with sufficient statistics.
After several studies, we concluded that the only feasilalg tw approach this was relaying on
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parameter] SLAM
Eplateau 0.9448

A 0.07155
C 173.8
S 13.59

Table 5.7: Fitted parameters for the L2 trigger efficiency as a functibirz.
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Figure 5.4: XFT track finding efficiency for tracks that don'’t cross the= 0 plane. We parame-
terized this efficiency as a function of the length of thekrpath in ther — z plane.

Monte Carlo samples, lik& — 77. Given that the simulation of the trigger, trigSim, is ndtyu
consistent with data, we would have to scale our measureaighe trigger efficiency with a
set of factors that can be obtained from QCD Monte Carlo sasnghd the Jet samples, figure
55

The altered clustering algorithm resulted in a substaitigrovement in the performance,

as can be seen in figube6

5.1.4 Level 3 Trigger Efficiency

The level 3 trigger requires a COT isolated track. As presfipstated, there are two different
implementations of isolation in our current datasets, esponding to different time periods.
We refer to them as “old trigger” and “new trigger”. The cufgpked for these two definitions

of isolation are summarized in talBed. Some of the- ID cuts we apply offline are tighter than
the ones applied at L3, like; or . In our range of acceptance, the trigger efficiency doesn't
show a significant dependence on these variables.

However, L3 isolation is closely related to the goodnesshefdetermination of the track
parameters at trigger level. In the case when there are ®atiks in the signal cone, the vari-
ation of the parameters of these extra tracks could make thgrate from the signal cone
at offline production level to the isolation cone at triggevdl, leading to trigger inefficiency.
Some parameters of the track likeor the curvature, i.epy, are determined much more pre-
cisely at trigger level than others, liketd. As it is shown in Figuré.9for instance, the trigger
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Figure 5.5: We compared the efficiency in Jet20 data and QCD 18 MC sinauldtipper left). This
was used to derive a scale factor as a function of the numbieners (upper right) in the cluster
resulting in the corrected level 2 cluster trigger efficig(iower).
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Figure 5.6: We compared the efficiency in Jet20 data and QCD 18 MC sinauldtipper left) after
the implementation of the pass 13 clustering algorithm.sMrs used to derive a scale factor as
a function of the number of towers (upper right) in theluster resulting in the corrected level 2
cluster trigger efficiency (lower).

efficiency is related to the closeness of the extra trackisarsignal cone to the boundary of the

cone. Moreover, the presence of tracks due to multipleastams also has a dramatic impact

on the efficiency of this trigger.
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Figure 5.7: L3 efficiency parameterized in terms of the number of primaesteces for the old

trigger.

We selected events with 2 almost-tight electrons or two atright s in the high-Pt sam-

ples. By almost-tight we mean we applied all standard cxtsep isolation. Then for each of

the leptons in the event, we defined & tOne, and createdHike signal and isolation variables:

number of tracks in the signal cone, number of tracks in tbii®n cone, sum of the, of

the tracks in the isolation cone and sum of fiig of ¥ in the isolation cone. We measured the
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Figure 5.8: L3 efficiency parameterized in terms of the number of primagsteces for the new
trigger.

trigger efficiency for the tracks of those leptons after goyg 7-like isolation cuts as a funtion
of the number of primary verteces. This environment is ¢léseur signal, but it only compares
to the jets samples in the 1-prong high-region. This measurement of the efficiency takes into
account tracks that could lay in the isolation annulus, hbi@bks from other interaction, from
the underlaying event or fake tracks.

We account for track migration as a source of inefficiencydmking at the closeness of the
extra tracks in the signal cone to the boundary. For the “old trigger”, we cadted theAd of
each extra track to the L3 signal cone boundary. We parainetethe efficiency as a function
of smallestA# among those trackg\d,,,;,. For the new trigger, the cone is defineduingle,
instead ofA R. The natural variable to parameterize the efficiency indh&e is, then, the angle
to the cone cone boundary of the closest track to the bounidahe cone Aa,,,;,,. For these
measurements we ran over the events of the jet samples. ldgwealculating the efficiency in
the jet samples could introduce a bias in our measuremeaubef the differences in track
multiplicity between jets ands. Most of thers we reconstruct are fakes, which are more likely
to fail trigger requirements because of the presence ofdgviracks in the trigger isolation
cone. In order to avoid this bias, and to make this “track atign” efficiency multiplicative
with the overall efficiency we obtained from the jet samples, only usedr candidates that
were surrounded by a very clean environment. This conditias achieved by requiring no
extra tracks in a cone &R = 0.7

Both the overall efficiency and the track migartion need ta@hleulated for each different
set of L2 and L3 requirements. Figube7 shows the L3 efficiency for the “old trigger” and
Figure5.8for the “new trigger”, considering the different L2 requirents in each trigger path.

Figure 5.9 and Figure5.10 show the “L3 migration” efficiency in terms ofd,,;, and
Aaunin, fitted to a turn-on function:

_ Eplateau + €slope X T
6(1’ - C—zx
14+e s
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Figure 5.9: L3 “migration” efficiency for the “old trigger”, parameteed in terms oAb, ., .

“old trigger” “new trigger”
parameter
no L2 XFT XFT XFT+L2Cluster
Eplateau 0.9848 0.9896 0.9955 0.9958
Eslope —2.011 x 1072 —2.312x 1072 | —2.991 x 107%  3.9491 x 10~°
C 1.517 x 102 1.678 x 1072 2.985 x 1073 2.7921 x 1073
S 5.272 x 1072 2.543 x 1072 1.598 x 1072 1.5801 x 102

Table 5.8: Results of the fits ta\0d,,,;,, and Ao, -
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The results of the fits are shown in taBls.

5.1.5 Electron Trigger Issue

A small portion of the electron + track trigger encounteresbtiware problem for a short data
period. Because of this, events with(¢rack) — n(e)| ~ O were rejected. The problem was
found and fixed fairly quickly. To avoid this effect we makewt p)(track) — n(e)| < 0.3 to
cover this region in data from the affected period. The saméscapplied to MC, weighted to
the appropriate amount of luminosity. We confirmed thisésisumodeled in various kinematic
distributions.
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Chapter 6

Particle Identification

6.1 Introduction

In contrast to other leptons, taus have a rich decay spectrlinere are two groups of de-
cays: leptonict — vy (y), | = e, ) and hadronic{ — X,v,, X; =system of hadrons).
Throughout this note we use, 7,, and;,q as shorthand notations for taus detected in a partic-
ular decay channel.

The combinations of tau decay modes determine the detectiannels for) — 77 - Ta-
ble6.1.

Mode  Fraction (%) Comment
TeTe 3 high DY— ee bg
TuTu 3 high DY— uu bg
TeTy 6 low QCD bg
TeThad 23 golden
Ty Thad 23 golden
ThadThad 41 large multi-jet bg’s

Table 6.1: Tau decay mode combinatorics and their importancefes v searches.

The largest contribution comes from, 7144, however, detection in this mode is difficult
due to large QCD backgrounds. The modgs,.q and7,7,.q are the golden ones - they have
significant contribution and contain an electron/muon tieps suppress multi-jet events. De-
spite its relatively small contributiorr,. 7, is very interesting because it provides very efficient
QCD suppression.

The modesr.7. andr,7, are not very useful at CDF due to their small contributiond an
high ee and:;. DY backgrounds (in addition tor DY).

The particles of interest in this analysis are electronsngfr.), muons (fromr,), and the
products of hadronically decaying taus. The selectioriatfor electrons and muons closely
follows the JP recommendations. Our minimpim(E7) requirements for muons and electrons
are set to 6 GeV for the.7, channel, and to 10 GeV for thg,47./, channels.

We apply the standard cuts for tight medium- and highleptons (excluding isolation), and
use the common CDF reconstruction and identification dafaf#idale factors. The results for
electrons and muons can be found in Réf)) (and Ref. {1). Muon reconstruction efficiencies
are consistent in the high- and medigym-samples, and we use the data/MC scale factors as
quoted in Ref.42)
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For the electron and muon selection in the, channel we do not apply calorimeter isolation
and use fixed track isolation cuts instedd;; = > pi° < 2 GeV, where the sum is over all
tracks withinAR < 0.4 andAzy < 5 cm of the muon or electron track. For they,,; channels,
we additionally apply the calorimeter isolation as defin@ddw/mediump leptons 40, 41).

6.1.1 Electrons

The following is a list of the electron ID cuts used in the gaa.

Electron cuts

e Er > 10.0 GeV for 744, Er > 6.0 GeV for .7,
e pr > 8.0 GeV for 7744, pr > 5.0 GeV for 7.7,

e Fhnaa/Ern < 0.055 4+ 0.00045 « E

o Ly, <0.2

e £/P <20 (nocutif Ex > 50 GeV)

e 3 <gAX <15cm

e [AZ| <3cm

 X&psstrip < 10

e |zp| < 60cm

e [d5"| < 0.2cm

e |zcor| < 140.0 cm

e > 3 stereo, 2 axial layers ¢ 5 hits)

e £ < (.1 0r Ef° < 2.0 GeV, not applied for.7,
e > pi° < 2GeV (cone 0.4)

e satisfy fiduciality requirements

e not from conversion

Conversion removal is applied to electron candidates bmifog all possible oppositely
charged track pairs and rejecting the candidate if at lesssatisfiesSxy | < 0.2 em, |AN <
0.04.

The data/MC scale factor of the fixed track isolation cut iledained fromee in the Z
mass peak. We use data from the SUSY dileptosample and the EW grouff/y — ee MC
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Cut Efficiency
Conversion|| 0.971+0.001
Fiducial 0.987:0.001
TrkAxSeg || 0.9989:0.0004
TrkStSeg 1+0
Enei/Eem 0.993+0.001
Isolation 0.973+0.002

L 0.991:-0.001
E/P 0.934+0.003
AZ 0.9979+0.0005

qAX 0.9986+0.0004
X2 psswi, || 0-967:0.002
Total 0.799:0.002

Table 6.2: Measured ID and isolation efficiencies for electrons

samples. The electrons are required to pass the full etetfraexcept for isolation. We find
that the MC describes the data quite well and obtain a dataéé(® factor 00.997 4+ 0.001 for
the track isolation cut.

For this type of isolation there should be no dependence extreh Ep as illustrated in
Figure6.2 (shown later in the text), where we plot the scale factor amatfon of electronf.

To reduce backgrounds in the low- and intermedi@ie+egion, we select only back-to-back
electron pairs £¢ > 3.0). We would like to note that this distribution is for demaasion
purposes to show that there is no genéfaltrend. TheE, < 15 GeV region is probably more
sensitive to the background subtraction rather than theieffiy ratio itself. The other issue
regarding electrons is the data/MC energy scale. The plotSigure6.1 show the invariant
mass of lepton pairs and the data/MC agreement in the posifithe Z-peak (after applying
the corrections recommended on the JP page).

For the combined ID and isolation cuts we obtain an overdth @dficiency of0.799 +
0.002 a MC efficiency 0f0.814 £ 0.001 and an overall scale factor 6f981 + 0.003(stat.) +
0.004(syst.), further details are in tablé.2 (43). In actual implementation we apply the stan-
dard Joint Physics scale factor implementation to applyrariosity weighted average based on
luminosity profiles as appropriate for some of our MC, pespécific scale factors range from
0.96 to 1.011.
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Figure 6.1: Invariant mass of the selected electron pairs (& fflsample).
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6.1.2 Muons

The analysis uses central muons reconstructed in the CMUR-@hi CMX detectors.

Muon cuts

pr > 10.0 GeV for 7,44, pr > 6.0 GeV for .7,

|z0| < 60 cm

|6 < 0.2 cm

S pise < 2 GeV (cone 0.4)

E'9 < 0.1 or Eif° < 2.0 GeV, not applied for, 7,

rel
e > 3 stereo, 2 axial layers ¢ 5 hits)
e pcor > 140 cm

pr > 20 GeV

e Fry <2+ max(0,0.0115 % (p — 100)) GeV

Epaq < 6+ max(0,0.028 % (p — 100)) GeV

’AXCMU‘ < 3 cm and ‘AXCM]D’ <7cm (CMUP)

’AXCM)(’ <6cm (CMX)

pr < 20 GeV

Erpy < 2GeV

Epea < 3.5+ (pr/8.0) GeV

IAXcnu| < 3emor xZ 0, < 9.0

|IAXcap| < 7emor xZ,,p < 9.0

IAXcnmx| < 6emor x2,,x < 9.0

Just as in the electron case we measure the additional datadidle factor for the track
isolation requirement from events in tilepeak and get a data/MC scale facton @f0 + 0.001.

As expected the scale factor has mp dependence. The distribution, together with the
results for electrons is shown in Figude2 The di-muon mass distributions in the data and MC
are in good agreement - FiguBes.

The ID and isolation efficiencies are obtained in two regjdims hight pt region correspond-
ing topr > 20 and the intermediate regiopy <= 20 and are summarized in tal®e3 (41, 42).
From these we obtain an average scale factor of Gt8381 for high pt muons and 0.940.034
for low pt muons, though again as with the electrons we applyninosity weighted scale factor
for some period specific MC.
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pr <= 20 pr > 20

CMUP CMX CMUP CMX
EM energy | 0.9923:0.0021 0.99620.0027 | 0.9749:0.0018 0.96820.0026
Had energy | 0.9930:0.0021 0.98590.0035| 0.9834-0.0015 0.982%0.0019
COT hits 0.99506:0.0019 0.98220.0035| 0.9959+0.0008 0.99980.0002
do 0.9897:-0.0041 0.9856:0.0070| 0.9971H-0.0006 0.9962- 0.0011
Stub matching| 0.9805:0.0032 0.9986:0.0045| 0.9758:0.0023 0.99470.0011
Isolation 0.8672:0.0080 0.89990.0134 | 0.9739:0.0018 0.97140.0024
Reconstruction 0.91010.0075 0.96910.0064| 0.9336:0.0029 0.9444:0.0033
Total ID 0.82906t0.0095 0.81740.0137| 0.90974-0.0033 0.918&0.0040

Table 6.3: Measured ID and isolation efficiencies for medium and highmuons
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Figure 6.2: Data/MC scale factor for track isolation of electrons {lefind muons (right). The
scales are plotted as a function mygn(electronEr).
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Figure 6.3: Invariant mass of selected muon pairs (-fbsample).
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6.1.3 Taus

Here and below “tau reconstruction” refers to the recowrsitva of the visible decay products
X, of taus experiencing semi-hadronic decays— X,v,. Xj can be ar*/K*, or some
short-lived intermediate resonance that decays direatlyhfough some intermediate states) to
final states containing®°, K+°.

Details on the tau reconstruction procedure can be foungdnand the references therein.
The selection criteria used in this analysis are similathwhe exception of the mass cut in the
3-prong taus,and the track isolation requirement. Herenigelst the selection cuts as used in
this analysis and the derived data/MC scale factors.

Tracks andr”’s in the signal cone are used to construct the four-momeutiuime hadronic
system. The four-momentum is used in subsequent event mdtbathe determination of the
mass of the system/ (trks + 7°s). In some cases there is a non-negligible energy loss due
to 70 reconstruction inefficiency (mostly when they hit near thiges of the CES detectors).
Therefore, in some cases one has to apply corrections to ¢asured tau energy from tracks
andr®’s, as discussed imp). Here we apply similar (but simplified) corrections.

Corrections are mostly needed for the 1-prong tau decagsyarcorrect the energies only
in this case using information on the energy deposited itcthealorimeter cluster. We use two
corrections that are applied only in cases when the enetifpeicalorimeter cluster is larger than
the estimate from tracks#’s. First, we want to account for the case with possidldosses.
This correction is applied when we have substantial EM gnerghe cluster £/ Eror >
0.2). In this case the we assign as fguthe sum of the energy of the charged track and the EM
energy contained in the cluster (minus MIP energy). To aeeigrestimation due to large EM
energy deposition from the track, we require that,; > 0.3p'"*. In cases where the conditions
for this correction are not met we look for cases of potelytiakge hadronic energy contribution
(possibly due tak): p'"™* < Enedg — 0had, Whereoyqg = 0.5v/Epqq. In this case we assign
E7 as taupy instead ofpr (trks + 7¥s).

We define the variabl¢’ to suppress electrons and muons depositing large amouritlof E
energy.

Eiot ( EEM>
= 0.95 — , 6.1
ST Erol ©1)

whereE,.;, Exu, Enqq are the total, electromagnetic and hadronic tau clustegase andp’
are the momenta of charged tracks associated with the tau.

To suppress electrons accompanied by bremsstrahlung,jeet teprong tau candidates if
an’ candidate withAzcps| < 2.0 cm of the projection of the tracknd in ¢ lies between
the CES intersect of the track helix and its tangential. Taant for CES position, and track
extrapolation resolution, the veto region is extended By ®ad beyond the points of the tan-
gential intersect track hit in CES. This procedure is simitathe one used in4g) (p.14). The
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track in one-prong taus in the 7,4 channels are restricted to the fiducial part of the CES de-
tector |xcps| < 21| cm. This restriction is imposed to avoid the effect of deficies in the
simulation of detector response to electrons neaptbeacks.

The following is a summary of the tau reconstruction and IBcu

Tau cuts

o Esredtur > 6.0 GeV
o EShIT > 1.0GeV

° Ntwr § 6

5.0 rad/GeV

o 04y = min(0.17, o d

yrad !

e 0,5, = 0.52rad

o picedirhk > 6.0 GeV 2

o P F > 1.0 GeV

o E7>9.0GeV

e pr > 15.0 GeV for 1-prongspr > 20 GeV for 3-prongs
o Azhtk <50 cm

e 9.0 < [22Lk| < 230.0 cm

e traverse all 4 axial SL's in COT

o > P9, < 2GeV, no tracks withpr > 1.5 GeV
o Y EP, <1GeV

o Nitk—13

o« [XQ =1

o M(trks + 7¥s) < 1.8 GeV

e ¢ >0.1

To prevent the signal cone from becoming too small and seasi track# direction resolution we set limits

0.05 < 054 rad for tracks, an@.1 < 6,4 rad forz”’s
2Seed track quality> 3 stereo,> 2 axial layers with at least 5 hits
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Tau detection efficiency is affected by the requirementsosegd on tracks and”’s in the
isolation annulus. Possible difference between data anaddCappear due to deficiency in the
simulation of the underlying event and multiple interacio To compare data and MC we select
muons and electrons frod — pp andZ — ee events and compare the tau-style isolation
efficiencies. In this case the isolation annulus is fixed tdé&sveen10° — 30° degrees with
respect to the selected lepton. In principle this compartsmn be done by randomly selecting
regions of the detector, but the use of Z events ensuresoamvént that is similar to our event
selection.

The electrons (or muons) are required to have opposite ehpess the standard tight 1D
cuts for highpr leptons (up to isolation), and have an invariant ntass: M;; < 116 GeV.

For the selected leptons we replicate the L3 isolation @ff{jost like for tau selection) and
determine the data/MC scale factors and uncertaintiesiéoisblation requirements; p%;,;. <
2 GeV, ZEiTﬁj’TO < 1 GeV. The isolation efficiencies obtained from electrons ammns as a
function of number of primary vertices are shown in Figré and 6.5. One can clearly see
the deterioration with increased number of interactionthéevent. For practical purposes we
derive one single scale factor and uncertainty by integgativer all vertex multiplicities. The
average scale factor from electrons and muor§is /e, = 0.989 + 0.001 (runs< 209769),
ande’ss /eto, = 0.984 + 0.001 for (runs> 209769).

The same procedure is used to determine the scale factdndmffiine replication of the
L3 isolation requirements, given that the tau isolationureaments are satisfied. These give
results ofe’3, 50 /ef3 450 = 0.997 + 0.001 for the period of the “old trigger” (runs 209769),
andek3 iso /b3 150 = 0.999 + 0.001 (runs> 209769).

Tracks withp; > 1.0 GeV from the underlying event and multiple interactions can-
tribute to track “multiplicity migration” if they are contaed in the signal cone. The number
of additional tracks in d0° cone is compared with respect to the muon direction and an av-
erage 0f0.025 + 0.013 additional tracks are found in the data, @nél27 + 0.003 in the MC.
This corresponds to an uncertainty in tau selection effigietue to “multiplicity migration” of
0.3%.

Hadronic scale uncertainty in the MC affects tau acceptdhiagh the requirement on
minimum tau cluster energy, tau seed tovigr threshold, and th¢’ cut. In the previous itera-
tion we found an uncertainty of 2%, consistent with the resbtained in {8).

The effect of the cut on the mass of the hadronic tau decayupteeh(trks + 7°’s) on
data and MC is examined using a sample of taus from W decaysdata is selected with the
“tau+MET" trigger. For this test the Oh+0i samples are us&du ID is the same as for the
Higgs search, except for a higher threshold on the seed: tggck- 10 GeV due to the trigger
requirements. To suppress multi-jet backgrounds we impighe event cuts:fir > 30 GeV,
no extra jets withE; > 5 GeV in the detector. The latter requirement introduces gelar
dependence on the modeling of jet multiplicities (inclglivery soft jets), that complicates
the exact determination of tau yields in data and MC. Sinceasgenot attempting to measure
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Figure 6.4: Comparison of the efficiency of the 3%, < 2 GeV, Y Ei2%, < 1 GeV cuts in data
and MC usingZ — ee, up events (1.8 fo! sample).
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Figure 6.5: Comparison of the efficiency of the 3%, < 2 GeV, Y Ei2%, < 1 GeV cuts in data
and MC usingZ — ee, up events (1.8 fo! sample).


6_ParticleID/figures/IsolationEff_Eles_NPrimVtx_NewTrigger.eps
6_ParticleID/figures/IsolationEff_Muons_NPrimVtx_NewTrigger.eps

56

the W — 7 production, we only need to determine the relative contidims from the major
processes that contribute to the selected events. Thizestantributions of the MC events from
EW processes are fixed to the ratios of their cross sectiohe.nlimber of residualet — 7
fakes is obtained by performing a fraction fit of the track tplicity distribution with templates
from MC and a JET20 sample. The fitted distribution is showRigure6.6.
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Figure 6.6: Track multiplicity andm (trks + 7°’s) for tau candidates. Contributions froii — 7v
and various backgrounds are included as shown in the Legend.

Figure6.6shows the tau mass distributions for 1- and 3-prong tausmwaitmalization. The
mass cutifr < 1.8 GeV) efficiency for 1-prongs i9.952 + 0.003 for data and).969 + 0.003
in the MC. From here we determing c* /e’ &4 = 0.982 + 0.05. To account for deficiencies
in the reconstructed mass in the data we decided to relax #%s in the 3-prong samples to
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2.2 GeV, and find efficiency df.944 + 0.004 for data and).978 + 0.003 in the MC, resulting

in a data/MC scale factor ef] &' /el £ = 0.965 & 0.005. Due to the discrepancy in the mass
distributions in the high-mass region for 3-prongs we iaseethe uncertainty on the mass cut
efficiency to 2%.

Based on the data/MC comparisons we assign a 3% systemagdainty on the selection
of hadronically decaying taus. When applicable, the MC &vane scaled using the derived
scale factors.

The determination of the tau energy scale is not straightfcst. The presence of neutri-
nos in tau decays prevent us from making reconstructingpwaresonances like it is done for
electrons and muons. Here we use a comparison of the data @ng-Mistributions of recon-
structed taus i — 7v decays and look for indication of relative data/MC energ§tshin
previous work 27) corrections of the order of 1% were derived to be appliechéodata. The
same procedure is used and confirms, that these correctiostilavalid for the new sample as
shown in Figures.7.

Tau transverse momentum

0)700- K test of shape (1 and 3-prong combined)
E E —*-Data
600 Ow - w 207
w E COw - ev 2 E
S00E- EW - S osf
E Ez-u B F l
400F @qcp 5 0.5F *
F o F
300: § 0.4E \
E 203F
200F = I l
F © 0.2F
o Q E
100f g of |
i ] I\
0 10 20 30 40 50 60 70 80 90 100 -0.04 -0.02 [9) 0.02 0.04
P, (GeV) Relative energy shift

(@) pr spectrum of the decay products in hadronidb) pr spectrum of the decay products in hadronic
tau decays. tau decays.

Figure 6.7: Distributions of taupy in data and MC after correcting data for the observed shifts
(left), and the resulting KS test (right).

The pr distributions and the corresponding KS test results afpglyeng the previously
derived corrections are showny.

6.1.4 Missing Transverse Energy Fr)

The presence ofr in an event (apart from the instrumental part) is an indicatf the pres-
ence of “invisible” particle(s). In the studies topolodistates we have three or four neutrinos.
Therefore,Fir represents the transverse component of the sum of the mesitmomenta (and
it is more appropriate to call it missing transverse mometuMost of the events have taus
that are almost back-to-back in the transverse plane antktiteino momenta are balanced to a
large degree. As a result the signal signature is not alwagsacterized by a larglr.
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In order to improve efficiency and purit§r is used both in the event selection cuts and
signal extraction. The “raw’;r in the event is calculated for theposition of the primary
vertex (if no vertex is present, theposition of the leptons is used). We apply three different
corrections to the “raw’ir, the standard joint physics recommended corrections fansand
jets and an additional correction based off taus. We applymzorrections when a track passes
the muon ID requirements, by replacing the transverse grieftpe hit tower(s) by the tracky,
for purposes off;r calculation. Calorimeter response to jets is taken int@actby applying
the jet energy corrections up to (and including) Level 5 tged$ with £7%* > 10 GeV in the
region|n| < 2.4 (if they are not identified as, 1, or 7).

For theur channel we apply an additional correction/tp, the tau calorimeter clustéi
is replaced by the calculated taw. Studies have shown this improves the agreement obtained
as indicated by figures.8.
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Figure 6.8: Distributions of /- in ur channel with tau correction (left) and without tau correnti

(right)
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Chapter 7

Event Selection and Background Estimates

7.1 Event Cuts

Apart from the irreducible background froffy/y* — 77 the major other backgrounds in this
analysis ar&Z/~v* — I, W — lv + jet(s) (I = e, u), and “QCD” (pp — jets). The event cuts
are designed as a compromise between effective suppregsimmajor reducible backgrounds
and maintaining sufficient signal efficiency. Other backms, such a&g and di-boson events
are taken into account in the analysis (and are also sugsréyssome of the cuts), but due to
their small contribution played limited role in designirdwetcuts.

7.1.1 General Requirements

The two leptons must come from the same interactimép - z(()Q)\ < 5 cm. To increase
signal detection efficiency we do not require a reconstdupténary vertex in the event. The
interaction poin{z{"| is taken as the averagg's of the two leptonsz{™ = 0.5 x (z((]l) + z((]Q)),
and must be in the luminous regiofxy™| < 60 cm. The electron and muon are required to

have opposite charg&VQ® = —1.

7.1.2 Ccut

The “¢ cut” in an attempt to discriminate events wilf that are not consistent with a particle
decaying to two taus. It is targeted at di-bos®ii, — [v + jet(s), but also helps to suppress
QCD, andtt events.

We define a bisection axfsin the transverse plane for the directions of the visibledacay
products (in this case the electron and muon) -see FigureThe transverse momentum of
(or any other particle decaying to two taus) is

B = Py () + Py () + Fr,

where we assume thﬁfp is the sum of the transverse momenta of the neutrinos fromdeays.
The transverse momentum of the tau visible products is

_‘%is T _ p‘jgis(Tl) _’_p’jqis(TQ).
The projections o, and P’ ™ onto the defined axis are
¢ _ po 7
PP =PC

and
Pé)is T _ ﬁjgis 7‘5’



61

Transverse
Plane

Figure 7.1: lllustration of the definition of parameters used in theut.

respectively.

Figure 7.2 shows theF; vs Pg”'s ™ distribution for¢ — 77, andW — v + jet(s) MC
events. The distributions are plotted after applying tHeeotvent cuts. The graphical cut
shown on these plots results in small efficiency loss andtantial background suppression.

The rational behind this cut is simple: both the neutrinastae visible decay products from
tau decays go at small angles from the initial tau directidmerefore, the sum of the neutrino’s
momenta should not go opposite to the direction of the sunisdfle products. The defined ac-
ceptance region implicitly takes into account MET resalutiThe cut placement is determined
by inspecting the predicted distributions and minimizihg signal losses. Figuig2shows the
effect of the cut on signal (Higgs) and several of the baakgds.
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Figure 7.2: Effect of the( cut.
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7.1.3 Suppression of QCD backgrounds.

Jets are suppressed to a significant degree by the leptont$laied the isolation requirements.
However, at lowE their number is so large that event cuts are needed to cletirelgample.

For ther; 7,4 We defineHr = |p}| + |pZ.| + Fr. Previously we placed a uniform cut of
Hp > 50 GeV. In this analysis we apply different cuts, based on tracitiplicity of the tau
candidates. 3-prong tau decays have larger contaminatiom rhisidentified jets and we raise
the threshold td{ > 55 GeV. For 1-prong tau decays in thgr,,q channel we keep the cut at
50 GeV. The jet contamination in 1-prong decays inthe,.q is the smallest, and we use a cut
of Hy > 45 GeV to recover some efficiency in the low-mass Higgs regidre duts are placed
based on the inspection of the distributions of same-signtsvin the data.

For ther.7, the jet backgrounds can be reduced significantly with sefiiity high lepton
pr. However, this leads to a loss in signal efficiency. As compse requirelES.| + |pf.| >
30 GeV, that allows us to keep the jet backgrounds under contrajurgi7.3 shows the dis-
tributions for like-sign events in the data, and the lowmsiss Higgs bosom{, = 90 GeV)
considered in this search, and Higgs with mass = 200 GeV. In addition for approximating
the shape, like-sign events also give usapproximate estimate of the number of background
events that will enter the sample. The cut value is choseunttowt the bulk of the exponentially
increasing background events.

2000 F

1800 f— —I_ SS data events
1600 - m, =90 GeV

g m, =200 GeV
1400 |~ accept

1200 - >
1000 f—
800 -
600 -
a0

ZOOEJ:(J:
E. h P P e EP PR B

0 h
0 20 40 60 80 100 120 140

[ +1p (GeV)

Figure 7.3: Effect of the |ES| + [pf| cut on like-sign data events and Higgs signal =
90, 200 GeV).The normalization of the Higgs signal is arbitrary.

7.1.4 7 — Il Removal

In the 7,744 andT.7,,4 Channel we apply a cut to reduce the background ffor I events.
We veto events with 1-prong tau decays if the invariant més$iseotau track and the lepton is
within 10 GeV ofm .
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7.2 Backgrounds and estimation methods

721 Z =l

This group includesZ — 77 decays to the same final states as the signal. Apart fronudi-ta
mass (and related parameters) these events are practiwdifyinguishable from the signal.
This is the largest expected background for this analysis.d@/not make any attempt to sup-
press theZ background. Any differences in di-tau mass related pararsetre used at the time
of signal extraction/limit setting procedure. — ee andZ — puu also contribute some back-
ground events due to particle misidentification. These dpazknds are also estimated using
MC samples from the Electroweak group. For the— ee and untagged — 77 samples we
merge run dependent MC corresponding to P0-13 with run iexléent MC, with each sample
weighted according to the fraction of total luminosity regented by the appropriate run period.
The Z — ee samples used are the zewk*d, zewkee, zewkeh, zewkej ancezdadasets. The

7 — 71 samples used are the zewk*t datasets and’fes 1 we use the zewkdm dataset. The
samples are normalized to the CDF measurement aftheoduction cross section ii — ee
(lepton universality is assumed). The— 77 decays in the tagged channel are handled sepa-
rately as discussed later.

7.2.2 Di-boson\W + ~, and tt

These are small backgrounds (due to small production cext®oas). The final states contains
the particles expected in our signal final state (inftHiet v case there must be an unremoved
photon conversion). These backgrounds are substantigigressed by the(“cut”. All these
backgrounds are estimated using MC samples.

7.2.3 Backgrounds with Misidentified or Non-isolateck or ;. in the 7.7, Detection
Mode

The leptons in this group come either from a misidentifiediglarin a jet, or a real lepton
contained in a jet. We do not separate these two sources @&nd peocedure based on the
selecting events with non-isolated leptons to estimatednéamination in our final sample and
predict the shapes in the distributions of interest.

We use the same; thresholds and isolation requirements for electrons aadrthons that
allows us to treat them in a symmetric way. For each lepton efé a sideband regions in
terms of track isolation that is separated from the signgibre(I/"* < 2 GeV): 4 < 1'% <
10 GeV. The other lepton is required to be isolated. The aread sideband is larger than
the size of the signal region to increase the statistics @fsélected events. The sum of the
events in the two lepton sidebands are used to approximatbatkground shapes for events
that are contained in the signal region. The sample is naxathto account for the different

area in the sidebands. The distribution of track isolat®nat guaranteed to be flat in signal
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and sideband regions. This effect is handled using infaomdtom the like-sign events: we
estimate the expected number of like-sign events usingittebands and compare with the
observed number of isolated like-sigp pairs (after subtracting contributions from the other
background sources). The ratio is used as an additiona &aetior f;, for the background in
the opposite-sign sample. The distributions in the sidébar like-sign electrons and muons is
shown in Figurer.4. From these distributions we obtafig, = 1.15 + 0.20.
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Figure 7.4: Track isolation for electrons and muons in same-sign evgasing all other selection
criteria.

This procedure fully accounts for multi-jet backgroundstHis case both leptons originate
from jets. Another source we have to consideilistjets, where only one of the leptons is
misidentified, and the other one is froli — [v. For this case the above procedure will
account only for half of the events from this source (eachlshd should contain the respective
events with one misidentified lepton, however when takiregatherage of the two we allow half
of theseW + jets events). W+jets events are effectively suppressed by ¢haut and their
contribution to the final sample is negligible. To confirmsthiypothesis we use inclusiié
MC samples. We do not expect the MC to reliably predict thekits number of background
events and instead of scaling the MC samples to the data dsitynwe normalize to the excess
of events in the data in a control region.

7.2.4 Backgrounds from Misidentifiedjet — 73,,4 In the 77,4 Detection Modes

There are three quite different processes that contriloutieig group:
e W — v+ jet(s): one of the jets fakes a hadronic tau

e ~ + jet: the photon undergoes conversion with onesoft/umtiedeleg, resulting in recon-
struction of an isolated electron; the jet fakes a hadramic t

e pp — njets: one jet fakes a tau, another one fakes/an
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In this analysis we use an updated data based fake rate methpd — 7,,4 Misidentifi-
cation. 64)

The fake rate method assumes that the jets from the aboveesoiave similar properties
and that differences are covered by assigning systematiriainties ¢ 15%). The challenge
of applying this method to events selected with the “lepteenck” triggers is that the tau can-
didates are already quite isolated (in terms of tracks).s€quently, when applying fake rates
the substantial “contamination” with real taus has to beanted for which a method has been
developed. The following is an outline of the method.

Let us start with a simplified case, and consider an initial@a passing loose tau cuts, and
a final sample produced after applying the tight cuts. Thebwrrof real taus anget — 7 fakes
that survive this transition depend on the efficiency ane falte (calculated with respect to the
loose objects).

Let N be the number of tau candidates passing the loose tau catsiemote the number
of candidates passing the tight tau cuts/My There are three sources that contribute to the
observed events: real taus, leptohs-(e, 1), and “jets”. This is reflected in the following set of
equations

N = N7+ NI 4 N

N = N7+ N7 4 N!

Njet _ fNjet
where the last two expressions are the definitions of reatfficiency and fake rate.
Then it is easy to show that the jet background can be writen a

S

€ —

NIet = [eN—N]—Cl,

where( is a correction foe, i contributions (which is small for the considered processks
has the form

Cr= L (et -,

€
where the leptons passing as loose and tiéfht taus can beedtfaom MC simulation.

If we take into account that efficiency and fake rate are dlgtéimnctions of the parametriza-
tion variables (whatever they might be) and write the eguatifor infinitesimally small regions
in parameter space, we get the same expressions for theaiakkensity in terms of the event

densitiesh andn (instead of number of events)

W) = ) g D) (@] - a

where(2 denotes a point in the efficiency/fake rate parametrizadjperce. The densities((2)
andn(Q2) are given by
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N
n(Q) = 25(9 — ).

To obtain the number ofet — 7 fakes in the final sample we substitute the above densities
in the expression for/¢(2) and integrate over the parameter space. The QCD estimation
reduces to a sum over all loose taus which enter with weight

WID — S (Qi)e(k)
’ €(€2) — f(%)
if the candidate did not pass tight tau ID cuts, and
D — T8 (e() — 1)
’ () — f(%)
if it did. It is straight forward to apply the “lepton corréan”.

Using these weights we can obtain the distributions forowarievent variables.

We choose to parameterize the the fake rates and efficieindiesms of track multiplicity,
sum of the tau clustek’r and calorimeter isolatiofvy, andng.; of the tau candidate. The fake
rates are obtained from jet samples.

As can be seen, the agreement between the predicted andexbsan fakes is quite good.
One can argue that the observed fakes inIffigjets control region are closer to the upper
limit of our prediction. This is not surprising, since thekdarates reflect the quark/gluon jet
composition in multi-jet events. We can account for this bheviation by usingiV +jets MC
events, normalized to account for the observed differencihe control region. Using this
normalization we can obtain the contributions to the sigagion. This procedure allows us to
bring the tau fakes estimated to the level of the centralevafiihe expectation. These additional
contributions are included in the table with the summaryhefabserved backgrounds.

In order to further improve the background modeling by lingtstatistical affects we apply
a simple histogram smoothing algorithm to this background.

7.2.5 Methods for Modeling theZ — 77 Background in the b Tagged Channel

In order to avoid issues regarding inaccuracies of b tag fimgdim MC we employ a data-MC
hybrid method to estimat& — 77 backgrounds in the tagged channels

We aim to select data events similar to our targeted backgrdny selecting forZ — uu
events in data, we then proceed to replace the muons in tim wite 7's from Z — 77 MC
events with the aim of producing 4 — 77 event with the jets derived from data rather than
MC.

To do so we begin by locating — . candidates and then matching the candidate muons
againstr’'s from MC. To determine the candidate distance we use thewoig metric

metric = \/(AP,/5)? + (A$)2 + (An)2 + (AZ/40)2
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source untagged tagged
Z —TT MC data-MC hybrid
Z — ee€ MC MC
Z — up MC MC
tt MC MC

jet — 7 fakes| data (jet fakes)| data (jet fakes)
lepton fakes | data (sideband) data (sideband

WW — MC MC
WZ =1 MC MC
27 — 1l MC MC

Table 7.1: Summary of backgrounds and modeling methods

where all of the values are calculated between the gendestair~ and the detector infor-
mation from theu. We then select the “closest” match for each candidate aadhat to
replace the: from the data event, recalculating all the necessary evenitiies such afr, H;
etc..

We then scale the resultant background based on the assurtipi the pretag background
is accurately modeled by the MC. So we normalize the pretéarM& hybrid to the level of
the pretag MC.

Table7.1summarizes all of the backgrounds and how we model them.
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7.3 Signal Selection Efficiency

The Higgs signal selection efficiency for the defined cuthisas in Figure7.5 for the three
detection modes. The efficiency is defined with respect tgstig 7= production, where both

taus can decay in any mode.



A -1, Total acceptance |

—~
o

Acceptance (%

14

=
N

=

0.8

0.6

0.4

0.2

‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\

PRI ERTRRRTIN R

P SR RURTRRTIN BTENTHN AU BRI ST

80 100 120

140 160 180 200 220 240 260
m, (GeV)

(a) TeThad

A

~1,T,,4 TOtal acceptance |

—~
o

%

Acceptance (

14

12

0.8

0.6

0.4

0.2

‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\

PRI ERTRRRTIN R

P SR RURTRRTIN BRI AU BRI SN

80 100 120

140 160 180 200 220 240 260
m, (GeV)

(b) T;A Thad

A -1, Total acceptance |

—~
o

%

Acceptance (

0.7

o
o

o
3l

0.2

0.1

PRI AT RIRE

m‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\H\‘\\H

PRI SN NURTRRTIN BTRNHA I ARSI B

0 100 120

140 160 180 200 220 240 260
m, (GeV)

(€) TeTy

69

Figure 7.5: Signal selection efficiencies for the three detection mades function of Higgs mass

(ma).
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Chapter 8

Results

8.1 Observed Results

The number of observed events and the expected contrilsutiom the considered background
sources for the untagged channel are summarized in Bablend 8.2 Similarly, the tagged
channel is summarized in Tab&1and 8.3. The errors quoted in the tables above are statistical
only. The systematic errors are applied in the fits per soaf¢be uncertainty and takes into
account the correlation between the backgrounds.

source untagged events tagged events
Z — 1T 1746.96+ 16.9 21.26+4.1

Z — ee 3.28+ 1.2 0+0

7 — [ 927+ 2.7 1.86+ 1.1
W/Z~, di-bosons 24.20.21  0.236f 0.052

tt 12.14+0.3 11.74+0.18
fake/non-1SO 126.5- 6.6 1.92+0

Sum BG 2005.8+ 19.5 37.0+ 4.25
DATA 1903 22

Table 8.1: Predicted backgrounds and observed events inrthg untagged and tagged channel
after applying all selection cuts. The quoted errors aréssitzal only.

CDF Run Il Preliminary 5.9b~!

source TeThad NO-D Ty Thad NO-D

Z — 1T 2851.58+ 24.9 3238.94+ 24.3
7Z — 1l 96.49+ 6.0 225.9+ 6.9
di-boson events 5.06 0.3 5.12+ 0.15

tt 297+ 0.3 3.03+0.21
total jet — 7 fakes 1134.44 15% sys) 760.2+ 15% sys)
Sum BG 4090.5- 172.1 4233.3- 116.8
DATA 4036 4175

Table 8.2: Predicted backgrounds and observed events imthgq andr, 7.4 untagged channels
after applying all selection cuts. The quoted errors aréssitzal only.
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CDF Run Il Preliminary 5.9b~!

source TeThed Dtag TuThad DAQ
Z — 1T 13.75+1.81  14.12+ 2.97
Z — 1l 0.08+1.71 0+0
di-boson events 0.072 0.071 0.082+ 0.067
tt 2.75+0.075 2.86+ 0.078
total jet — 7 fakes  5.78+ 0.60 7.37+ 0.96
Sum BG 22.4+ 2.56 24.44- 3.12
DATA 23 8

Table 8.3: Predicted backgrounds and observed events inthg,q and7,7..q tagged channels
after applying all selection cuts. The quoted errors aréssitzal only.

The following plots show comparisons of various distribng of the predicted standard
model processes and the observed events in the untaggedgasditchannel. In the plots the
gray background corresponds to the— 77, blue toZ — uu green toZ — ee, red to either
jet — tau or sidebands depending on channel, teal and light bldétson and yellow to the
tt background. Figures3.1and8.2refer to the untagged.r;,,, channel, Figures8.3and8.4
refer to the untagged, 7,4 channel and Figure8.5and8.6refer to ther. 7, untagged channel,
finally Figure 8.7refers to all the untagged channels. Fig@8&refers to some basic kinematic
properties of the tagged channels.

All of the following plots are made prior to the fitting prosesgsed in the extraction of the
final limits and reflect a generally reasonable level of agwe® between data and backgrounds.
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Figure 8.2: Distributions forr. 7,4 Candidate events.
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Figure 8.4: Distributions forr, 7,4 candidate events.
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Figure 8.7: Distributions in the three channels used for signal eximactAll background normal-

izations are absolute.
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8.2 Systematic Uncertainties

There are several sources of systematic uncertaintiestiaffehe analysis:
e Trigger efficiency
e Particle ID

Event cuts

Background estimation

PDF’s used in MC simulation

Luminosity

We define two types of systematic uncertainties. The firstgliocludes rate uncertain-
ties, that affect the expected number of signal or/and backgl events in the final sample,
but do not lead to changes in the shape of the distributioristefest. The second group are
shape uncertainties that affect the shape of the distoibuised for signal extraction. Shape
uncertainties can also be accompanied by changes in theemwhbelected events because of
event-level cuts. Shape uncertainties are accounted fprdgucing sets of shifted templates
that may contain different number of events compared to ¢tmeimal ones.

This separation is needed for the proper treatment of thiersgdic uncertainties in the
signal extraction or setting of limits. For example, “events” uncertainties are not explicitly
defined, but are accounted for in a natural way by the unceigai affecting the parameters
used to construct these cuts. In the following we presenba sliscussion of the considered
uncertainty sources, and summarize the grouping and tyffeafncertainties in Tab.4.

8.2.1 Rate: ID efficiencies

We rely on MC simulation to predict the particle interactiarthe detector and to estimate sig-
nal efficiency and most of the backgrounds. We account fosiplesdifferences between data
and MC patrticle ID efficiencies through the introduction cékng factors applied to MC. The
uncertainties in determining these factors are assignexysismatic errors of particle recon-
struction and ID efficiency. For muons and electrons we usestéindard ID’s (up to isolation)
and assign the corresponding official uncertainties farimediate- and higpy (E7) muons
(electrons). In addition we add in quadrature the uncestaioe to the track isolation cuts that
are not part of the results in these references, which wasdfea be very small and indepen-
dent of the leptorpy. These are treated as rate uncertainties that do not dffestiapes. For
the case of electrons and muons the uncertainty in the détabédle factor are different below
and above 20 GeV. We use common systematic uncertaintiamettby weighting the fraction
of electrons (or muons) in the low- and high-regions. For a conservative estimate we use
the fractions found in the.7, channel, which contain the larger portion of soft leptonsie T
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fraction of muons below (above) 20 GeV is 42% (58%). For etedd, the fractions below
(above) 20 GeV are 43% (57%), similar to the electrons. We ¥ uncertainty for muons
with pr >20 GeV, and 4% uncertainty for muons withh <20 GeV, and assign overall 2.7%
uncertainty to muon reconstruction and identification. €lectrons, we use uncertainties of
0.6% (3.2%) for the case when electrdfy- is above (below) 20 GeV. and assign uncertainty for
electron identification of 2.4%.

8.2.2 Rate: Trigger Efficiencies

We assign 1% error for the muon triggers (covering all muatesys), and 0.3% for the electron
trigger. The assigned uncertainty in the tau trigger rat®mewhat higher at 3% as determined
in the efficiency study in Chapteb. These uncertainties are applied to physics objects of the
corresponding types in MC.

8.2.3 Rate: Sidebands

For the backgrounds from fake/non-isolated leptons insthg we add in quadrature the sta-
tistical error and the uncertainty in the sidebands scaltoifa This results in a total relative
uncertainty of 18% and is applied to the sideband backgmund

8.2.4 Rate: QCD fakes

For the uncertainties in the backgrounds in tg, 7.4 channels due tget — 7 misiden-

tification we assign a 30% systematic uncertainty based ercdimparisons of the predicted
and observed fake taus in the defined control regions. Thiwidalf-difference between the
estimates with the FR’s obtained exclusively from the Iegdand sub-leading jet in the event.

8.2.5 Rate: Tag efficiences

For btags we rely on data for th8 — 77 but otherwise use MC. Differences in MC/data
response are included in a scale factor, we use the starglzVtikdag prescription assigning an
uncertainty of+0.05 to the SF of 0.96.

8.2.6 Rate: Cross sections and branching fractions

The systematics related to background estimation from tleskimples are determined by the
uncertainties in the cross-sections and branching frastitVe apply a 2.2% uncertainty to the
Z — 1l cross section and branching ratio. We assign a 13.4% uindgrta thett cross section.
We assign a 10% uncertainty to the di-boson cross sections.
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8.2.7 Rate: Signal PDFs

The systematic uncertainty in Higgs signal acceptance altieetlack of precise knowledge of
the parton distribution functions (PDFs) is 5.7%, as egtahdn a previous analysi®€). This
is applied to the signal MC.

8.2.8 Rate: Luminosity

We use the standard luminosity uncertainty of 6% which idieggo all MC backgrounds.

8.2.9 Shape: Jet energy scale

Deficiencies in the simulation of calorimeter response ts jead to MC/data differences in
measuredir. These are accounted for by the MC-specific jet energy ciore To estimate
the systematic uncertainties, we vary the jet correctigndied to the MC by one sigma to
produce “shifted” templates for the signal extractionftisetting. This is an example of a shape
uncertainty accompanied by some change in the event ratangdhrough the application of
the event cuts.

8.2.10 Shape: EM energy scale

Another source of shape uncertainty is the EM energy scaéeta®é 1% uncertainty in electron
Er and produce corresponding shifted templates. The samequuoeis applied to the events
in the channels with hadronically decaying taus. We ign@aa/C differences in the mea-
surement of track, and do not assign a corresponding shape uncertainty restitim muon
pr. These are applied to the appropriate physics objects ibatkground models.

8.2.11 Shape: Mistag rate

For the tag backgrounds another source of uncertainty cémoesthe mistag rate. We take a
410 uncertainty in mistag rate and produce correspondingeshtétmplates.

8.3 Fitting Method

In this analysis we are looking for a Higgs signal on top of ayJarge background from
Z/v+ — 77, plus other smaller backgrounds including fakes and dibgsoduction. To dis-
tinguish the Higgs signal from this background we use thsible mass” variablen.,;s, defined
as a pseudo-four-vector formed from adding together themeand reconstructed tau four vec-
tors to the transverse and total energy components aftheector (setting its: component to
zero). This variable is found to have slightly better sigbatkground discrimintaion than the
transverse mass, for example. Example distributionsrfgg, in the ;7,4 channel is shown in
Figure8.9
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Parameter type Error(%) applies to:
elD rate 2.4 ein MC
muon reco+ID rate 2.7 1 in MC
tau ID rate 4.2 7in MC

e trig rate 0.3 ein MC
muon trig rate 1.0 win MC
tau trig rate 3.0 7in MC
z-vertex cut rate 0.5 allMC
fake/non-iso lepton bg in.7,  rate 20.0 fake/non-iso bg
fake Thaq IN TeThad rate 30.0 fake tau bg
fake 744 IN 7, Thad rate 30.0 fake tau bg
tight secVtx rate 5.2 tags

o X B(Z —1) rate 2.2 Z MC

7 — 1l backgrounds rate 6 Te/uThad
o(tt) rate 13.4 tt MC
di-boson cross sections rate 10 di-boson MC
PDFs Higgs) rate 5.7 signal
Luminosity rate 6.0 allMC
JES shape +1o (per jet) all MC
EM scale shape +1.0 ein MC
Taupr scale shape +1.0 Thaa 1N MC
Mistag scale shape +1o (per jet) allMC

Table 8.4: Systematic uncertainties by source.
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Figure 8.9: Visible mass distributions fa¥ and Higgs bosons (normalized to the same area).

We form a binned likelihood using the observed,;; spectrum. Ifn;; is the observed
number of events inn,;s bin i, for channelj (wherej = 1 corresponds to ther channel,
j = 2tour,andj = 3 to eu, for the untagged channel and j+3 for the tagged channeld), an
15 1s the expected number of events in that bin, then the likelihcan be written

=] ”JT 8.1)

The expected number of events in a bin is the sum over alllplessburces (indexed byhere),
resulting from the product of the integrated luminoditythe cross section times branching ratio
oy, for the source, and the efficieney;, in the bin:

Wi = ZLakezjk : (8.2)
k

In principle if all the parameters except the signal crossise o;, were known exactly, we
could apply Bayes’ Theorem to arrive at a posterior derB{ty;,) in the unknown variable:

L(op)
Jomes Lo doy,

Plon) = (8.3)

Here we assume a uniform prior density in the unknown sigragdscsection up to some max-
imum cutoff. This posterior density (o) can then be used to determine confidence intervals
and estimate the true value of the signal rate.

8.4 Nuisance Parameters for Systematic Uncertainties

In practice not all of the parameters in the likelihood arewn precisely, due to systematic
uncertainties. For example the overall integrated luniiypos is uncertain at a level of 6%,
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the Z/~* — 77 cross section assumed is taken from the CDF measured vaR@4d#-5.7
pb (excluding the luminosity uncertainty), etc. We incagie all systematic uncertainties as
nuisance parameters in the likelihood. These include teioges listed in Tabl®&.4

e integrated luminosity,

background cross sections,

QCD (r fake) rates,

lepton and tau trigger/ID data/MC ratios,

e PDFs, and

electron, tau and jetfr) energy scale.

All the parameters in the likelihood except the signal cisesgion are thus nuisance param-
eters, free to float within gaussian constraints corresipgrno the uncertainty in that parameter.
The overall likelihood can then be written

#ije—mj
L=||]——xG(L,L X ... 8.4
H - (L, Lo,or) (8.4)
]
where theG functions are gaussians constraining the values of thecicig®ly known parame-
ters.

Template Morphing

The energy scale uncertainties are treated using a “teenplatphing” technique. Each
background source bin efficieney;;, is calculated for the nominal case, and fot-o shifts
due to the uncertainty in the electron, tau, jé) scale, and mistag uncertainty. Then, in
calculating the expected number of events in a bin, we allomogohing parameter to control
the admixture of the nominal and shifted bin efficiency. Baraple, if we letf¢ represent the
electron energy scale morphing parameter, the expectetlerurhevents in a given biijk can
be written in terms of an efficiency

nom , se [ Gk~ Sk

Thus the nominal value of the number of expected events sjorels tof¢ = 0, and we
include a unit gaussian constraint term on the valug®ofThe tau, jet energy scale and mistag
uncertainties are handled in similar fashion simultanigoushe predicted number of events
from a given source in a bin is never allowed to be negativerasut of the morphing.

Profile Likelihood
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To obtain the posterior density in the signal r&@e ) we need to eliminate the nuisance
parameters. The pure Bayesian method would be to margintilem by integrating the likeli-
hood over them. We choose a different method, referred toadsing, in which we maximize
the likelihood with respect to all the nuisance parametesg1§g MINUIT) at each point i,.
This choice is guided by the practical facts that a) the praflculation is more than an order of
magnitude faster to compute and b) gives results nearltigdrio the marginalization calcu-
lation. The resulting profile likelihood™%* (o) is used exactly as described above in deriving
the posterior densit$(oy,).

To obtain a 95% CL limit on the value of, we integrate the posterior density to that value
of o5, below which 95% of the probability density lies. We note ttias can be done foany
experimental outcome, regardless of whether a signal sxsebserved.

8.5 Expected Sensitivity

We evaluate our expected sensitivity by performing manygsexperiments in which we gen-
erate an outcome based on the expected number of eventshitbigaitom a random Poisson
distribution about the mean number expected. Since attge sve are interested in the upper
limit we can set, we assume a zero signal cross section. Ebmpesgudoexperiment we calculate
the 95% CL upper limit as discussed in the previous sectiar. eBch Higgs mass, then, we
have a distribution of expected upper limits. The mediarhefdistributions are taken as the
“expected limits”.

Table8.5shows the median expected upper limit, and alsatthe and+20 ranges and the
observed limits.

8.6 Results

The observed and expected limits as a functiom@fare shown in Figur8.10 Figure8.11and
8.12show the observed distributions with background in a signélno signal case for ther,
channels. Figur&.13and 8.14 show the observed distributions with background in a signal
and no signal case for ther,,q channels. Finally figur®.15and 8.16 show the observed
distributions with background in a signal and no signal das¢éhe 7,,7;,,4 channels.



mass | —2o —1loc median +l1o +20 | observed
(GeV) (pb) (pb)
90. | 8.801 12.062 17.310 23.888 33.3Y520.396
100. | 5.319 6.969 9.886 14.046 19.03219.417
110. | 2.643 3.537 4.830 6.940 9.022 11.224
120. | 1.561 2.185 2,998 4.328 5.894 6.734
130. | 1.055 1.460 1981 2.857 3.80p 3.439
140. | 0.763 1.120 1539 2.161 2.956 1.698
150. | 0.606 0.829 1.137 1.600 2.16[L 0.884
160. | 0.440 0.637 0.876 1.272 1.654 0.547
170. | 0.376 0.528 0.725 1.022 1.34pb 0.366
180. | 0.310 0.431 0589 0.794 1.07p 0.276
190. | 0.255 0.349 0481 0.667 0.898 0.219
200. | 0.215 0.296 0.415 0.584 0.783 0.188
210. | 0.198 0.256 0.359 0.483 0.632 0.183
220. | 0.167 0.227 0.322 0.439 0.595 0.173
230. | 0.151 0.192 0.278 0.386 0.51b 0.130
240. | 0.136 0.180 0.246 0.360 0.47b 0.124
250. | 0.119 0.159 0.227 0.318 0.458 0.119
260. | 0.112 0.142 0.204 0.289 0.395 0.118
270. | 0.097 0.134 0.183 0.264 0.371 0.110
280. | 0.093 0.124 0.166 0.228 0.30fy 0.107
290. | 0.083 0.115 0.162 0.222 0.30Ff 0.106
300. | 0.080 0.103 0.143 0.199 0.281L 0.103
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Table 8.5: Expected and observed 95% CL limits on the Higgs signal @estion. For the expected
limits, the columns illustrate the range of the expectatioyund the median.
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are normalized to the expectations after performing the fits
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8.7 Interpretation of the Limits

We use our observed limits at 95% CL o(pp — ¢) x B(¢ — 77) to exclude regions in the
tan 8 vs m plane, wherean (3 is the ratio of the vacuum expectation values for the Higgs
fields that couples to the up- and down-type fermians; is the mass of th€’ P-odd neutral
Higgs boson.

The MSSM parameter space is quite large, for the interpoetave use here the:;'**
benchmark scenario. The}'** scenario has parameters chosen such that the maximumlpossib
Higgs mass as a function ¢fn 5 is obtained. The common SUSY parameters for this bench-
mark are Higgs mixing parameter= —0.2 TeV, SU(2) gaugino mass parametéf,=0.2 TeV,
Mgysy=1TeV, X{‘TS = V6Mgysy, mg = 0.8 Mgy sy . In all calculations we used top quark
massm;=178.0 GeV/é (usingm,=174.0 GeV/é has negligible effect on the results).

As discussed in SectioR.2, the MSSM neutral Higgs sector has three bosons, the pseu-
doscalarA, and the scalak and H. One of the scalars (eithéror H) is nearly degenerate in
mass and production cross-section with theFor a given value ofan 5 in a given scenario,
there is a “crossover mass” below which thehadows thed and above which it is thé/. In
them}'** scenario the crossover point is at m=130 GeV.

8.7.1 Production Cross-section Calculations

There are two production modes that are relevant for oucke&luon fusiongg — ¢, andbb
annihilation,bb — ¢, where¢ is A, H, h.

The full MSSM production cross-sections flr — ¢ has not been calculated. However,
this process has been calculated to NLO and NNLO for the atdnahodel Higgs%2). From
the calculated cross sections tér— ¢ in the standard model, we could naively apply a factor
of tan? 3. However, this would not take into account radiative efedo do this properly we
use the FeynHiggs program by S. Heinemey@). [This program takes MSSM parameters as
input and outputs the couplings and branching ratios foiStleand MSSM Higgses. We take
the ratiol’}573)1 /T'3M,, and multiply the SM production cross section of Kilgore ettal get
thebb — ¢ production cross section in the MSSM. H&®53 M, T5M,, are the partial widths of
¢ — bbin MSSM and SM calculated by FeynHiggs. Then, correction tatan 5 changes the
coupling of the Higgs to b, and thereforetas well. We cannot ignore the effect Afn, on
the branching ratio, since as the coupling of the Higgs todsgiown (up), the corresponding
branching fraction te-r goes up (down). Therefore, we use the values of Higgs tranching

ratio output by the FeynHiggs program.

For the cross-sections for gluon fusion we use the HIGLU raogby M. Spira §). It cal-
culates the NLO cross-sections fay — A, H, h (using CTEQ6 PDFs). The various MSSM
parameters such asn 3, u, Msysy, and the tri-linear couplings are taken as input parameters
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HIGLU can calculate the cross-sections for aay G but does not take into account radiative
corrections modifying the Higgs couplingsdajuarks which can have a significant effect. For-
tunately, these corrections behave exactly like in the oi$é — Higgs (65). Therefore, we
calculate the SM cross-section using HIGLU and apply the M®@Bhancement factors from
FeynHiggs as described above for thhe— Higgs case.

8.7.2 Excluded region intan 3 vs m

Figure8.17shows the excluded parameter region intthe s vsm 4 plane. The notable inverted
peak appearance is the result of the excess of events inthedss region. It is notable that
the excluded region is a subset of the CMS excluded regi@). (
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Figure 8.17: Excludedtan  as a function ofn 4 for them** scenario withy < 0


8_Results/figures/cdfmAtanb.eps

96

8.8 Conclusions

A search for for neutral MSSM Higgs bosons in therdilecay channel with 5.9 fid of data

in tagged and untagged channels,;; along with a template morphing technique was used to
discriminate signal from background. While we observeghslexcess at low mass and a slight
deficit at high mass we see no overall evidence for signal baekground, and therefore set
limits on the production cross section and branching ratiats.

This represents a result on the CDF Run |l dataset, while dontleer improvements are
possible, such as the usage of more sophisticated b-taggitigods and extension to the full
CDF dataset the resulting exclusion would still be expettef@ll within the larger exclusions
produced by the LHC dataset which this result is consistéifit. w
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