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Abstract

We study the production of top-antitop quark pairs in proton-antiproton col-
lisions at a center-of-mass energy of 1.96 TeV. We identify and reconstruct
the signal using events which include two high-momentum leptons.  First,
we measure the production eross section of the top guark pairs. Second, we
measure the relative fraction of the subprocess where the initial states are
gluon-gluon pairs (gluon fusion) or quark-antiquark pairs (gf annihilation),
by utilizing the correlated spin states of top and antitop quark. The analysis
is based on 2.0 b~ of data collected with the Collider Detector at Fermi-
lab {CDF) at the Fermilab Tevatron between March 2002 and May 2007.
We observe 145 ¢ candidate events with an expected background of 49.5
events. We measure the production eross section of the top quark pairs to be
alpp —+ X)) = 6.8+ 1.1 ph, and find the fraction of the gluon fusion subpro-
cess to be Fpe = 0.53 13L They are in agreement with the next-to-leading
order caleulations of o(pf — X)) = 6.7 1[5 pb and F; = 0.15 £ 0.05.
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Chapter 1

Introduction

One of the basic questions of the human beings is what the physical matter
is made of. To answer this question, particle physics has been trying to
determine the fundamental constituents of the universe and the nature of
their interactions.

In the last sixty vears, much progress has been made in discovering these
constituent particles and the rules of their interactions. All observed phe-
nomenaare described by what has come to be called the Standard Model of
particle physics. Since the observation of the W* and Z' bhosons predicted
by the unified electroweak theory, experimental particle physics has focused
on searches for the remaining particle predicted by the Standard Model and
measurements of their interactions.

With the observation of the top quark in 1995 [1, 2] and the tau neutrin
in 2000 [3], nearly the full catalog of Standard Model particles has been di-
rectly observed, with only the Higgs boson evading detection. Despite the
great success of the Standand Model in describing the particles and inter-
actions observed up to now, however there is a good theoretical motivation
to believe that a new framework must come into play at approximately the
TeV energy scale. Increasingly stringent measurements of the properties of
particles and their interactions at the highest available energies, coupled with
direct searches for phenomena not described by the Standard Model, are the
main project of modern experimental particle physics. A significant part of
the project is the elucidation of the properties of the top quark.

This thesis reports measurements of the production cross section of the
top quark pairs and identification of the initial state of the subprocess,
whether it is a gluon-gluon pair or a gf pair. A measurement of the pro-
duetion cross section s the most important parameter for all analysis using
this process, and also serves as a good test of the Standard Model. A mea-
surement of the gluon fusion fraction will give a knowledge of the gluon



content, of the proton at large values of =, as well as a test of the perturba-
tive QUCD caleulations. As will be deseribed later, the two subprocesses have
different ¢ spin correlations, and they can be differentiated if we can access
the i spin information. Because the top quark decays before hadronization
because of its short lifetime, the top quark spin information is preserved and
transferred to its decay products. We utilize the fact and use the angular
correlations among decay products to infer the initial state of the subprocess.
This is the first measurements of the gluon fusion fraction using the if spin
correlation.

1.1 The Standard Model

The Standard Model of particle physics describes all known fundamental
particles [quarks and leptons) and their interactions in the strong, electro-
magnetic and weak muclear forees. The maodel itsell is a combination of the
theory of quantum chromodynamics (QCD) [4, 5] and the Glashow-Salam-
Weinberg (GSW) theory of electroweak interactions [6, 7, 8. The former
describes the strong foree and is represented by the SU(3) - gauge group,
while the latter deseribes the weak and electromagnetic forces and is repre-
gented by the SU(2)p = {1y gauge group. The Standard Model is locally

invariant under transformations of the group,

G = SU(3)e x SU2)g x U1y (L.1)

It is known that there exist three generations of fundamental fermions.
Each generation consists of a pair of leptons,

() (5) () 12

whose interactions are mediated by the electroweak forces, and a pair of

(5)- () (), =

whose interactions are mediated by both the electroweak and strong (QCD)
forees.

The existence of three generations of quarks and leptons gives a natural
explanation of CP violation. However, any theory cannot succeed in giving

2



a natural explanation of the three generations. The vast majority of stable
matter we observe 3 made up of particles entively in the first generation.
Gauge bosons mediate the forees described by the Standard Maodel: the pho-
ton () for the electromagnetic foree, the W= and Z% bosons for the weak
foree, and the gluon (g) for the strong force.

The Standard Model has been suceessful in describing interactions of the
particles described above, all of which have been discovered experimentally.
In addition, many of the predicted properties of these particles have been con-
frmed, some to a high degree of precision. However, in order for the symme-
try described in Eq.(1.1) to be exact, the fermions and the W and Z bosons
would have to be massless. In order for the Standard Model to be compati-
ble with the large masses of the W and 2 bosons and thus the large division
between the effective weak coupling constant (the Fermi constant) and the
electromagnetic coupling constant (the fine structure constant ), spontaneous
symmetry breaking must occur. This symmetry breaking would additionally
be responsible for the mass hierarchy observed in the fermions. This Elec-
troweak Symmetry Breaking (EWSEB) is accomplished by the introduction of
a scalar feld known as the Higgs field [9]. The existence of a massive scalar
particle, the Higgs boson, would be associated with the Higgs field.

The existence of the Higes boson has vet to be confirmed experimentally,
and remains one of the most important tasks for the feld of high energy
physics. Direct searches for the Standard Model Higes boson at the CERN
Large Electron Positron [LEP) collider have set a lower bound on its mass
of Mg > 1144 GeV /¢! at the 95% confidence level [10]. In addition, in-
direct bounds on the mass of the Higgs boson can be set from precision
measurements of the top quark and W boson masses, as these quantities are
sensitive to lnMg through radiative corrections. Using measurements of the
top quark mass and the precision electroweak measuments made at LEP [11],
the constraints on the Standard Model Higgs bosons are

Mg = T6%3 Gev/e, (1.4)
Mg < 144 GeV/e? at 95% C.L.. (1.5)

1.2 The Top Quark

Following the discovery of the bottom (b) quark in 1977, the existence of its
doublet partner, the top (£) quark, could be inferred for several reasons. For
one, the renormalizability of the Standard Model requires that the sum of
electric charges of all lefi-handed fermions must equal zera. This condition
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Figure 1.1: Top: Leading-order production diagram for g —» (£, Bottom:
Leading-order production diagrams for gg — tt.

is only satisfied with the existence of a sixth quark with an electric charge
of +2/3. In addition, the precise measurements involving the isospin of the
Bquark can be made at e colliders, which can be used to exclude the
possibility of the bquark being a member of a singlet [12]. The evidence of
the top quark production was reported by the CDF collaboration in 1994,
In the next year the discovery of the top quark was established with more
statistics of the data by both the CDF and DU collaborations [1, 2]. By
the end of the 1992-1996 collider run [Run I), combined datasets from both
experiments of ~ 100 ph~! provided a measurement of the top quark mass
of M, = 178.0 £+ 4.3 GeV /" [13].

1.3 Top Quark Production

Currently, only the Fermilab Tevatron has an energy sufficient to produce
particles as massive as the top gquark. At hadron colliders the top quarks
are produced mainly in pairs via the strong interaction. The leading order
Feynman diagrams are ghown in Figure 1.1, In parton-level subprocesses the
top pair production occurs via the quark-antiquark annibilation and gluon
fusion. In Section 1.6, we discuss the detail of the top gquark production
mechanism.

The theoretical prediction of the ¢ production cross section at next-to-
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Figure 1.2: NLO calculations of o{pg — ttX) [17] for p collisions at +/s=1.96
TeV ag a function of the top quark mass.

leading order (NLO) is oYX (pg — tEX) = 6.70 ph at M, = 175 GeV/c*
[17]. Figure 1.2 shows the NLO caleulation of o(pf — t{X) for pi collisions
atl ﬁ = 1.96 TeV as a function of the top quark mass.

We measure the #f production eross section to test the Standard Maodel
prediction. At the same time, it give a basis for other analyses.

1.4 Top Quark Decay

The top quark is expected to decay via the channel £ — Wh nearly 100 5% of
the time. Other decay channels are permitted in the Standard Model, but
are heavily suppressed by factors of [V [*/|Vel* = 1079 and [Vi*/[Vu]* =
51074, where Vi is the element of the Cabibbo-Kobayashi-Maskawa (CEM)
weak-mixing matrix [19]. The large mass of the top quark results in a very
rapid decay with a mean lifetime of 7 ~ 107 5. As this is shorter than the
time scale required for gquarks to form bound states {or “hadronize™), the vop
quark essentially decays as a “free” quark. The bquark resulting from the
decay will then proceed to hadronize and manifest itself in the detector as
a jet, or a collimated stream of hadrons. The W boson will decay rapidly
into either a pair of quarks or a pair of charged lepton and a neutrine. Thus,

&n



Figure 1.3: Tree level g§ —+ ¢ production and decay.

for the case of a € pair production and decay, there are six particles in the
fnal state: two b-quarks and two decay products from each of the W bosons.
Figure 1.3 shows the tree level diagram of ¢ production and decay in the
subproceas gf —» tf

It is the decay mode of the W bosons that defines the decay channels
of the t system used in its experimental study. These decay channels are
classified as:

The all-hadronic channel, where both W bosons decay o quark-
antiquark pairs, resulting in a final state having an experimental signature
of six jets. This decay mode carries the largest branching ratio, of 46 %, but
suffers from the largest amount of irreducible QUD background.

The lepton+jets channel, where one W decays to a lepton-nentrin
pair and the other to quarks, resulting in an experimental signature of a
high momentum lepton, four jets, and a missing transverse energy associated
with the neutring. Due to the difficulty of identifying = leptons at a hadron
collider, only leptonic states with an electron or muon in the final state are
considered. This channel carries a branching ratio of 30 %.

The dilepton channel, where both W bosons decay to leptons, result-
ing in an experimental signature of two high momentum leptons, two jets,
and large missing transverse energy associated with two neutrines. As with
the lepton+-jets channel, only leptonic states with an electron or muon in the
final state are consideredd. This channel earries a branching ratio of 4 %. The
remaining 20 % of ¢ decays involve the production of a lepton that does not
decay to an ¢ or . While measurements in this so-called “r + X7 channel
are possible, they do not afford nearly the same precision that any of the

i
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Figure 1.4: Loop diagrams generating corrections to the theoretical W boson
mass. On the left is a fermion loop with the top and b quarks. On the right
iz a Higgs boson loop.

other theee channels does,

1.5 Top Quark Mass

The top quark mass s a fundamental parameter in the Standard Model.
Due to its large value, it has a critical influence on the Standard Model
caleulations than the other quarks. It contributes to higher order (radiative)
corrections to electroweak processes, as illustrated in Figure 1.4, It also helps
Lo constrain the mass of Higes boson via the radiative correction to the mass
of the W boson. Figure 1.5 shows constraints on the Higes boson mass using
the current best measurements of the W boson and the top quark masses,
and a global fit of the Higgs boson mass to several electroweak parameters.
As indicated in Fig. 1.5, the most likely value of the Higgs boson mass is
ruled out by the direct searches at LEP. A failure of the Standard Model to
properly describe these results may indicate new physics yet to be discovered.

1.6 Top Quark Production Mechanism and
Spin Correlations

The proton is a collection of quarks, antiquarks, and gluons (collectively
called partons), each carrying some fraction x of the proton’s four momen-
tum. The probability densities of finding a parton with a given momentum
fraction in a proton are called parton distribution functions (PDF's). The
total production cross section pf — HLX is a convolution of the PDFs for
the incoming protons and antiprotons and the cross section for the partonic



PrOCesses:
alpi = HX) = ch&:cndnff{ru, pz]lff[:m, i )é (ab = tF; &, g1t ), (L6)
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where the summation indices @ and b run over light quarks and gluons con-
tained in the initial proton and antiproton and carrying momentum fractions
of x, and x,, respectively.

At Tevatron the total energy in the center-of-momentum frame of pf
collisions is /5 = 1.96 TeV. In order to produce a tf pair, the square of the
total energy of the partonic subprocess § = r,73% has to be larger than 4m;.
Henece a typical value of x for # production at Tevatron is

» 2, N
T~ 7 0.18. (1.7}
Figure 1.6 shows the parton distribution functions of the proton for differ-
ent parton species. One can see. That for & =~ 0.18 the up quark distribution
function is larger than that of the gluon, and the down quark distribution
function is ecomparable to gluon. In pp collisions at /s = 1.96 TeV, it is pre-
dicted that £ pairs are produced dominantly through ¢f annihilation, while
about 15% of ¢f pairs are produced via the gluon fusion subprocess [14].
Because of uncertainties in the large-r gluon luminesity, the prediction
of this fraction has a large ambiguity and will change by up to a factor of 2
(from 10% to 20%). Hence, a measurement of the relative fractions of the two
subprocesses will give a knowledge of the gluon content of the proton at large
values of x, as well as serve ag a test of the perturbative QUD caleulations.
The £ pair produced via the gluon fusion has a different spin state from
that produced via gf annihilation. This difference resultg in a difference in
arimuthal correlations of charged leptons when t pairs are identified in the
dilepton channel [15]). When $f pairs are produced near kinematic threshold,
the pairs produced via the gluon fusion and ¢§ annihilation subprocesses are
in the following total angular momentum states, respectively [16]:

gy - J=00, =10,
gf - J =10 = £1,

where z denotes the initial parton direction (Le. nearly the beam direction).

Therefore, in the case of gluon fusion, the top quark and the anti-top
quark have the opposite spin on any axis of quantization, while they have
the aligned spin on the beam axis in the case of gf annihilation. Figure 1.7
shows the spin configurations of the gluon fusion and ¢f annihilation at a
threshold production.



And because of the V—A structure of the top quark decays, the flighe di-
rection of the lepton is strongly correlated with the spin direction of the top
quark.

Thus we utilize the difference in azimuthal correlation of charged leptons
in the tf dilepton channel to distinguish ¢ pair produced via the gluon fusion
from ¢f annihilation.
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Chapter 2

Experimental Apparatus

The experimental apparatus consists of the accelerators and the CDF detec-
tor. They have been continuously upgraded since the first Tevatron collision
in Oetober 1985,

2.1 Fermilab's Accelerator Chain

The accelerator complex is deseribed in detail in [20] and briefly summarized
here. It consists of the pre-accelerator, the linear accelerators (linac) [21], the
booster [22], the Main Injector [23], the antiproton source [24], the Recyeler
[25], and the Tevatron [26]. An overview of the accelerator complex is shown
in Figure 2.1.

2.1.1 Pre-accelerator

The pre-accelerator produces the beam of 730 kel H™ ions, which consists
of a negative hydrogen ion source [27], a Cockeroft-Walton generator [28],
an electrostatic accelerating column, and a transport line. Hydrogen gas is
passed through a magnetron to produce H™ ions at the dome with a potential
of -750 kV. The potential is created by the S-stage diede voltage multiplier,
which converts 75 kV AC to the =750 kV DC. The extracted H™ ions are
accelerated to 700 ke by passing through the accelerating column. The
amount of H- beam allowed to pass from the source to the Linac is controlled
by the chopper. The transport line includes the focusing magnets and a single
gap RF cavity which bunches the beam at the RF frequency of the Linac. A
schematic view of the pre-accelerator is shown in Figure 2.2,

12



p SOURCE:
DESUNCHER (3 CaV) & 5 -—I—- N
ACCUMULATOR (8 Ga) 'Eﬂ',"',",!f._,

S N
MAIN INJECTOR (MI) . —T

{180 Ge) T/ EX TRACTION SWITCHYARD

& RECYCLER
B

150 GaVv' p IMJ
150 GaV' p IMJ

TEVATRON o (1 TeW)
e

S
Pl Tav}

DD DETECTOR P ABORT

& LOW BETA

[R]1]

Figure 2.1: Overview of Fermilab accelerator complex. (All the accelerator
Bgures and contents are courtesy of Fermilab Accelerator Division)
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Figure 2.2: lon source and the electrostatic accelerating eolumn.

2.1.2 Linac

The Linac is a two-stage linear accelerator that produces a pulsed beam of
400 MeV H- ions for charge-exchange injection [29] into the Booster. The
frat stage is an Alvarez drift-tube accelerator [30], which accelerates the ions
to 116 MeV. The second i8 a side-coupled linac, which accelerates the H
beam to 400 MeV. The accelerating gradient for each side-coupled cavity is
about three times that of the drift-tubwe Linac. The H™ beam is focused by
the quadrupole magnets at both Linacs.

2.1.3 Booster

The booster [22] is an 8§ GeV proton synchrotron used as an injector to the
Main Ring. It accelerates 400 MeV protons obtained from the Linac by strip-
ping the electrons off the negative hydrogen ions. H™ jons are merged with
protons circulating in the booster using dipole magnets, and the combined
beam is passed through carbon foil to strip electrons, as shown in Figure 2.3.
The opposite charge of the injecting H™ and the circulating proton allows
to merge the beam efficiently. The booster consists of a series of magnets

14
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Figure 2.3: A schematic view of the Fermilab Booster injection area.

arranged around a Yi-meter radiug with 18 RE cavities.

2.1.4 Main Injector

The Main Injector is a synchrotron, which accelerates 8 GeV protons from
the booster to either 120 GeV or 150 GeV. The Main Injector can accept
both protons from the booster and antiprotons from the antiproton source.
The Main Injector contains 20 RF cavities for particle aceeleration and a
series of dipole/quadrupole magnets for beam focusing and steering. When
used to produce the antiprotons, the final energy is 120 GeV. When used to
inject beams into the Tevatron, the final beam energy is 150 GeV.

2.1.5 Antiproton Source

The antiproton source [24] consists of a target station, a Debuncher ring, and
an Accumulator ring. The 120 GeV proton beam from the Main Injector is
delivered to a nickel target, producing the antiprotons in a shower of sec-
ondary particles. Antiprotons of 8 GeV energy are most effectively produced
by a proton beam of about 120 GeV. About one antiproton is produced for
every 10° protons striking the target. The secondary particles are collected
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Figure 2.4: A simple view of the target station.

and focused by a cylindrical lithium lens, as shown in Fig. 2.4, Lithium
is the least-dense solid conductor which reduces the antiproton absorption
and multiple scattering. & GeV antiprotons are selected by a pulsed dipole
magnet and delivered to the Debuncher.

The Debuncher is a rounded triangular-eshaped synchrotron with a mean
radius of 90 meters. It reduces the high momentum spread of antiprotons
from the target station to improve the transfer the Debuncher the to Accumu-
lator through bunch rotation and adiabatic debunching. Both [transverse)
stochastic cooling [31] and (longitudinal) momentum cooling are applied to
reduce the beam size and momentum spread.  The Debuncher keeps the
antiproton energy at 8 GeV.

The Accumulator is also a triangular-shaped synchrotron of radius 75
meters and I8 in the same tunnel as the Debuncher. [bs purpose i8 to ac-
cumulate antiprotons extracted from the Debuncher. All of the antiprotons
made are stored here at 8 GeV and cooled through the several different cool-
ing systems. After several hours, enough antiprotons have been accumulated,
antiprotons are transfered to the Main Injector and the Tevatron for a store
[or to the Reeyeler via the Main Injector).

2.1.6 Recycler

The Recyeler is an antiproton storage ring located along the ceiling of the
Main Injector tunnel, which keeps the antiproton energy at 8 GeV. The
originally proposed purpose of the Recyeler was to recyele the antiprotons
from Tevatron stores. The recycler now accepts the antiproton beam only
from the antiproton source and cools further than the Accumulator is capable.

16
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The Recyeler uses both a stochastic cooling and an electron cooling syatem
[32]. The recycler uses the stochastic cooling until the intensity reaches 2 x
10" particles per pulse. The electron cooling 13 used 1o cool the antiprotons
further.

2.1.7 Tevatron

The Tevatron is a 1 km radius synchrotron which accelerates protons and
antiprotons from 150 GeV to 980 GeV [26]. All dipole, quadrapole, and
correction element magnets are superconducting magnets, cooled to about
4.6 K with liquid Helium. Proton and antiproton collide at the positions of
CDF and D detectors. The separators around the ring separate the proton
bunches from the antiprotons except at the collision regions. There are three
traing of 12 bunches and an abort gap between the trains in the Tevatron,
as shown in Figure 2.5.

In the collider mode the Tevatron can store beams for hours onee they
are injected. The collision rate of proton-antiproton interactions is given by

R =m,L, (2.1}

where £ is the instantaneous luminocsity. It depends on the revolution fre-
quency [ and the area A that the beam occupies. If Ny and N are the
number of particles in each bunch and n is the number of bunches in either
beam, then the luminosity £ can be expressed by

= Il (2.2)

A
This stable situation of 1960 GeV proton-antiproton collisions is called a
store. The typical luminosity at the beginning of the stores in 2007 was
~ 2 % 1% em~*s~! as shown in Fig. 2.6. The store luminosity eontinu-
ally decreases from its initial value as protons and antiprotons are consumed

17
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Figure 2.6: Tevatron Peck and integrated luminosity.

through interactions and as the bunch emittance increases with time. The
effect at the beginning of a store is largely dominated by emittance growth
due to intrabeam scattering, while after several hours of running the effect
of antiproton less becomes more important and the luminosity falls off expo-
nentially. In about 20 hours the luminosity drops too low, then the store is
ended and the Tevatron prepare for new beam. This sequence of the stores
continues 24 hours a day except for some short periods of time allocated for
maintenance,

The integrated luminosity [ Ldf is the measure of the number of collisions
during a time period. Figure 2.6 shows integrated luminosity of Runll data
taking since 2001. The analysis corresponds to the integrated luminosity of
2 fb™! during December 2004 to May 2007,

2.2 The Collider Detector at Fermilab (CDF)

The Collider Detector at Fermilab (CDE) [33] is a multipurpose detector
designed to observe a wide rage of physics processes produced in high-energy
pi collisions. Figure 2.7 shows a cress-sectional view of the CDE detector.
It eombines charged particle tracking with calorimetry and muon detec-
tion. The detector electronics has been significantly upgraded to accommao-
date high instantaneous luminosities and to improve the performance in mo-
mentum resolution, dtageing, electron and muon identification. The CDF
has both azimuthal and forward-backward symmetry about the transverse
plane passing through the interaction point, which results in the naturally

18



Figure 2.7: A cross-sectional view of the CDF detector [33].

arising eylindrical coordinate system. The eoordinate system is right-handed
with the z-axis pointing in the proton momentum direction and the y-axis
in the upward vertical direction. It is more convenient to identify locations
of the particles in ¢-n space, where ¢ is the azimuthal angle and r is the
peeudorapidity expressed in terms of the polar angel # as

n:—lﬂ(mﬂg)- {23}
Sinee the pseudorapidicy is
E+
1= tn (B2 Lo o

where ¢ = rﬂ_r a measure of the opening angle between two particles give by
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The CDF Detector consists of the following three main functional sections
going radially outwards from the beam line.

e The tracking system is used for particle charge and momentum mea-
surements. It is immersed in a superconducting solenoid of 4.8 m in
length and 1.5 m in radius, which produces a 14T magnetic field coax-
ial to the pi beams.

o The solenoid 8 surrounded by the scintillator-based calorimeter sys-
tem with separate electromagnetic and hadronic measurements, which
covers the region [n| < 3.

e Chutside of the calorimeters, layvers of steel absorb the remaining hadrons
leaving only muons, which are detected by the outermost muon detec-
tors. In the next sections we discuss the functionality of the main CDF
detector components.

2.3 Cherenkov Luminosity Monitor

The beam luminosity measurement is crucial part for the entire experi-
ment. It is determined from the rate of inelastic pf interactions, called min-
trmum fas events. The measurement 13 obtained with low pressure gaseous
Cherenkov counter [34] placed in the forward and backward region at small
angles # < 3° relative to the beam direction, as shown schematically in Fig-
ure 2.8. The 48 thin, long, conical counters are located on each side of the
detector. The counters are arranged around the beam pipe in three con-
centric lavers with 16 counters, each oriented with their small end pointing
to the center of the interaction region, and cover the pseudorapidity range
3.7 < |n| = 4.7. The cones in the outer two layers (further away from the
beam pipe) are about 180 cm long. The inner laver counters are shorter,
about 110 ¢m, due to geometrical constraints. At the large aperture of the
cones, furthest from the interaction region, the aluminum conical light col-
lectors are attached. At the small end of the light collectors 2.5 em diameter
photomultiplier tubes (PMT) are placed. The completed structure in en-
closed in a vessel filled with isobutane, which is used as radiator !

Tsobutane has one of the largest Indices of refractlon st atmospheric pressure for
commonly avallable, n=1000143, and good transpavency lor photons In the wlira-violet
region where most Cherenkov Light 1s emitted [35].
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Figure 2.8: Schematic view of luminosity monitor inside a quadrant of the
CDF detector.

The Cherenkov light emission angle @, is determined by the gas refraction
index 1 oand the particle velocity 5:

1
cosfl, = — (2.6)
nj
The number of photoelectron produced by a charged particle Npe In
Cherenkov counters is proportional to the length of particle’s path L inside
the counter and to sin® 8, [36]:

Npe = Ny - L sin* 6, (2.7)

where Ny ~ 200 cm™" is the counter design specific parameter.

The prompt particles from pf interactions traverse the full length of the
counter and generate a large amplitude PMT signal, ~ 100 photoclectrons.

While the signals from particles originating from beam-halo interaction or
from secondary interactions in the detector material are significantly smaller

because those particles have lower momenta and they traverse the counters
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at larger angles with shorter path lengths, hence their light experiences large
losses due to the reflections.

The high precision of the luminosity monitor is provided by the fact that
the eounters effectively measure the actual number of primary particles. 1f
two particles pass through a single counter the resulting signal 18 twice that
of a single particle. Therefore the Cherenkov monitor does not saturate at
high operational luminosities in the Tevatron.

2.4 Silicon Tracking System

The CDF tracking system consists of a series of concentric semiconductor and
gaseous detectors. At large radii the charged particle tracking in the central
peeudorapidity region (|g] < 1.0) is done with a large open cell eylindrical
drift. chamber, the Central QOuter Tracker (COT). Inside the COT a silicon
micrg-vertex detector surrounding the beryllium beam pipe establishes the
ultimate impact parameter resolution and provides stand-alone silicon track-
ing in the region of |n) < 2.0

The silicon detector is comprised of eight layers of microstrip silicon sen-
sars arranged in cylinders spanning radii from 1.35 em to 28 em, and lengths
from 90 em to nearly two meters. It is divided into three sub-systems: LOD,
SVXII and ISL with a total of six square meter of silicon and 722000 readout
channels,

A schematie view of the principal active components of the CDF silicon
ayatem is given in Figure 2.9 and 2.10. The side view shown in Figure 2.9 s a
cross section of one hall of the silicon tracker. Figure 2.10 shows an end view
of the CDF silicon system including the VSXII bulkheads and ISL support
frame.

The LOO {“Layer Zero Zero™) [37] detector is the innermest single-sided
layer of low-mass silicon-microstrips mounted directly over the beam pipe
at a radius of sim 1.6 cm from the beamline with a total length of 80 cm.
Due to its proximity to the beamline it substantially improves the impact
parameter resolution. The LOD utilizes radiation tolerant axial strip sensors
expected to last at least 7.4 fb™'. Radiation resistance is achieved with a
guard structure designed to minimize leakage currents. The sensors have an
implant pitch of 25 pm and a readout pitch of 50 pm achieved by reading
out alternate stripg. The LK is connected to electronics outside the tracking
volume at |z| = 40 cm via fine-pitch kapton cables carrving the signals from
the sensors to the readout chips.

The next five double-sided lavers of the tracker positioned at radii from
2.34 to 10.6 cm comprise the Silicon Vertex Detector (SVXIL) [38]. The
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Figure 2.9: A side view of half of the CDF silicon system.

layers of the SVXII and L0 are arranged in twelve azimuthal wedges that
alternated in radius within each layer (see Figure 2.11). The SVXII is 96 cm
long and is assembled in three cylindrical barrels with beryllium bulkheads at
each end. A printed circnit board, called the Port Card(PC), located around
the periphery of the bulkheads interfaces the hybrids and frontend chips with
the rest of the readout data acquisition system by translating the readout
into optical format for transmission outside the tracking volume.

The basic structural unit of the SVXII detector is called a fadder, which
consists of two readout units of silicon with an electrical hybrid at each end.
The units are mounted directly atop the silicon surface to avold gaps and to
improve readout spesd and capacitance limitations.

Both 90-degree and small-angle stereo sensors are used in the SVXIL in
the pattern (90°,90°, —1.2% 90°, 4-1.2%} for the n-strip from the innermest
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Figure 2.10: An end view of the CDF silicon system including the SYXII
cooling bulkheads and ISL support structure.

to outermost SYXII layers, SVXII sensors are AC coupled, 300 pm thick,
and made from n-type high resistivity bulk silicon. They are biased using
polvsilicon resistors. The p-strips on the non-stereo side run in the axial
direction of the detector re used to measure the azimuthal angle ¢ of the
track. These strips are spaced in rg by 60-65 microns, depending on the
ladder, and have implant widths of 14 to 15 microns. The stereo n-strips
of the SVXIIL are spaced by (141, 1255, 60, 141, 65) microns, and have
implant width of 20 microns for the 907 strips and 15 microns for the small-
angle stereo layers. The 90° layers have an additional layer of insulator and
readout strips in the double-metal configuration; these strips carry the Z
gignals to the readout chips.

The Intermediate Silicon Layers (ISL) detector is placed outside of the
SVXIL Its space frame also supports the SVXII and all associated readout
and utility components. The ISL consists of two symmetric silicon layers in
the forward and backward region (|n] > 1.1} located at radii of R = 20 cm
and R = 29 cm respectively and one int he central region (|5 < 1.1) at R
= 23 cm. It provides one space point in the central region which improves
the linking between SVXII tracks and COT tracks and its fine granularicy
helps to resolve ambiguities in dense track environments. In the forward
region, where the COT acceptance rapidly decreases, the ISL together with
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Figure 2.11: End view of the innermost three layers of the CDE silicon
system, showing LayerDD along with the first two layers of the SVXII region.
The Layer(N electronics [not shown) are mounted beyond the active volume
for vertexing, The SVXII electronics are shown just outside and just inside
of each of the layers drawn.

the SVXII constitutes a standalone 3D tracker out to || = 2.0 (see Figure
2.12).

The ISL also utilized AC eoupled double-sided sensors with polysilicon
biaging and common p-stops. Due to its large radial position radiation dam-
age occurs more slowly and the hit occupancy is lower, it is therefore possible
to use longer strips and a large readout piteh to reduce the number of read-
out channels. A fixed strip pitch of 112 g is used on both the axial and
1.2-degree stereo sides. Pitch adapters are used to bring the signals from the
strips to the more closely spaced inputs of the readout chips.

The ISL ladders are composed of six sensors, arranged as hall-ladders
of three sensors each. Silicon sensors are bonded together to form a single
electrical unit and glued on a carbon fiber support. At each ladder end they
are readout with double-sided hybrids that extend beyvond the silicon.

All eomponents of the silicon system achieve their data readout by the
SVX3D [40] chip, a radiation-bhard CMOS custom integrated circuit (1C)
deviee. Each IC has 128 parallel analog inputs and 8-bit digital output
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Figure 2.12: A cutaway view of one quadrant of the inner portion of the CDF
detector showing the tracking region surrounded by the solenoid and endeap
calorimeters.

bus. Each channel containg a preamplifier, an analog delay pipeline, ADC
(8 bits), and data sparsification logic. In order to maximize the physics
potentiality of the CDF silicon detectors, the SVX3D has been designed
to work in continuous {dead timeless) mode, being capable of simultaneous
acquisition, digitization and readout operation.

The silicon is actively cooled to remove heat due to SVX3D chip power as
well as that due to leakage currents after irradiation. Water fethylene glycol
coolant mixture of - 3°C for the silicon and electronics flows within internal
channels that are machined into the 8VXII beryllium bulkheads at each
barrel end, and in aluminum tubes attached to beryllivm wedges mounted
on the ISL space frame.

2.5 Central Outer Tracker (COT)

The Central Outer Tracker {COT) is located outside the silicon microstrip
detectors within a 1.4-T solenoidal magnetic feld [41]. It is designed to find
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Figure 2.13: A view of a portion of one COT end plate. The slots define the
radii of the & superlayers. Within a superlayer, wire-plane slots and sheet
alots alternate.

charged tracks in the central region |eta| < 1.0 with transverse momentum
pr as low as 400 MeV, and link tracks to hits in the inner silicon detectors.

The active volume of the COT spans 310 ¢m in the beam [axial) direction
z, and between 44 cm and 132 em in radios. It is filled with Argon— Ethane
C'Fy (50:35:15) mixture bubbled through isopropyl aleohol. This gas mixture
provides a fast drift velocity ~ 100 grre/ns that is essential for lowering a
mascimum drift time. The maximum drift time is required to be less than
the 396 ns bunch spacing, and with this gas it is about 100 ns in the drify
feld ~ 2 kV /em. This makes the COT immune to event pile-up, even at the
highest collision rate of 1/{132ns).

The COT is comprised of 30,240 sense wires running the length of the
chamber and strung between two precision-machined aluminum end plates.
The sense wires are grouped into eight superloyers, shown in Pigure 2.13,
that alternate axial-stereo with a stereo angle of £2°,

Axial superlayers provide accurate tracking information in the r — ¢ view.
Stereo superlayers provide tracking information in the r — = view, substan-
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Lhe sense wire planc.

tially less accurate, and are designated to measure n of the track. Each
superlaver is divided in ¢ into supercells and each supercell has 12 sense
wires vielding total 96 measurement layers. A masdmum drift distance is
established to be approximately the same for all superlayers by scaling the
number of supercells in a given superlayver with the radius.

It consists of 12 sense wires and 13 potential wires that alternate. Po-
tential wire are exposed and sense wires are placed at the midpoint between
couple of successive potential wires. Four shaper wires serve to close the su-
percell electro statically. A feld sheet (cathode) is placed on both sides. Each
feld sheet is shared with the neighboring supercell. The supercell is tilted by
35" with respect to the radial direction to compensate for the Lorentz angle
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of the drifting charged particles in the magnetic feld.

The field sheet is maintained at ground potential. The potential wires
are run at pogitive high voltage, ~ 2 kV, and the sense wires are run at ~ 3
kV. In order to maintain a uniform drift field actual voltages slightly differ
(less than 400 V) with the variation across a cell for the sense and potential
wire voltages.

Wire readout is performed via a custom-built ASD {amplifier, shaper,
discriminator) radiation-hard 8-channel chip. ASD boards are placed directly
on the chamber endeap. Pattern recognition logic allows multiple hits to be
recorded within a gingle sense wire.

Particles of charge ¢ moving in a uniform magnetic field _b?: ingide of the
CDF tracker, have a helicoidal trajectory with the radius of curvature

r = |£T (2.8)
g8
One obtaing the particle’s transverse momentum pr by reconstructing
COT hits that define the particle trajectory and measuring the radius of
curvature of helix r.

The momentum resclution of the COT is

all/p) =0.11% (2.9)

In addition, the COT provides particle identification information based
on the ionization less dF /dr measurement. To enhance particle identification
capabilities, the time-of-Hight detector is placed at the outer edge of the COT.
It consists of an array of scintillator bars about three meters long, matching
the COT active volume. Photomultiplier tubes attached to the both ends of
each par provide time and pulse height measurements.

Particle identification is performed by measuring the time of arrival of a
particle at the scintillator with respect to the collision time. The particle
mass mocan be then determined based on itg momentum p, the path length
L and the time of fight £,

P ety
=" I 1 (2.10)

The time of fight ¢ is measured with resolution ~ 130 ps which provides
a capability to distinguish between light K'* and =% hadrons and search for
new stable massive particles up to 500 Gel'.
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2.6 Calorimeter

Charged particles of interest with transverse momenta grater than 350 MeV
escape the magnetic field, and are detected by the calorimeters outside of
solenodd.

The calorimeters are separated into two regions. The central calorimeter
provides coverage over | < 1.1 and the plug calorimeter covers the pseu-
dorapidity region 1.1 < |f < 3.4, corresponding to polar angles between
37" and 3°. Each calorimeter consists of electromagnetic (EM) and hadronic
(HAD) parts, both segmented into projective towers[42, 43]. A collision prod-
uct meets first the EM part, and then traverses through the HAD part. The
amounts of energy of a particle deposited in each part of the calorimeter are
referred as an electromagnetic and hadronic energies respectively. The elec-
trons and photons leave mest of their energy in the EM part, while hadrons
lose their energy predominantly in the HAD pare of the calorimeter.

The central calorimeters are divided azimuthally into 24 wedges, each
eovering an azimuthal angel of 15" and extending about 250 ¢m along the
beam axis on either side of z = 0. The eentral electromagnetic calorime-
ter (CEM) starts at a radius of 173 em and is 35 cm thick, after that
the hadronic calorimeter (CHA) begins., the segmentation in pseudorapid-
ity forms calorimeter towers, which project back to the nominal interaction
point. Each tower covers Agp = .11, with a CHA tower directly behind the
matching tower in CEM. This allows one to measure the ratio of electromag-
netie to hadronic energy for each individual tower. A schematic of a single
central calorimeter wedge, showing both CEM and the CHA, and the tower
geometry if shown in Figure 2.15.

The calorimeters are made of alternating layers of absorber material with
a high nuclear number £ and the active readout material. In the electromag-
netic section the absorber 18 lead, and in the hadronic section it is iron. The
polystyrene scintillator serves as an active material. The CEM is composed
of 5 mm thick layers of scintillator and 3 mm layers of lead, while for the
CHA layers are thicker and arranged in 1.0 cm and 2.5 cm respectively.

As particles traverse through the absorber, they lose energy and produce
cascades of secondary particles, showers, which then interact in the seintil-
lators. The showers penetrate through many layers, and are sampled by
the scintillators until they are completely absorbed. The scintillator’s light
is collected throupgh acrylic light puides attached to photomultipliers, which
are located at the rear end of each wedge, as shown in Figure 2.16.

The amount of light is a measurement of the incident particle's energy.

The CEM thickness corresponds to 18 radiation lengths Xy, and its enerpgy
resolution is [42):
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Figure 2.15: Geometry of a central ealorimeter wedge and its towers.

ogp  13.5%
_— — @& 2% (2.11})
£ W BT
where @ means that the constant term is added in gquadrature. The first
term comes from sampling fluctuations and the photostatistics of PMTs, and

the second term comes from nonuniform response of the calorimeter.
The CHA is about 4.5 attenuation lengths Ay thick, with the enerpgy

resolution give by [43]

gg 0%
== —— 3% (2.12)
E ~ JEr

Transverse development of the electromagnetic showers is different for

electrons and hadrons. To enable a more precise measurement of the trans-
voerse profile a proportional strip and wire chamber, call the central elec-

tromagnetic shower counter (CES), is embedded in each tower of the central
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calorimeter at location where maximal average electromagnetic shower depo-
sition occurs (5.9Xg). The CES has cathode strips running in the azimuthal
direction, which provide r — ¢ information. In addition to the CES, the
central preradiator detector [CPR) composed of seintillator and PMT are
placed boetween the solenoid and the CEM. Both the CES and CPR help in
distinguishing electrons from hadrons.

The plug calorimeter comprises towers with the same structure as in the
central calorimeter. Figure 2,17 shows the plug calorimeter structure.

The electromagnetic section with shower position detection is followed
by a hadronic section. The plug calorimeter i8 divided in 12 concentric ¢
regions, which are further segmented in 24 for || < 2,11, or 12 for |5 > 2.11
projective towers. Figure 2,18 shows the segmentation of plug calorimeter.

The EM section of the plug calorimeter (PEM) consists of 23 absorber-
seintillator layers. A calcium-tin-lead alloy enclosed between steel plates
gerves as an absorber. The total PEM thickness corresponds to 21 X, radi-
ation lengths, and its energy resolution is [-H]

op  144%
T U @ 0.7% (2.13)

The first layer of the EM section is used as a preshower detector{ PPR).
Its structure is the same as the other EM layers except the first scintillator
is thicker {10 mm instead of 4mm) and is readout separately from the rest of
the calorimeter via multi-anode photomultiplier tubes [MAPMT). As in the
central calorimeter, a shower maximum detector (PES) is alse embedded in
the plug EM section at a depth of ~ 6X, radiation lengths [453]. Within each
region 5 mm wide scintillating strips are arranged in two layers in directions
parallel to either edge of the sector. The two layers are denoted U7 and “V7,
and are being offset from the radial direction by +22.53" and -22.5% respec-
tively. This provides a two-dimensional measurement of the shower with a
position resolution of ~ 1 mm.

The PHA calorimeter is comprised of 23 unit layers composed of 5 em
iron and 6 mm scintillator. It is about 7 Ar thick with the energy resolution

o B% _
B E @ 3% (2.14)

2.7 Muon Detectors

After escaping the tracking system, muons interact minimal within the calorime-
ter and are detected with arrays of drift tubes in the outermost part of the
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detector. The CDF muon system has four separate detectors: CMLU, CMP,
CMX and IMU. The central muon chambers (CMU) and the central muon
upgrade chambers (CMP) cover the pseudorapidity range |n| < 0.6, The
central muon extension chamber (CMX) provide coverage at (L6 < | < L0
The intermediate muon detector (IMU) are capable to identify muons in the
forward region up to |g| = 2.0 [46]. The ¢ coverage 18 not complete. The
CMU alone covers 84 % of the solid angle. The CMP cover 63%, and 53% is
eovered by both of these detectors. The CMX covers T1 % of the solid angle.
The complete ¢ — i coverage layout 15 shown in Figure 2,19,

The CMU is housed within the central calorimeter wedges, directly behind
the CHA (see Figure 2.16). Each CMU wedge covers azimuthally 12.6° with
2.4% pap between the wedges. Each wedge contains three muon towers and
each muon tower consists of four radial layers of four rectanpgular drift cells.
At the center of each driflt cell a sense wire runs the length of the wedge
(2260 mm). Pairs of sense wire are offset from each other by ~ 2 mm to
provide unambiguous ¢ measurement by determining which sense wire was
hit first. A track is measured with resolution of 250 pm is the r — ¢ plane.
The z-position of the track is obtained by comparing the pulse heights at
each end of the sense wires. The resolution in the v — z plane is 1.2 mm.
Tracks measured in at least 3 of the 4 lavers form a track segment, called a
stub,

Beyvond the CMU there is an additional 69 em thick steel shielding to
further reduce the number of “punch-through”™ hadrons escaping the hadronic
calorimetry. Behind the steel there are four additional layer of drift chambers,
which make up to central muon upgrade (CMP). The CMP operates very
similarly to the CMU but contains only one anode wire per chamber, and
the anode wires are not connected in couples, so that the CMP provides
only the r — ¢ measurement of the track. Unlike the CMU chambers, which
are arranged in towers, the CMP chambers are arranged in stacks positioned
around the detector. The inner and outer surfaces of the CMP are lined with
seintillator plates, called the TSP, used 1o provide timing information. The
CMP partially compensate the CMU ¢ gaps but has gaps on its own in the
region 80" < ¢ < 100" and 260° < ¢ < 280° due to the return yoke of the
solenoid.

The muon coverage 18 extended by additional muon chambers, which
constitute the central muon extension (CMX). The CMX is comprised of
four conical arches of drift tubes with layers of scintillator, called the CSX,
analogous to the CSP. The CSX sandwiches the CMX drift tubes and helps
in the identification of real muons.

Detection of muons in the forward region is accomplished by the IMU,
which consists of hour staggered layers of drilt tubes and seintillator counters.
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2.8 Data Acquisition System

Due to the high rate of the beam crossings, CDF employs a trigger system
to reduce the event rate down to a manageable level while retaining data
from small cross section interactions and maintaining high efficiency for the
broad range of the physics processes. The reduction rate is determined by
the speed at which data can be stored on tape.

The trigger system is comprised of three levels and is able to function
with a 132 ns bunch separation while keeping dead time as short as possible.
The trigger architecture is shown in Figure 2.20.

Each trigger level in fact consist of a number of separate triggers, each
with ¢ertain selection eriteria. Each sucoessive level of the trigger processes
fewer events than the preceding level, only those events which pass require-
ments of the preceding level, but it processes them with grater sophistication
and requires more time per an event. Level 1 uses custom designed hardware
to find physics objects based on part of the detector information and makes a
decision by simply counting the number of objects. The Level-2 trigger makes
use of hardware processors to do a limited event. reconstruction. The Level-3
trigger is implemented in software, and it uses a processor farm running on
the full data record of each event.

In the Level-1 trigger, the information from all detectors is buffered in
a 42-gvent deep synchronous pipeline and stored for 5.5 psee. During this
time the received data is analyzed by three parallel synchronous streams.
One stream finds calorimeter based ohjects (electrons, photons, jets), another
fnds stubs in the muon chambers, while the third one, the eXtremely Fast
Tracker [XFT), reconstructs tracks on the transverse plane of the COT, and
an extrapolation unit (XTRP) matches these tracks to the calorimeter and
muon chambers.

The calorimeter triggers are formed by applying thresholds to energy de-
positions in calorimeter trigger towers with a segmentation of approximately
drp x 8 = 0.2 % 15", The thresholds are applied to individual towers (ob-
ject triggers) as well as to sum of energles from all towers (global triggers).
Electron and photon triggers are formed by applying energy thresholds to
the electromagnetic (EM) energy in a tower, while jet triggers are formed
using the total (EM + HAD) energy in a tower. To identify electron/muon
candidates the onling track processor, the XTRP, links reconstructed XEFT
tracks with clusters in the EM calorimeter and pairs of hits in muon drift
tubes. pr and Er thresholds are programmable for the various detector re-
gions, and a Hexible decision module can from up to 64 different triggers by
setting requirements on the number and eertain features of the objects from
the Level-1 trigger streams. The decision module uses simple AND and OR
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gates, and each trigger rate can be prescaled to the desired value.

All elements of the Level-1 trigeger ave synchronized to the same clock and
a decision is made every 132 nsec. The rejection factor is about 150, thus
decreasing the event rate from 7.6 MHz to about 50 kHz.

Events satisfying the requirements of Level-1 trigger are downloaded into
one of four asynchronous event buffers and processed via programmable
Level-2 hardware processors. While Level-2 analyzes the events the buffer
cannot be used for additional Level-1 accepts. I all four buffers are full then
the experiment starts to incur deadtime. To keep the deadtime at an accept-
able level of 10 % and maintain the 30 kHz Level-1 rate, the Level-2 latency
is got Lo ) psec.

The first phase i3 an event building stage. Since jets usually affect more
than one calorimeter tower, the cluster finder (L2CAL) combines the energies
collected by single towers and forms clusters, thus providing a measurement
of the total jet energy Ep as well as average ¢ and 7 of the jet. The shower
maximum detectors {XOCES) reduce the rate of fake electrons and photons by
eliminating the background from single-phototube discharge and improving
matching between XFT tracks and EM clusters. The Silicon Vertex Tracker
(SWVT) reconstructs tracks in the vertex detector and measure their impact
parameter d.

On the second pipelined stage the results of the first phase are collected in
the memory of the Level-2 processors, which examine the data if the criteria
for any of the Level-2 triggers are satisfied. About one hundred different
Level-2 triggers can be formed. The Level-2 accept rate is about 300 Hz with
a rejection factor of about 150.

After being accepted by the Level-2 trigger, event fragments are collected
in the data acquisition system [DAQ)) buffers and then transferred via a
network switch to Event Builder CPU nodes, called converter nodes, where
events are assembled from their fragments to complete and with appropri-
ate data structures for analysis. The events are then passed to the Level-3
farm of parallel processor nodes, which take advantage of the full detector
information and improved resolution not available to the lower trigger levels.
They analyze and classify each event and then make a decision by applying
glittering mechanism. If the event is accepted, it is delivered to a permanent
storage by the consumer-server logger system (CSL). In addition, a sample
of events is sent to the online monitoring processes verilving that the detec-
tor, trigger and data acquisition system are functioning correctly. The rate
of events trans erred to tape is around 75 Hz with an average event size of
2590 kB corresponding to up to 20 MB/s total cutput rate.



Figure 2.16: One of the wedge shaped modules of the central electromagnetic
calorimeter. The ten [Ad, Ag) = (15°,0.11) projective towers are shown.
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Figure 2.17: Cross section of an upper part of the plug calorimeter.
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Figure 2.20: Functional block diagram of the CDF data How.
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Chapter 3

Reconstruction of Experimental
Objects

As outlined in Chapter 1, the ¢f dilepton events {pg — tEX — bW BV X —
bt el ~5X) have a signature that is characterized by two high-pr leptons,
electrons or muong, two high-Fr jets and two neutrinog resulting in a large
transverse energy imbalance, missing transverse energy, Ep.

This Chapter describes in detail the identification variables and criteria
applied to identify final state objects in the event by the detector components.
We start with the electron identification in the central and plug regions of
the detector, discuss the requirements for muon candidates, deseribe the jet
reconstruction algorithm and corrections to the jet energies, and the way we
determine the energy of neutrinos escaping the detector. We describe the
global event selection in the next chapter.

3.1 Electron Identification

Electrons resulting from the dilepton channel of the §f decay are highly en-
ergetic. They can be identified by a high-pp track in the drift chamber and
large energy depositions in electromagnetic calorimeters. At energies of tens
of GeV the dominant energy loss for electrons is bremsstrablung. When elec-
trons traverse the lead absorbers in the electromagnetic calorimeter, they
interact with the nuclei of the material and emit photons which produce
electron-positron pairs ete”. The secondary particles are also very ener-
getic and lead to production of an electromagnetic cascade, called a shower.
The shape and position of the electromagnetic shower is measured by shower
mascimm detectors, and the shower characteristics are used in electron iden-
tification. A hadronic shower i3 longer and much broader. Electrons depaosit
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maost of their energy in a single electromagnetic calorimeter tower, while a
hadronic shower continues into the hadronie section of the calorimeter and
into the adjacent calorimeter towers. In addition to certain shower proper-
ties, for electrons the momentum of the track pointing to the shower should
match the energy in the calorimeter.

3.1.1 Central Electrons

Central electron candidates traverse the central part of the detector, | <
1.1, leaving the track in the COT and depositing most of their energies in the
CEM calorimeter. The following variables and criteria are used to identify
high-pr electrons:

o Ep = FE ginf > 20 GeV

The transverse alectromagnetic energy Fp deposited by the electron
candidate in the CEM cluster. It is given by the total electromagnetic
energy of the electron cluster E multiplied by sind of the COT track
pointing to the seed tower of the cluster. An electron eluster is formed
of a seed EM tower, where are added to the seed tower until the max-
imum cluster size is reached. The cluster at mascimum has two towers
in pseudorapidity and one tower azimuth. The energy £ i8 corrected
for differences due to non-linearities and time-dependent changes.

o pr = 10 Gey

The transverse momentum by the COT track measured by its curvature
in the magnetic feld. Raw COT resolution is substantially improved
by constraining the track to originate from the beam line. The beamn
cortstrained tracking introduces a pp curvature bias in data, which
is removed by eorrecting the signed curvature Q/pp, where (J is the
charge of the track:

@ _ 9 500037 0.0011 x sinf¢ + 0.28) (3.1)

pr T

Later in the text we refer to the py of the COT track when beam
congtrained, pf™. This correction is applied only to data and not to
simulation of events.

o Epna/Eom < 0,055 + 0.00045 % E\ e
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The ratio of the hadronie calorimeter (CHA) energy of the cluster By 4
Lo its electromagnetic energy B, (CEM). The value Eyga/ Eyy is scaled
by a factor of 0.00045 multiplied by the total energy of the cluster Eau
to eompensate for inefliciency of the cut at very high energies, as higher
energy electrons have more leakage into the hadronic calorimeter.

E /P < 2is applied for electrons with Er < 199 GeV orpr < 50 GeV.

The ratic of the electromagnetic calorimeter energy E to the COT
track momentum . During the passage through the material inside
the COT inner radius the electron might radiate a photon {“external
bremsstrahlung™). The photon 8 collinear with the electron and it
penerally deposits it8 energy in the same calorimeter tower, thus not
much affecting the value of Ep, however the momentum pp measiured
in the COT after bremsstrahlung will be smaller. This causes a long
tail in the E/P distribution above L0,

Lo, < 0.2,

The lateral shower profile L,,, 18 a measure of how well the lateral

shower development matches that expected from the electromagnetic
shower. This variable compares the energies of CEM calorimeter towers

adjacent to the seed tower of the EM cluster with energies expected
from the test beam electrons. It is defined as a sum over towers:

-E._-:rn.u.nu:rn:l Eﬂpl‘:'-l'-éﬂ

Ly, =014 .
. Z ,U/n (0.14VE)? + 0% pupuct

(3.2)

where measured E; is a measured energy in the CEM tower i; Fetpected;
is an energy deposit in the i-th tower expected from the test beam
electrons and E is the energy of the EM cluster. [II.M«.,-"E e presents

the error on the energy measurement and r.rF_,,_Mm is the uncertainty

an the energy estimate. For a typical BEM cluster Logpe 18 & two-tower
sum. Any extra particles accompanying the one responsible for the
main EM shower will tend to add to the energy in adjacent tower and
make L, a large positive number.

J0em < QAx < 15em; [Az| < 3em

The distance Az [ (|Az]) in the r-¢/(r = 2} plane between the COT
track extrapolated to the CES and the best matching CES cluster. The

cut on Az has been multiplied by the charge Q) of the electron and it
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is asymmetric in ¥ — ¢ to account for energy of the photon emitted in
bremsstrahlung radiation. This requirement on a tight match between
the track and shower position removes a large number of fake electron
due to the coincidence of charged and neutral hadrons in the same
tower, mainly due to 7% and =% results in a reconstructed track that

matches the electromagnetic cluster.

-"'['!nr_'rlp < 10

The _‘{l comparison of the CES shower profile in the + — z view with
the shower profile extracted form test beam electrons. The y*-fit is
performed on the distribution of energy deposited on each of the 11
gtrips in the CES shower.

| 2veriee | < 60 cm

The interaction position in 2, 2., 18 taken from z,, the z intersection
of the track with the beam axis in the v — z plane. The longitudinal
spread of the event vertex about the nominal interaction pint z = 0
ig a Gaussian with & = 26 cm. The vertex position 15 required to be
within 2 .

Track quality cuts

To insure that the track associated with electron is well reconstructed,
it must pass through two axial and three stereo superlavers (SL) of
COT with at least 7 hits out of 12 in each SL.

Iiducialivy

This variable insures that the electron is reconstructed in a region of
the detector that s well instrumented. The electron position in the
CEM is determined by the CES shower position and it must satisfy the
following requirement.

— the electron must lie with 21 em of the tower center in the r — &
view, 30 that the shower is fully contained in the active region,
this corresponds to the cut |zogs| < 21 em, where the Topg is the
local coordinate of the calorimeter tower.

— the region |repsl < 9 cm, where the two halves of the cen-
tral calorimeter meet 18 excluded, as well as the region |zops| =
230 frmem, which corresponds to the outer half of the CEM tower
(tower®), as it is more subjected to the leakage into the hadronic
part of the calorimeter.



— the region immediately close to the point of penetration of the
cryopgenic connections to the solenoidal magnet, the chimney, is
un-ingtrumented and therefore excluded. It corresponds to 0.77 <
i< L0, 75" < ¢ < 90" and |zops| = 193 cm.

— the region 1.05 < || < 1.10 is excluded due to the smaller depth
of the electromagnetic calorimeter.

e Nob oA conversion

Photons produced either directly in the hard scattering or from hadeon
decays interact with the material in the detector and convert to electron-
pogitron paris. These photon conversion can be identified by the pres-
ence of another track of the opposite sign near the electron candi-
date. If the two tracks exhibit small v — ¢ separation in the pint of
conversion |AXY| < 0.2 ¢m, and the difference in their polar angle
|Acot g < 0.04, the electron candidate is fagped as a conversion and
the whole event is rejectad.

s Isolation = Bl Fluster = (1

where ESe — EOA _ EOURET fe the transverse energy En' in a cone

of rading AR = \f[.ﬂr;]"! F[Ag)® < 0.4 around the electron clus-
ter (hadronic + electromagnetic) excluding the electron cluster energy
Eguster  Thig cut in fact is not an electron identification requirement. It
rejects the electrons that are not isolated from extra hadronie activity
and could be the products of quark semi-leptonic decays, while elec-
trong from W and Z decays are expected to be isolated. We therefore
congider both categories of isolated and non-isolated electrons in the
event selection.

The isolation is corrected for leakage energy into the neighboring o
wedge outside of the cone, which increases towards the edges of the
¢ wedges. The respective correction factor is determined form Monte
Carlo data comparison and parametrized the form:

Eicak = E*** . By . exp Py - (|zers| — 21) (3.3)

where Fy = 0.0511 £ 0.0075 and P, = 0.33 £ 0.061. If additional
interactions occur in the same bunch erossing the energy in a cone
is increased. Therefore isolation is also corrected for the number of
interactions par bunch-crossing, the efficiency of the cut then becomes
independent of the instantaneous luminosity. This correction factor is
determined similarly to jet multiple interaction energy correction.
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The corrected isolation energy is then
SOOT _ elsn ] -
£ = b Eloak — B (3.4)
and corrected isolation is given by

1 50y = ES0T  pluster (3.5)

Central electron 1D efficiency was determined from the Z — ¢¥e™ events
were selected as dilepton events of opposite charge falling into Z mass window,
78 GeV < My < 105 GeV. The number of olserved same-sign dielectron
event's is the same Z mass range served as an estimate of QCD background
contamination. At least one electron was required to be tight, Le. passing
all identification cut.

3.1.2 Plug Electrons

Electron candidates deposition their energies in the PEM calorimeter are
referred o as plug electrons. We impose the following identification criteria
to define plug electron candidates:

e 1.2 |-r|l| < 20

Although plug electron can be identified up to |n| < 2.5, this analy-
sis considers only those with 7| < 2.0, primarily due to large charge
misidentification rate at high pseudorapidities 7. This cut has a small
effect on the ¢ acceptance, as final products of £ decay events are
mostly central and the acceptance falls rapidly at large 5, while back-
grounds considerably increase. The low prregion |g) < 1.2 is excluded
due to geometrical reasons sinee the PES detector does not provide
ugable coverage there. The track information from the COT is un-
available in the forward region of the detector, as plug electrons do
not traverse the active volume of the COT. Plug electron candidates
identified based only on the presence of an EM cluster in the PEM
calorimeter, Le. with no track regquirements, are called PEM electrons.
PEM electron candidates do not provide charge sign information and
are subject to a large fake rate.

To reduce the misidentification rate the track reconstruction for plug
electrons is performed by utilizing the silicon layer (ISL} residing in
the forward part of the detector and providing usable coverage in
1.2 < || < 1.8 rage. The silicon pattern recognition code extrap-
olates the hits in the outer layers to the inner layers of silicon and

46



determines the location of the primary vertex. The tracking efficiency
for tracks pointing to the plug region is considerably lower than for
the central part of the detector. It is improved by a special algorithm,
called phoeniz algorithm. the Phoenix algorithm makes use of the infor-
mation of the PES position of an EM shower. [t constraints the track
at two endpoints, one ig fixed at the interaction vertex and the other
is at the PES position of an EM shower. Adoption the correspond-
ing PEM cluster energy as the momentum of the electron, a helix of
the track can be determined. This defines two possible track trajec-
tories, one is for negative and the other is for positive charge. The
silicon pattern recognition code further attempts to reconstruct those
tracks by matching hits in the layvers of silicon. If one of these tracks
is reconstructed, it 18 appended to the event record as being associated
with the respective electron candidate. If both tracks are reconstructed
then the algorithm performs the y*-fit of a possible electron trajectory
and adopts the track best matching the activity in the silicon detector.
Such a track is call a Phoeniz plug electron, abbreviated as PHX.

The Phoenix algorithm establishes charge identification for plug elec-

tron candidates beyond the coverage of the forward silicon layers up to
|7 < 2.0.

e E7 = 2 GeV

Unlike the CEM clusters, the PEM clusters are limited to 2x2-two
towers in pseudorapidity by two towers in azimuth.

L] Ehld_ll'IEr_-m < D.ﬂ.:':

Similar to the central electrons, the ratio of the hadronic ealorimeter
(PHA)} energy of the cluster FEp.y to its electromagnetic energy B
(PEM).

o Unwg = 0L63 and Viwa > (L6 The gquantities Uswe and Vawy are essentially
isolation variables for the shower maximum detector independently ap-
plied to both the U and V layvers. The PES elustering is performed by
ordering PES strips in decreasing energy with the highest-energy strips
used as seeds. Then a Axed-width nine-strip cluster is formed from
each seed. This is done separately for 1D U- and V- layer clusters.
The quantities Ly ,.q and Vi, represent the ratics of energy sum in the
central 5 strips of a PES cluster to the total energy of the PES cluster
(in all 9 strips).

o ."I.’::-c:l < 10
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This variable represents the goodness of * — fit measure of the energy
distribution in 3x 3 towers around the seed tower to energy distributions
from test beam electrons.

o |[ARpps| <3 om

The x* — fil also determines the pesition for the eenter of the shower.
ARpps = +/(An)? + (Ag)? is the distance between the x*)3 x 3 best
fit position and the intersection of the centroids in the U- and V-layer

PES clusters. AR matching requirement is also enforced between the
PES coordinates and the extrapolated Phoenix track.

« N, 23

Number of Silicon hits NE"L.. This requirement is enforced to improve
the quality of the silicon tracks at the cost of some efficiency.

® |z < 60

This cut ig identical to the CEM electrons.

s Isolation = EI®/ESer .1

This variable is defined identically to the CEM electrons. The correc-
Liong Lo Ef!“ are done differently, however, as the clustering algorithm
in the plug region differs from the one in the central region. The leak-

age energy is parametrized depending on the distance of the tower form
the center of the electron shower in @ and .

Plug electron 1D efficiency was determined from the Z — ete” data sam-
ple, similar to how it was done for contral electrons. 2 = ete” events were
selected as central-plug dielectron events in the ¥ mass range. The central
electron was required to be a good electron, e, pass all tight identifica-
tion criteria, and the other leg was required to be an EM object fiducial to
the plug region. Plug electron 1D efficiency was determined as the ratio of
tight-tight [central-plug) candidates over tight-loose candidates.

3.2 Muon Identification

Muons are minimum-ionizing particles which penetrate matter very easily.
Muons resulting from the dilepton channel of the ¢ decay, as well as electrons,
are very energetic. They are identified by the high-py track in COT, very
little energy depogition in the calorimeters, and matching hits in the muon
chambers. A muon candidate 18 required to have aligned hits in both r — ¢
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and r — z planes on at least 3 separate layers. These hits form a muon
gtub which is then matched to the COT tracks extrapolated to the muon
chamiwers.

Muons are categorized by the detector region through which they pass.
Muons reconstructed in both the CMU and CMP chambers are called CMUP
muonsg. Due to the gaps in the muon chambers coverage there are also muon
that are reconstructed only in the CMU or the CMP muon chambers. These
muons are called CMU, CMP respectively. Muons with stubs in the CMX
chamber are called CMX muons. The COT tracks with no muon stubs
are also considered as muon candidates. Such muonsg are required to have
minimum eénergy depositions in the calorimeter. These muon candidates are
called CMIO's [central minimum ionizing objects). The following criteria are
applied for muon candidates:

o pr > 20 Gey

The transverse momentum of the COT track. The track is beam con-
strained and pp corrections are applied identically as it is done for
electrons,

® |z4| < 60 cm

Az for electrong, the z-position of the muon track ig associated with
the event vertex and required to be within 60 cm from the geometrical
center of the detector.

o dy < 0.2 cm for tracks with no silicon hits; dy < 0.02 em for tracks
with silicon hits.

The impact parameter dy is the distance between the reconstructed
muon track and the beam axis in the v — ¢ plane.  Unlike others
this selection variable is based on the default muon track, not beam-
constrained, and a trigger cut is applied if the track containg silicon
hits. This cut forces the muon to originate from the nominal interac-
tion region and substantially reduces the cosmic muon backpground. It
also helps to remove muons from kaons and pions that decay in fight.

o Track quality cuts

Track quality cutg are identical to electron track quality cuts. The

track is required to have at least 7 COT hits on at least 2 axial and 3
atereo superlayers.

e Fom < 24 Ir:ur{ﬂ,ﬂ.ﬂll-ﬁ[!’ lﬂl.']}l] el
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The energy deposited in the electromagnetic calorimeter. High pp
muons are not expected v deposit substantial amount of energy in the
electromagnetic calorimeter. the sliding cut is introduced for muons
with P < 100Fel to increase efficiency of the cut.

Ehag < 6 4 max(0, 0.0280( P — 100}) GeV

The energy deposited in the hadronic calorimeter is higher, but still
quite small in comparison to strongly interacting jets.

Eom + Egg = 0.1 frmGel for stubless muon only.

Stubless muons are required to have a non-zero energy deposition in the
calorimeter to limit backgrounds from electrons escaping the detector
through eracks in the calorimeter.

|ﬁ_'.l:||::|.1'[; E 7 cm

The distance in the r—g plane between the extrapolated COT track and
the stub segment in the relevant muon chamber, The muon candidate
passing this requirement falls into CMUP or CMU category.

|ﬁ.‘.|:||:11'p ':_: o cm

Muons in the CMP and CMX detector traverse more material than
in the CMU and experience grater deflections due to multiple seatter-

ing. Therefore, the track-to-stub matching cut are looser. This muon
candidate falls into CMUP or CMP categary.

|ﬁ.‘.|:|m.m < 6 om

CMX muon category requirement.

poor = 140 ¢m

The COT exit radius

_signln) - zoor = 2

(3.6)

is based on psendorapidity n and 2o of the track, where zeor = 155 cm
i the length of the COT and ¢ is the polar angle.

This cut is enforeed only for CMX muons to eliminate the data bias
due to the NPT trigger requirement that a track must leave hits in at
least four COT superlayers.



o Isolation = E fpp < 0.1

where E® — Fgene . pllower i the difference between energy in the cone
of AR = 0.4 around the muon track ET™ and the amount of energy
in the tewer associated with the muon track b}':" .

® nol-Cosmie

Cosmic ray can be identified in the CDF detector as dimuon events leav-
ing a nearly straight track and therefore mimickintg a very energetic
ptyu” pair. Since cosmic ravs do not originate from a ppbar collision
and enter the detector at random locations, this background 18 reduced
by a cut on the track impact parameter dy. In addition, eosmic rays
appear randomly in time and can be distinguished by substantial time
delay between the hits of the two muons in the hadronic calorimeter,
measured by Time to Digital Converter {TDC), and by using timing
information from the Time of Flight detector {TOF). All of this infor-
mation is analyzed by the software eode, named Cosmic Ray Tagger,
which makes a decision on Dagging an event as a cosmic. Events with
muon identified as cosmics are rejected.

The muon 1D efficiencies are measured wsing 2 boson decays 27— up
similarly to electrons. Both legs are linked to a CMUP or CMX muon stub,
where one leg 1s required to pass tight identification criteria and is matched
to Level-1 trigger information, while the second leg is chosen to be fiducial
to the tested detector region (eg. CMUP, CMX), or non-fducial to any (for
stubless CMIO muons) and examined if it passed muon 1D cuts thus being
independent of a trigger requirement.

3.3 Jet Reconstruction

At high energies, as those achieved in Tevatron, jets are the dominant feature
of hadron production. They result from point-like collisions of a quark or
gluon from the proton with a quark or gluon from the antiproton. A jet is
formed from a scattered initiating parton, which experiences fragmentation
leading to the creation of a stream of energetic colorless particles emitted
spatially collimated along the original parton direction.

The jets are observed as cluster of energy located in adjacent detector
towers. Typically a jet contains neutral or charged pions to a lesser extent of
kaons, and about 10 % of light barvons such as protons and neutrons. Pions
mostly deposit their energies in electromagnetic calorimeter, while kaon and



baryons leave most of their energies in the hadronie section of the calorime-
ter. The energy of the initial parton can be approximated by summing
the tower energies within a cone of specified size. This procedure is called
jetelustering. The cone size 18 chosen to encompass most of the jet energy
without allowing a significant contribution from other event activity. It is
defined in 7 — ¢ space by its radius, R = /Aq? + Ag? and is centered at the
largest calorimeter energy tower serving as a seed tower of the jet cluster.
This analysis is using a cone size of AR = 0.4,

After the jet eluster is thus formed, the Ep weighted centroid of the
cluster is determined, as follows

E:H1 E’:"'FI"
Theontrold = (3.7}
T Er
N 'l
ecmria = 2151 1% (3.8)
2 B

where the sums are carried ot over all calorimeter towers in the cluster. 1t
defined the centroid tower and a new cone drawn around this position. This
process 18 iterated until the cluster remaing unchanged in two consecutive
paths. In some cases two clusters can overlap and then they are either merged
into one, if the sum of the energies in shared towers exceed 753 % of the energy
of the smaller cluster, or left intact.

The jet four-momentum | E™% plw p;,"",pi”""] i then determined by the
following sums over the cluster towers:

N

E™ =% E (3.9)
}fu

prt =" Eysinf cos ¢, (3.10)
i
Nu

p;l“ :Eﬁisinﬂiﬂhlm [3.11]
iNl:I

Pt =3 Ejeos ¢y (3.12)
{mi

These quantities are referred w0 as raw, sinee they are affected by mis-
measurements for a variety of reasons due to both to physics and to detector

effects and are different from the true energies of the partons which initiated
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jets. Therefore proper corrections need to be applied to reconstruct true
momentums of partons.

3.3.1 Jet Energy Corrections

The measured four-vector of jets generally differs from the energies of the
initial partons. This is the result from both instrumental and physical ef-
fects such as low energy non-linearities, 5 crack energy losses, underlying
events, and clustering. Some of the corrections are decided by the measur-
able quantities independent of the theory, while some of them rely on the
theory prediction. Thus the row jet energies measured in the ealorimeter
must be corrected for detector effects at first before they can be compared
to physics predictions /models. The correction strategy is the followings:

e Helative Corrections

The first step in jet energy corrections is to correct the jets for any
variation in the response with detector . For this correction, dijet
event samples are used. Since the transverse energy of the two jets in
a 2 — 2 process should be equal, the energies of jets in the plug and
forward calorimeters are scaled to give the energy of an equivalent jet
in the central calorimeter. One well-measured central jet (0.2 < |q|
< [.6) 18 required and a scale factor is derived from the dijet balance
to the second jet. The central calorimeters CEM/CHA are the best
understood calorimeters in COF and the selected region is far away
from the cracks. The gain variation depending on the time {run range)
in the plug calorimeters is also taken into account. The corrections
for the Monte Carlo and data are determined separately since some
discrepancy between data and simulation can be seen due to a lack of
the materials in the detector simulation.

o Multiple Interaction Corrections

The multiple interaction affects the measured jet energy when the en-
ergy from these minimum bias events falls into the jet clustering cone.
The transverse energy in a random cone 18 measured in minimum bias
data and parameterized as a function of the number of vertices in the
event. This transverse energy is subtracted from each jet to account
for multiple interaction in the same bunch crossing as a function of
the number of vertices in the event. This correction factor is a linear
function of the number of reconstructed vertices in the event. Ounly
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vertices associated with at least 2 COT tracks in minimum bias events
are used to decide this correction factor.

Atsolute Corrections

The jet energy measured by the calorimeters must be corrected for any
non-linearity and energy loss in the un-instrumented regions of each
calorimeter. The absolute jet corrections account for the response to
particle-level energy in the central calorimeter. This correction depends
on the jet fragmentation properties. The calibration point is derived
uging a 50 GeV pion from test beam data. For the non-linearity re-
sponse, the tuned Monte Carlo events are used for the charged and
neutral particles. After fragmentation, the events are processed with
a full CDF detector simulation. Each simulated event is compared to
the total pr of all generated particles lying in a cone centered about
the measured jet axis. A quadratic spline fit is used o parameterize
the mean jet response as a function of Ey for the each cone size.

Underlying HEvent Carrections

The underlying event containg all the soft interactions except the hard
one. The underlying event energies must be subtracted from the mea-
sured jet energy when these particles fall into the elustering cone. The
correction procedure 18 the same as the multiple interaction correction.
Events with only one vertex are used to determine the underlying event
COrrection.

Out-of-Cone Corrections

The jet clustering may not nclude all the energy from the initiating
parton. Some of the partons generated during fragmentation may fall
outside the cone chosen for clustering algorithm. Cut-cf-cone eorrec-
tions are applied in order to correct the particle-level jet energy to the
parton energy (as much as theoretically allowed). These corrections
are completely independent of detector fealorimeter performance and
depend on the parton ragmentation functions. The correction factor
is parameterized as a function of jet pp. Jet tends to become narrower
at large energies, and the fractional energy deposited outside the cone
decreases.



Thus, the jet energy is corrected by
priR) = [pr" () % frg = UEM(R)] x fue( ) = UE{R} + OC(R}, (3.13)

where I denotes the clustering cone size, pr and p7™ are the corrected
and row transverse momenta of jet, [y is the relative jet energy correc-
tion, UEM{ ) is the multiple interactions correction, [, (/) 18 the absolute
jet energy correction, UE({R) is the underlying event correction, and OC{H)
is the out-of-cone correction.

3.3.2 Jet Energy Scale Uncertainties

The differences between the data and CDF simulations of the jet responses
are treated as the systematic uncertainties of the jet energy scale [JES)
[47]. The uncertainties are estimated for each type of jet energy corrections.
The uncertainties due to the absolute scale and the jet shape {out-of-cone)
are dominant. The main systematic uncertainties on the absolute scale are
obtained by propagating the uncertainties on the single particle response
(E/p) and the fragmentation. Smaller contributions are from the calorimeter
response close to tower boundaries in azimuth, and from the stability of the
calorimeter calibration with time. The uncertainties from the jet shape are
estimated by measuring the energy flow between cones of size 0.4 and 1.3 in
both data and MC simulations. The total JES uncertainties in the central
region are shown in Figure 3.1,

3.4 Missing Energy

Neutrines interact only through weak interactions and therefore cannot be
directly detected as they traverse the detector material. Production of neu-
trings in an event can be spotted by the existence of the large imbalance
in the calorimeter energy. The longitudinal component of the colliding par-
tons i8 not known, but the transverse component i8 subject to conservation,
and the sum of the transverse components of the neutrino MOMenta can ke
measured. This quantity is called missing transverse energy Ep . The miss-
ing transverse energy is two-component vector {J,'d‘nﬁ'n]_ The raw value

aof J,’rfr is defined by the negative vector sum of the transverse energy of all
calorimeter Lowers:

By =~ (Esino)i, (3.14)
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Figure 3.1: The total uncertainties of JES as a function of corrected jet pr
in the central calorimeter (0.2 < |n| < 0.6).

where E| is the energy of the --th tower, 7; is a transverse unit vector pointing
to the center of the tower and 8, is the polar angle of the line pointing from
zg. z-coordinate of the event vertex, to the i-th tower. This sum extends to
| detectar | < 3.6.

The value of ﬁ:ﬂ should be further corrected for escaping muons and jet
energy mismeasurements. Muons do not deposit substantial energy in the
calorimeter, but may carry out significant amount of the energy. The sum
of transverse momenta of escaping muons » f-iir*lp measured in the COT has
to be added to the E;:w with a negative sign and the energy deposited by
muons in the calorimeters ¥ E:T""..}Flnnf to be subtracted from that sum, as it
has been already counted in the B4 .

Ounly raw values of jet energies contribute to the E:w and these values
have to be replaced in the sum by the corrected ones. The corrected value

— COT
of £ is therefore given by the following relation:

By =7 - | Y Pr- Y Bry (EE%“;. 3 i, J815)
INa0neS muons i o

Unecertainties in Fp  are dominated by uncertainties in jet energies. Mis-
measurements of £ result from jets traversing through poorly instrumented
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regions of detectors, e.g. cracks, dead zones, and beam halo effects. They
may also result from cosmic rays, muon misidentification and mismeasure-
ments in muon track momenta.

The resolution of the By generally depends on the response of the calorime-
ter to the total energy deposited in the event. It is parameterized in terms
of the total scalar transverse energy . By which is defined as

S Br = Y Esing, (3.16)

The £ resolution in the data is measured with minimum bias events,
dominated by inelastic pp collisions. In minimum biag events the x and y
components of E:r are distributed as Gaussian around zero with o, = Jy = &

dN Er
~ T ey 3.17
B, P\ 202 (3.17)

The B resolution A = 1|,I'{$#-} ig then given by A = xﬂ'{i._"crim. It is
expected to scale as a square root of the total transverse energy in the event,
% Ep, is determined to be A =~ 064,/ E Ep from minimum bias studies.



Chapter 4

Measurement of the Top-quark
Pair Production Cross Section

In this chapter, the measurements of the top quark pair production cross
section (o(pg — X)) in the dilepton channel are described. The production
cross section s caleulated from the following formula:

_ Nope = N
o(pp }z:x]:H, (4.1)

where Nobs 18 the number of events in data passing event selection, Nokg is the
number of non-£f events expected to pass event selection, A is i acceptance

[geometric acceptance and event selection efficiency), and £ is the integrated
lumincsity of the data.

4.1 Samples

The results presented are obtained by using the data collected with the CDF
detector from December 2004 to May 2007 (2 b™).

The data are collected either via the central high pr electron or muon
trigger paths. For this analysis we ignore events triggered by a plug elec-
tron plus missing energy as they contributed only a small percentage of the
total acceptance (~ 4.5%) and required an ad-hoc treatment of the trigger
efficiency.

The cross sections for SM processes that we consider as backgrounds and
which can be simulated in a MO are given in Table 4.1, The main T signal
MC sample is the 4.8 M events of inclusive Pythia[48] sample generated at
Migp = 175 GeV. To model the main sources of Standard Model backgrounds
to the top dilepton channel we use:
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Table 4.1: Cross Sections for different Standard Model processes considered
as background to the top dilepton selection. The final NLO cross section
are either already quote here as o or obtained multiplying the o in the first
column by the K-factor in the second column.

Process Cross Section o (pb) | K-Tactor
Z—reefup 3003 1.4
L= 7T 23843 1.4
W 12.440.8 NA
Wi 3.740.1 NA
£ 3.840.8 NA
Wy 324+3.2 1.36

e Alpgen Zlee) sample [or Z — e

e Alpgen Z{pu) sample for 2 —» up

e Alpgen Z(r7) sample for 2 — 77

e PYTHIA dibeson sample [or WW/WZ/ZZ diboson events
e Baur Wy sample for Wy, W — e /W = pw events

Diboson backgrounds are generated with PYTHIA, The Wy samples are gen-
erated with the Baur Monte Carlo. To keep good statistics, the Z sample are
generated with the Alpgen [49] Monte Carlo. The matrix element generator
Alpgen can generate Z+4parton sample. Thus Alpgen generator is efficient
for especially these rare events, our background from Z have at least two jet.
The ZZ events are generated with My > 2 GeV. Their eross section is ob-
tained by multiplying a NLO MCFM calculation for Mg > 15 GeV of 2.1 ph
by the fraction of events found with My < 15 GeV over the total. A 20%
uncertainty is assumed for o(Z2) given the uncertainty of the extrapolation
method. Table 4.1 summarizes the NLO cross sections assumed for each MC
sample.

The caleulation of events with one jet/track faking a lepton uses fake lep-
ton identification rates extracted from the JETS0 inclusive jet samples that
is triggered by 50 GeV jet. Fake rates from the JET20, JETT0 and JET100
samples, each jet sample triggered by 20, 70, 100 Ge\' jet respectively, are
used to access the systematic uncertainty on the fake estimates.



4.2 Top dilepton (DIL) event selection

DIL selection aims at reconstructing & events with both W's from top de-
caying leptonically. It requires two fully identified electrons or muons with
transverse energy above 20 GeV, ¥y > 25 GeV and at least two tight jets of
Er > 15 GeV. The first, or trigger lepton can be one of three types: CEM
electron, CMUP or CMX muon. The second, or loose lepton, can be also
non-isolated or an isolated PHX electron or one of the non-trigger muon
types: CMU-only, CMP-only and CMIO. Details on the cuts used to identify
each lepton category are contained in Section 3. Non isolated counterpart of
the trigger leptons (Le. NICEM electrons and NICMUP/NICMX muons) are
allowed to trigger the event when they come together with a PHX electron
to recover most of the acceptance lost by dropping the plug electron dataset.

The jets are corrected up to hadron level [Le. we don™t apply Under-
lving Events and Out-of-Cone Correction, jet is called parton level after
these correction). We should mention here that for the purpese of correcting
Fr (which is caleulated starting from the raw transverse energy deposited in
each tower of the calorimeter), we used the jet energy scale caleculated ignor-
ing the Multiple Interaction correction order to avold over-correcting By for
the presence of energy due to extra interactions.

Extra event topology cuts are imposed to improve the purity of the se-
lection:

o Z-veto for ee and pp events with reconstructed dilepton invariant mass
in the 76-106 GeV window. See details below.

o L-cut in the (Er , dmin) plane to reject Z— v+ events and events with
mis-measured £ from jets pointing to cracks in the calorimeter: this

cut requires the event $y to be above 50 GeV is there is any lepton or
jet inside 207 of the Ko direction.

e Hp > 200 GeV cut to suppress events from an initial state lighter that
¢t

e opposite charge for the two leptons.

We defined MET Significance as:

MetSig = (4.2)

i EI}'BHII
where Ef*™ i3 the sum of transverse raw energies deposited in all calorimeter
towers, corrected for any muon pr and for the difference between the raw
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and the corrected energy of tight jets in the event. We find that a cut on
MetSig > 44/GeV reduce the background by ~ 25%, mostly in the Drell-Yan
channel.

4.3 Cross Section Denominator

The denominator of the erogs section caloulation can be written as an accep-
tance times the luminosity (see Eq. (4.1)). The acceptance itsell is the con-
volution of the MC acceptance and of different correction factors estimated
from comparing the efficiency predicted by MC and data in independent con-
trol samples. Por the DIL selection we choose to compute the denominator
as:

AxL = Y AxL (4.3)
A = -‘hlrg x ‘-'?1.11

where the index ¢ run over all of the DIL selection categories, each made
of a pair of leptons, #,£,. The PYTHIA ¢f MC raw efficioncies efficiencies
Ay gy, caleulated as the ratio of the number of dilepton events passing the
DIL selection in the #f MC sample, are multiplied by the dilepton correction
factors Oy g, and by the luminosities £ appropriate for each lepton pair.

The dilepton correction factors Cpp, are calculated using the following
factorization.

C‘.Ih = Lﬁ:\ = {":FFI I f.“-?! L“’?I EE""_']I:I - SFLSPE ["I"j]

where e, is efficiency of the cut imposed on all MO events to have the event
vertex reconstructed inside a £60 em region from the nominal z=0; €yrg, ALE
the trigger efficiencies for the two leptons; SF; are the identification scale
factor, measured as the ratios of the data over the MC lepton identification
and muon reconstruction efficiencies.

The trigger efficiencies and identification scale factors for each single lep-
ton in the dilepton pair are reported in Table 4.2, The efficiency of the event
for the primary vertex |zpry| < 60 cm cut is also reported in Table 4.2

Table 4.3 details all of the inputs to equation 4.3. Summing over all of the
DIL categories, we obtain a denominator for the 2.0 b 'DIL cross section of
14131 £0.078 phb 1: where the uncertainty comes solely from the propagation
of the uncertainties of each term in equation 4.4,
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Table 4.2: List by lepton type of vertex reconstruction efficiency ¢, trigger
efficiency ey, and lepton identification scale factors SF. The electron trigger
efficiency uncertainties have a 0.3% systematic error added in quadrature.
For lepton types labeled with a (NI}, we don't distinguish between isolated
and non isolated leptons.

Lepton type | Vertex Reconstruction efficiency ¢, (2fb ")
0.9637 0.0007

Lepton type Trigger efficiency ey, (20 B
CEM 0.96700.0019
CMUP 0.9171=0.00210

CMX

(. B66A0. 0045

Lepton type

Lepton Identification Scale Factor SF {2{h l}l

CEM

0.9789 £0.0M18

(NLJCEM 0.9854 +0.M15
PHX 0.9318 +0.0028
CMUP 0.9272+0.0027
(NLJCMUP 0.9325:40.0025
CMX 0.9747+0.0089
(NLJCMX 0.97824+0.0026
CMU (0.9281+0.0052
(NLCMU (0.9348+0.0049
CMP (0. 9486-40.0038
(NLJCMP (.951540.0034
CMIO 1.033940.0041

4.3.1 Check of Acceptance Corrections

As a cross-check of our lepton selection, as well as the gquoted luminosities,
trigger efficiencies and scale factors used in final caleulation of ¢ cross section,
we measure the cross section of on-shell £ production.

We select the events which have ee or pp pair in the final state. Cosmic
events and events with an identifies conversions are removed. We required
the two leptons to have opposite charges and invariant mass in the range
76 GeV/e* to 106 GeV /e

The acceptance is caleulated using Z —» ee and pp Monte Carlo samples.
The MC acceptance is defined by the number of events which pass the se-
lection described above, divided by the number of events in which invariant
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Table 4.3: List, by dilepton category, of raw acceptance A; . . correction
factor Ce e, and luminosity £ used to caleulate the denominator for the
2 b 'DIL cross section measurement. The raw acceptance uncertainty comes
purely from the MC statistics. The error in the Cj s, comes from the propa-
gation of the single lepton efficiency uncertainties reported in Table 4.1

Category Ae i, (%) Ch, ¢, Ci(ph~ )
CEM-CEM (LLO2T 4+ U015 | (L9225 4 (L03n 2iLEa.
CEM-NICEM (L010E & QU007 | (LU2E6 £ (LO02d el N
PHE-CEM (430 £ DuoLg | LARTE £ (L) 14916.0
PHX-MNICEM (LAY £ QU000 | (LBE32 £ (L0030 1916.0
CRMITP-CMTTP L 12 £ DL | (LE22E £ (LIdE 2iLia
CMUP-NICKMTUP | 0085 £ QU004 | (LE275 £ (L0033 20k
CMUTP-OMTU LTS £ (LG | (LTG0 £ LEIGE 20kt
CMITP-NICMTY (LMILE £ QU002 | (LTERD £ (L0060 2iLEa.
CMITP-CMP (L0236 £ 0007 | ILTTTE £ L4l 2iLia
CMUTP-NICKMP (03 £ uD0E | L7797 £ .40 20k
CMUTP-OMY (LEEE £ (L) | (LE61d £ LG 14925
CMITP-NICMX (L3S & QU000 | (eG4 (L2T 14905
CRNE-NICMUP (LS &£ OuOD00eE | (LETEL £ (L1 195
CMTTP-CMIO (L0231 £ UD0DT | (LEdT1 £ OLia7 20k
COME-CMX (D02 4+ U006 | (LE992 £ (L0064 149025
OROC-NTOM X (14 & QU002 | RS2 £ (L3R 14905
COMY-CMU (LO0GT £ U004 | (LTERD £ (LOE2 195
CNB-NIOML LM £ oL | LTe0T £ LG ] 19425
COME-CMP (L0102 £ QU006 | ILTT20 £ (LO66 149025
CORNX-NICMP (L1 & QU002 | LT743 £ (L6 14905
O X-CMIC (L0 & U006 | (LE4LS £ (L] 195
CEM-CAMIUT (1450 £ D01 | (LET2S £ O.ihd 20kt
CEM-NICMITTP (LO1ES £ 00006 | (LETEY £ (L002] 2Lk
CMIUP-NICEM L6 £ DLOUDE | (LEEXT £ LG 2iLia
CEM-CMIT (L1312 & QuO00E | (LE4ET £ (L6 el N
CEM-NION (03T £ DuD0nE | (LARET £ (Lial 20kt
CEM-CMP L2 £ (uO0L) | LE603 £ .02 2Lk
CEM-NICMP (051 £ QU000 | (LEETD £ (L0 2iLia
CEM-CAE (LT12 £ U013 | L0155 £ Q.33 19425
CEM-NIOWMX (LTE £ DuoDd | 0.01E6 £ 024 14925
COR-NICEM (L0ET £ U004 | L9205 4 (L0 14905
CEM-CNIC (L0407 £ U000 | L%d 30 £ O.ddG 2iLia
PHE-CMUP (208 £ uoioE | LT70d £ QL 191 6.0
PHE-NICMUP C2g £ uong | L7748 £ O.ian 14916.0
PHX-CMX (LT3 £ Du0006 | (LTER1 £ (L6 15E4E
PHX-NICMX (I3 £ QU002 | LTETE £ (L063 15E4E
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Table 4.4: Z cross section in 2.0 fb™ 'for the different ee and pp dilepton cat-
egories with dilepton invariant mass in the range 76 GeV/e* to 106 GeV [/,

Category Z Cross Section (ph)
CEM-CEM 2488 + 8.1
CEM-NICEM 248.7 + 5.5
PHX-CEM 249.8 + 31.0
PHX-NICEM 248.6 + 3.8
CMUP-CMUP 2472+ 114
CMUP-NICMUP 2400 + 7.9
CMUP-CMU 265.7 + 16.1
CMUP-NICMU 265.1 £ 15.0
CMUP-CMP 249.9 + 13.5
CMUP-NICMP 250.1 + 12.7
CMUP-CMX 200.0 + 8.8
CMUP-NICMX 248 + B4
CMUP-CMIO 216.7 £ 11.1
CMX-NICMUP 256.3 + B.4
CMX-CMX 22727+ 11.1
CMX-NICMX 226.0 + 8.2
CMX-CMU 2074 + 17.5
CMX-NICMU 208.8 + 16.5
CMX-CMP 273.8 + 143
CMX-NICMP 27504 + 13.6
CMX-CMIO 265.1 + 12.8

mass of two leptons satisfies 76 GeV /" < My < 106 GeV/¢”.

The measured on-shell Z cross sections over the whole 2.0 fb"data sample
are shown in Table 4.4 and Figure 4.1. The 4 cross section are consistent with
the theoretical prediction of (~25249pb) within the uncertainties.theoretical
prediction. The error bar in the figures reflects uncertainties of data statisties,
MC statistics and overall scale factors.

4.4 Cross Section Numerator

The numerator of the top dilepton DIL cross section is caleulated as the
difference between the total number of events found passing the DIL selec-
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Figure 4.1: A summary of Z cross section of inclusive dilepton category in
2.0 M. “[NI)" means inclusive, Le. both isolated and non-isolated leptons
are included.

tion cuts in the data and the total background contamination expected from
known Standard Model sourees and fakes.

The background contamination is estimated following the methods. We
can divide the backgrounds in twe broad categories: MC-based and data-
based. In the frst category we include backgrounds coming from Standard
Maodel processes with low cross sections, such as diboson decays, or with final
state signatures for which it is hard to define an independent data control
sample, as it is the case for £ —» v events. For these sources of Standard
Model events, we uge the MC samples deseribed in Section 4.1, The number
of events passing the DIL selection is corrected by the factors Cy e, % £y listed
in Table 4.3, and normalized to the NLO eross sections of Table 4.1,

In the second category we include background contamination coming from
hard to model detector effects, like lepton contamination from jets and fake
B . These two effects, although small in magnitude, generate background
events with two leptons in the final state because they tap onto large cross
section processes like Whjets with a real lepton+ By from the W decay and
a fake lepton from a jet, and Z+jets with two real leptons and E from
mis-measured jet activity.

Our strategy for validating the background estimation is to compare data
and background estimates in the so-called O-jet and 1-jet bing. These control
data samples come from events with two identified leptons passing all of the
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Table 4.5: Jet fraction correction factors for the ), 1 and > 2-jet bins for

Z —p ee and Z —» ppoevents. The last column is the weighted average of the
two dilepton Z samples and it is used for ey reconstructed events.

N Seale Factor
ee [T All
{:u; LOL17 == 0.010 | 0.999 4= 0.011 | 1010 == 0.0l
0018 = 0.012 | 0.99]1 4= 0.012 | 0948 = OiE
Caj | 1056 £ 0.020 | 1.123 + 0.020 | 1.082 + 0.014

cuts applied to the top DIL candidate sample, except for the requirement
of at least 2 tight jets and Hy > 200 GeV. The low number of jets greatly
limit the ¢ contribution and so they naturally provide a control sample of
events sharing most of the DIL candidates kinematic signatures and very
little signal contamination.

New for this version of the DIL selection is the inclusion of two new
diboson processes besides the WH and W2 processes already considered in
the past. We considered possible contaminations from 22 events, with one
Z decaying leptonically and the other hadronically, and from Wey events,
with the W decaying leptonically and the photon conversion providing the
second lepton. Both are found to contribute very little to the > 2jet sample
but non negligible amounts to the O-jet and 1-jet control bins.

Finally, the estimate of Z —» ee and pp events has been improved with
respect to the method used in past analysis both by relying less on MC
estimates and by using control regions less affected by the i contribution.
More details on the new caleulation are in Section 4.4.3.

4.4.1 N, scale factor

Since PYTHIA MC does not model properly the jet multiplicity spectrum of
events with jets from ISR and FSR radiation, we eorrect the fraction of Monte
Carlo events with no prompt jets (e WW, Wy and Z — 77) reconstructed
in the 0, 1 and > 2-jet bins by the correction factors Coy, Ciy and Cyy, also
called Ny scale factors. These factors are caleulated by comparing data and
MC predictions for the jet multiplicity of ee and gy events in the Z-window
region. Table 4.5 reported the Ny, scale factors used for the 2 ib Yop DIL
analysis.
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4.4.2 Diboson and Z — rr backgrounds

The number of diboson and £ = vr events selected at different steps of the
analysis for the different categories, their Anal contamination to the candi-
date is corrected by trigger efficiency, lepton ID and Ny, scale factor and
luminosity.

For the Wey background, given that the second lepton eomes from photon
conversion misidentification, we applied a conversion inefficiency scale factor
equal SFame = 1.2 £ 0.12. The final correction factor has to be convoluted
with the numbers of electrons from photon with Ep < 40 GeV and found
equal to 1.147 for Wy < ey events and 1.161 for Wy — piy events.

The systematic uncertainties on these backgrounds come from different,
gsources as discussed in detail in section 4.5.

4.4.3 Drell-Yan background

The background from Z — ee and pp is based on the number of data events
observed in the Z region with high missing transverse energy, after correcting
for the presence of non Z events. This remaining Z contamination to the
candidate region 18 calculated as two separate contributions: events outside
the Z-peak region{Nopr) and events inside the Z-peak region passing the
Z-veto [Npy). We caleulated Npy and Nopy from separate data estimates in
the (-jet, 1-jet and 2-jet data bing. We still use the £ —» ee and £ —» gy
Monte Carlo to predict the ratio of events in different kinematic regions, as
explained below.

The background for each j-th jet muoltiplicity bin is extracted from the
following equations:

Hé"r B Né['"fﬁl Nﬁm 4 BEG, §
I, . iy =
Nour = R, (N r N ) (4.5)

T T
N = BSon (NBRS - NBRS)

where the subseript “Er© refers to dilepton events in the T6-106 GeV
invariant mass region after the :;'.":Tm:ld L-cuit but before the Z-veto cut: and
the subseript “Zvete™ refers to the subsample of these same events failing
the Z-veto cut [Le. with MetSig < 4 +/GeV). NPT:1 ig the number of events
observed in data in each jet bin and N®RG:7 jg the non-DY background
coming from the Z — 77, top, diboson and fake lepton sources. Rovtfln 5q
the ratio of events with dilepton invariant mass outside over inside the T6-
106 GeV peak region. Finally BME™ i3 the Monte Carlo ratio of events
within the Z peak region with high over low Met significance. These ratios
are measured using Alpgen all Z MO events per each jet multiplicity bin.
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Table 4.6: Inputs to equation 4.5 used to caleulate Nijpp, the £ = ee and
pep background contamination outside the £ peak region. The last row is the

final H'-:f::-[.‘T for each dilepton faver and jet multiplicity.

Input Aflter Fr and L-cut
(et L-jet. #2-jot
£ jajs &8 jige EE jige
i 50 33 47 38 43 33
E‘%ﬁ 20.6H0.9 15.0£0.7 123£1.1 29E10 L6208 | 126202
Rt | on 4140006 | L01E014 || 022004 | 0424005 || 0.33+002 | 00354002

Noor | 1107206 | 18 18+6.33 || 11042225 | 12 162260 | 10.33+2.18 | 7.08+2.02

Table 4.7: Inputs to equation 4.5 used to caloulate H';I#}h the £

poee and g

background contamination inside the Z peak region. The last row is the final
H-[fx for each dilepton Havor and jet multiplicicy.

Inpui After Ee  L-cut and Zweto
[T 1-jet =8 et
o T o frm 3 M
N”i ili“ FTT] 5 42 ET] ET) Hj
) 7 1164141 T.4+0H T.74+1.2 4. E=1.0 L e T.E 4
RIEHE’EE LA R=1 N AL D=0 0 [ ls EE SRR IR EREE | ] 101 00E ARMOED AN
- [ OTEHDI6 DIREO05 || 1.GIEOLAE Ta3E0.20 || 124=0.54 (R

Tables 4.6 and 4.7 summarize the value of each term wsed to caleulate the
the HﬂITT and J"'l’f.‘:,; fake contributions in equations 4.5.

The Z contamination to the final top DIL candidate region is extracted
from the Njr and Nj; estimates in the > 2 jet bin after multiplying by the
efficiency of the Hy plus opposite sign cut, egp. The egr efficiencies, shown
in Table 4.8, are calculated using the Alpgen all Z samples.
b events Lo the ep category.
Monte Carlo studies have shown that this contamination comes from events
where one of the final state muon events had a very energetic photon from
final state radiation. The photon, almost collinear to the muon, deposits its
energy in the EM calorimeter. This EM cluster 13 then associated to the
original muon track to fake the electron signature. As no data based control
sample is available for this contamination, we estimate it wsing the Monte

We also estimate the contamination of £
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Table 4.8: Hy and opposite sign cut efficiency for the Z — ee and pp back-
ground contamination in > 2 jet region. The efficiency is caleulated sepa-
rately for the outside Z peak region, after applying only the ¥, and L-cut,
and the inside Z peak region, alter applying also the Z-veto.

ENHT ee jie
After B and L-cut 0.544+0.03 | 0.6140.03
After B, L-cut and Z-veto | 0.95£0.01 | 0.994+0.01

Carlo prediction.

Let’s note how in the calculation of the NY{BKG) terms in equation 4.5,
we used the Standard Model prediction of 6.7 pb for the tf cross section
for My, = 175 GeV. This is exactly what we are trying to measure, so we
eatimate final DY background using observed top cross section iteratively to
remove this effect.

4.4.4 Fake Lepton background

Jets with large energy deposit in the electromagnetic calorimeter and a single
high pr track can fake electrons. They can fake a muon if their hadron
activity produce single pions or kaons with a later shower. Heavy favor
production can also results in real high pr lepton from semileptonic b and
c-hadron decays.

These jets faking a lepton can produce a fnal state with two leptons
and possibly other jets when they accompany the lepton plus #y signature
generated by Wjets events. We measure the fake lepton background by
weighting lakeable jets in W4 jets events with a fake rate probability esti-
mated from the QUD data. Sample that criggered by jet is used as QCD
data. We use four different QQUD samples which are jet20, jet50, jetT0 and
jetl00 that triggered by 20, 50, 70 and 100 GeV jets, respectively.

The fake rate is a lepton type dependent probability that a fakeable ob-
ject, that is an object which shares some of the jets and some of the high pp
lepton characteristics, can be reconstructed as a good lepton. A [akeable ob-
ject 18 narrowly defined as more than 20 GeV any EM cluster with HAD/EM
energy deposition < 0,125 or a more than 20 GeV any track with Efp< L
To remove real lepton contamination in Wjot events from & and Diboson,
fakeahle object is required to have at least one failure of the 1D cut, shown in
Table 4.9, as a anti-cut. In order to increase the statistics of fakeable cbjects
we allow both stub and stubless muons e we have CMUP fiducial CMUP
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Table 4.9: Anti-cut variables. Fakeable events require at least one of these
ID cuts. Detail of lepton 1D is shown Section 3.

| List of antl-cut varlables

TCEM, NCEM B { Bum, Xierip: Lone, |Ax], |As]
TPHX 'Ehu.d.! Eumn .xgpc:l.'- {"rﬁxlil .I'r:'ﬂlei
TCMUP, TCMUX, LMUGQ, NMUGQ | Stubly, Exed, Fum, stub deltaX
LMIO Frnt: Fome Eyot

Table 4.10: Some parameter of QCD jet sample, and jet Et threshold cut
value to ensure 90% trigger efficiency.

Jot] jetal) jet T jet 100
luminasity 2009.9 ph' | 2000.2 pb~ ' | 2010.1 pb! | 2010.3 pb!?
Effective pre-scale UEE 48.7 8 1
jet Et threshold cut 356 GeW oh GeWV 7o GeV 106 GeV

Stubless muon in fakeable object.

We are assuming fake lepton from jet, so numerator of fake rate should
not include any real lepton from W, DY, and Diboson. So we need to re-
move the real lepton contamination in the QUD jet sample. We used MO
prediction for (DY — ee(Alpgen), DY < pp(Alpgen), DY — +7[ALPGEN),
WW(PYTHIA), WZ(PYTHIA), ZZ({PYTHIA)) to estimate this real lepton
contamination. For the MC events we have increased the jet Et threshold to
correspond to a 90% trigger efficiency. We are able to mimic the trigger turn
on curve by using Et's of 353, 55, 75 and 105 GeV corresponding to the jet20,
jetad, jetTh and jet 100 triggers.

Real lepton is calculated using the following equation:

A ; -l
RealLepton . = %ﬁ (4.6)

“Acc” is each MC's one lepton and more than one threshold Ee jet accep-
tance. “lum™ is luminosity of each QUD jet sample. “Effective PSye” is sum
of each run's weighted pre-scale by each run’s luminesity. QCD jet sample’s
detail parameter is Table 4.10.

We subtract this real lepton contamination from jet sample’s good lepton
and fakeable object. Fake Rate is caleulated using the following equation:

GeodLepton ., ~Heallepton e

FakeRate = R p e p (4.7)
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Table 4.11: JETS] fake rates vs lepton pp range for different fakeable objects.

Faka haplor JETHD Frln rxia

20— 33 Cia's' 40| Lia' 0-a1| LinV E0-LDE v unn-200| Giay' TR
TTOER | T ® X ) LIRS 1 0. | ; ST § SO

BLIEM DT Donng QLR b DLDD0N D.00ET b 0.0 05 b 0.0200 1 He 1] L] 00 L

TIFHX D041 w D1l QULELE b DLOOIE I.THD b 0,02 05340 b 0.0002 0. 300 02E LA
LR LB R e L OLOBER b SLOnE] 00385 b 0.00LE 02 b 06304 008 4 B L
LA LR N.02TE i 02005 LMk TR QLT 0.3 b 0.0 M b 0.00T0 NO8GET o 0.as oLgneR

1M N2 w Do LT

| | |
| | |
| | |
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(=R =] 0. 0032
L 0. 34a3
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N D000
N DORAD
u D000
N DO
& 0018
& 200X
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Where the subseript “jet” refers to number estimated from the QCD jet
gample; and the subseript *MC™ refers to number from the MO prediction.
“GoodLepton™ I8 number of reconstructed lepton in QCD jet sample. “Re-
alLepton™ is the number of fakeable in QCD jet sample. “RealLepton”™ and
“RealFakeable” are number of good lepton and fakeable predicted by MC,
ie. the real lepton contamination.

Depending on the geometrical region where the fakeable points to, we
define separate fakeable categories for CEM and PHX electrons (TCEM
and TPHX), and for CMUP, CMX, CMU/CMP and CMIO muons (TMUO,
TCMX, LMUOD and LMIO). For non isolated leptons (NCEM and NMUQ)
we require that the fakeable object is also non isolated.

Using the JETS0 QCD data sample, we caloulated the fake rates reported
in Table 4.11 and shown in Figure 4.2, The six variable-width pp bins ([20-
a0 GeV, [30-40] GeV, [40-60] GeV, [60-100] GeV,[100-200] GeV and >
200 GeV) are chosen so to have a reasonable statistics in each bin.

Figure 4.3 shows a comparison between the Er distribution of each QUD
jet sample and lepton + fakeable events. Specially, solated electron cate-
gory have a big difference due to the residual trigger biases. This difference
make difference in the low Ep region’s fake rate, but our assessed systematics
uncertainty of fake bkg include this difference.

Figure 4.4 shows a comparison between the number of fake lepton events
observed in the JET20, JETTD and JETI00 data sample, integrated over
the full pr spectrum, and what is predicted by the JETS50 fake rate matrix.
Based on this plot, we assess a 30% systematic uncertainty for the JETS0-
based electron and muon fake rate estimate.

The fake lepton contamination to the control bing and to the top DIL
candidate sample are caleulated by weighting each “lepton+fakeable” event
by the appropriate fake rate in Table 4.11 and summing all of the fake con-
tributions together.

We define as “lepton<fakeable™ any event in the central high pr lepton
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datasets with one and only one good high p, lepton, Ep >25 GeV and a
second fakeable object, and passing the anti-cut. The fakeable object, which
can be from any of the fake categories defined above, is paired to the good
lepton and treated as the second lepton in the event when caleulating any
of the kinematic variables used in the top DIL selection [dilepton invariant
mass, corrected B, Hy. ). Tight jets found in acone of AR < 0.4 around the
fakeable lepton are dropped from the tight jet counting of that event. The
fakeahle object is allowed to be the trigger lepton if it belongs to TCEM,
TCMUP or TCMX category. If more than one [akeable object is found in
the event, we pair each of them to the good lepton.

The fake lepton uncertainty containg a statistical component, which is
the sum of the fake rate uncertainty itsell and the statistics of the “lep-
ton-fakeable” sample, and a systematic component coming from the 30%
fake rate systematic uncertainty derived from Figure 4.4, When summing
together the fake rate from different “lepton-+fakeable” dilepton categories,
the 30% uncertainties in fake ee and in fake pp pairs (Le. good electron plus
fakeable electron and good muon plus fakeable muon pairs) are assumed to
be uncorrelated and summed in quadrature while the 30% uncertainty of fake
ey pairs (Le. good electron paired to a fakeable muon or good muon paired
to a fakeable electron) is considered fully correlated and added linearly.

We compare our same sign fake background estimation and same sign
dilepton candidate in the signal region. We are using fakeable lepton’s charge
as [ake lepton’s charge. Same sign dilepton candidate after subtraction of
Standard Model same sign events are fake lepton. Therefore comparison
of our same sign fake background and data’s same sign candidate is good
check of our fake background estimation method. Check results are given
in Table 4.12. We remove Drell-Yan and Diboson MC's same sign events
from data same sign dilepton candidate as Standard Model same sign events.
Results is very consistent.

4.5 Systematics Studies

In this section we briefly review the systematics studies performed for the
signal and backgrounds MC estimates.

A common systematics 1o signal and background MO estimates comes
from the uncertainty on the lepton 1D scale factors. These factors are mea-
gured in £ events, which have a limited jot activity. limit possible svstematic
variations in the lepton scale factor due to extra-jet activity o 1.1%. We as-
sign a conservative systematic of 2% to the lepton 1D scale factors of table 4.2
and assumed that it is 100% correlated among the different MO samples.

72



Table 4.12: Comparison between our same sing fake background and data
same sign dilepton candidate after subtraction of Standard Model same sign

evenka.

e Ju e all
55 data in Ojet G.00 £ 374 | 902 £ 3.32 | 10GE £ 4.24 | 20036 + 6.56
Cur zame slgn fake In et G2 £ 071 | 5.6 £ 110 | 1307 £ 127 | 24.24 + 1.84
55 data in Ljet 5.A5 £ 300 | 006 £ 10D | 1760 £ 4.69 | 23.50 £ 5.66
Ciur same slgn fake In 1jet 315 £ 044 | 443 £ 067 | 1637 £ 126 | 23.05 £ 1.51
55 data in 2 mone jet A58 £ 245 | 0T £ 10D | 1733 £ 4.36 | 22.70 % 5.10
Our same slgn fake In 2 more jet | 200 £ 0.32 | 482 £ 061 | 13.02 £ 127 | 20.73 £ Ld4d

Table 4.13: Systematics uncertainties, as percentage of the raw Monte Carlo

acceptance, due to JES systematic variation for the different Standard Model
PrOCesses.

Source 0j(%) | %) | = 2i(%) || Hr, O5(%)
tf (PYTHIA) 26.6 12.9 2.6 3.2
Z = rr{Alpgen) | 68 | 129 | 313 23.7
WW (PYTHIA) 3.3 T.7 13.4 14.3
WEZ (PYTHIA) 5.4 1.4 13.3 15.9
Z2Z (PYTHIA) 3.8 219 11.3 12.3
Wy (Baur) 26 | 56 | 9.1 10.0

Another common systematics comes from jet energy scale uncertainties.
This is measured using the change in the default acceptance obtained from
shifting the jet corrections up and down by 1o of their systematic uncertainty.
Although the central value for this systematic souree 13 caleulated separately
for each MC background sample and, within each sample, for each jet multi-
plicity bin (see Table 4.13), a 100% correlation is assumed when propagating
this systematic uncertainty to final eross section.

A final source of correlated systematic, this time affecting only MC-based
backgrounds, is the uncertainty on the N, scale factor.

Uneorrelated sources of systematic uncertainties are the jet fake systemat-
ics, the eross section uncertainties and a 300 systematic uncertainty on the
conversion rejection scale factor. For the signal acceptance, we estimated
systematic uncertainties due o multiple effects: MC penerator, ISR/FSR
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Table 4.14: Systematics uncertainties, as percentage of the raw (I acceptance,
for the different sources. considered in this analysis. The total error is the
gum in quadrature of each contribution.

Source Systematic Errar (%)
MC Generator 1.5
51 1.7
FSR 1.1
P s .8
Jet corrections 3.2
Total 4.2

variations and PDF's uncertainty. The first two components are calculated
by comparing the raw MC acceptance of the default tf sample (PYTHIA) to
specialized MC samples. Details on the PDI's uncertainty caleulation are
contained in the next section. A summary tables of the systematic uncer-
tainties affecting the if acceptance is shown in Table 4.14.

4.5.1 Systematics due to PDF uncertainties

The CTEQSL parton distribution function {PDF) are used in the defaule 2
PYTHIA sample. To evaluate the systematics due to PDF uncertainties, we
caloulate the accoptance variation from the default acceptance when we use
different PDF sets, namely MRST72, MRST75, CTEQ6GL, CTEQSL]1 and
CTEQEM. To caleulate the dependence of the acceptance on the different
PDF sets, we adopt the weighted MO method. In this method, we reweigh
each event of a MC sample we already have, instead of generating a different
got of MO events for each different PDEF sets. We first obtain the parton
momentum fractions ry and e and ° for each tf MC event, next we calculate
the relative probability of the event for the PDEF set we are considering by
dividing it by the probability of the same event for the default PDF set
(CTEQSL). We use the relative probability as a weight for each event, and
the sum of these weights for accepted events over the sum of the weights for
the whole generated sample gives a rough estimate of the acceptance with
each different PDI set. Table 4.15 summarizes the resulting acceptances and
variations from the default acceptance using CTEQSL.

We estimate the effect of different PDF set to be £0.374% by comparing
the acceptance of MRSTT2 with CTECQSL which gives the largest effect on
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Table 4.15: Signal acceptance for different PDE sets evaluated using the
weighted MO method. Differences from the default ¢t acceptance using
CTEQSL are also listed.

PDF Acceptance] % ) | Difference( % ) | Description
CTEQ:L (.80&84 — default PDF set
MRST72 58114 0.374 default MRST
MRSTTS 0.E106 0.277 MRST lower o,
CTEQGL (.8092 0.103 different e,
CTEQBLI (.E0ER (.04 different o,
CTEQGM (8097 0.157

the acceptance in the table. Likewise, we estimate the effect of o uncertainty
to be £0.097% by comparing MRSTT2 with MRSTT7S.

In the next step, we estimate the effect due to the variation of 20 inde-
pendent parameters of the CTEQGM PDF fit. We evaluate the acceptance,
ealeulated using the weighted MO method as well, by shifting up and down by
le the uncertainties of 20 eigenvector directions within CTEQSM. Table 4.16
summarizes the central value for the acceptances using the weighted MO
method and its percentage difference with respect to the default CTEQGM
acceptance for each of the 20 eigenvector shifts.

The sum in quadrature of the all of the positive and negative variations
gives us a value of +0.324% and —0.716%, respectively, for the systematic
uncertainty due to uncertainties in 20 parameters of PDF.

The sum in quadrature of the systematics from the uncertainty of MRST,
i, and 20 parameters is +0.504% to the positive side and ~0.814% to the
negative side. We quote 0.814% which is larger one as the systematic due to
PDF uncertainties.

4.6 Background and Signal Tables

The first step in validating the top DIL selection for the 2 fb™ " analysis is to
produce the background tables for the O-jet and 1-jet control bins, using a
cut on MetSig cut as a Z-veto rejection tool. The results are shown in Tables
417, In peneral we see excellent agreement between data and predictions
which give us confidence in the predictability of the methods used to caleu-
late the backgrounds for high B events dilepton events. Figures 4.6 show
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the #f and background prediction, overlaid to the data, for some kinematic
distributions of events in the 0-jet and 1-jet bin, respectively.

Secondly, Tables 4.18 give number of 2 jet bin before the Hr and the
apposite lepton charge requirement. Figures 4.7 show the ¢ and gackgorund
prediction of this region.

Finally, Tables 4.19 give the observed number of DIL candidate events
versus the background and f signal expectations for the full 2 fb™"samples.
The total SM expectation is well in agreement with the observed 145 events
for the 2 b~ 'respectively. Figures 4.8 show the ¢f and background prediction,
overlaid to the data, for some candidate events kinematic distributions.

4.7 Results of Measured Top Pair Production
Cross Section

Figure 4.9 shows the jet multiplicity distribution of signal and background
after the Z-veto, #y and L-cut.

Using the numbers in Table 4.19 for the numerator, and the denominator
quoted in Section 4.3, we measure:

alpi — LEI:I =6.8 = 1.0 (stat.) £ 0.4 (syst.) = 0.4 {lum.)] ph
=68 +1.1pb (4.8)

for the 2 b~ data sample, after propagating the aceeptance and background
systematics uncertainties. The last error is 6% uncertainty coming from
luminosity measurement.

Figure 4.10 shown o{pg =+ tIX) as a function of top quark mass with our
results.
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Using jet50 fake rates
MET=25 GeV lepton + fakeable events
TCEM . 0.065 +0.036
NCEM ie 0.197 +0.010
TPHX LH -0.160+0.016
TCMUP = <0.085 +0.170
TCMX — 0,300 +0.651
LMUC —— -0.426 +0.550
LMIO : » 0.412 +0.022
NMUO .. -0.200 +0.015
jet20: total » 0.077 +0.043
TCEM i . 0.235 +0.011
NCEM . -0.148 +0.002
TPHX . 0,183 +0.004
TCMUP lE <0.121+0.039
TCMX —g— 0,194 +0.352
LMUO . -0.089 +0.050
LMIC L 0.006 +0.011
NMUC i 0,136 +0.002
jet70: total - 0.078 +0.033
TCEM : @ 0.3584 +0.008
NCEM L] <0.193 +0.001
TPHX i &  0.388+0.003
TCMUP L =0.346 +0.044
TCMX —— -0.043 +0.455
LMUO - -0.068 +0.046
LMIC L “0.170+0.012
NMUG i . 0.378 +0.001
jet100: total . 0.145 +0.031
"
I | i | |
-3 -2 -1 0 1 2 3
(Obs-Pred)/Obs

Figure 4.4: Ratio of observed total number of fake lepton for each fakeable
category vs the JETS0-based prediction. With the exclusion of the isolated
electron yields in the JET20 sample, the predictability of the JETS0 pr
dependent. fake rate is pood at the 30% level, as shown by the yellow band
in the plot. 70



Table 4.16: Signal aceeptance using the the CTEQEM PDF's shifted up and
down by le along 20 eigenvector directions. Each acceptance is evaluated
using the weighted MO method. The percentage difference with respect to
the CTEQGEM central value acceptance of 0.8097% is also listed.

Eigenvector || Acceptance] % ) | D[ % ) | Acceptance| 5% ) | Diff.{ % )
imcles f=Lov up Il down

7 1 (8100 0.0380 (.8094 0.0380
# 2 (0.205%6 0.0053 0.8097 0.0057
#3 (80598 0.0209 (.8095 (010
F# 4 08097 0.0009 (0.8097 0.0019
F# 0 (.80%5 0.0166 (.B09S 0.0149
7 6 08105 0.1029 (.B058 0.1024
#T7 (.B086 0.1280 0.8106 0.1161
F# 8 0.8110 0. 1609 (.8085 (0.14259
#9 08103 0.0784 (.8091 00729
FE 10 08102 0.0642 (.8091 0.0656
= 11 (. B0%6 0.0082 (.8096 (.0106
# 12 0.8052 N.0541 0.8096 (0.0036
# 13 0.8104 N.0837 (.8058 01031
F 14 0.8101 0.0496 (.8096 0.0086
# 16 0.8110 .1G88 (.8046 0.6233
7 16 0.80%3 0.0499 (.8094 0.0298
# 17 08007 0.0000 0.8090 0.0842
7 18 (80598 0.0193 (.8099 0.0230
£ 19 0.8081 0. 1930 (.8100) 0.0377
F 20 0.80%2 0.0585 (.8100 (.0466
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Table 4.17: Summary tables for the 2 fb™" Inclusive DIL sample. The
top/bottom table shows the total number of background, SM expectation
and data candidate events, divided by lepton Bavor contribution, for 0 and 1
jet bing. The quoted uncertainties is the sum of the statistical and system-

atics uncertainty.

Events per 2000 pb—" with Kjet = 0 before Hr and opposite lepton charge requirement

Sounee e T (e £

WW 26062280 | 20.38x2.30 | 53.TEEA.TE 10181063
WZ 2054019 | A04E0.27 | 2072027 B.060.70
ZZ 2044228 | LB4x2.20 | 0.2020.22 607470
W 10.2423.57 | 00000 | B.AS1.TO 18135089
DY—+ 77 (LGEE0.19 | (L2006 | 1490.20 2.6040.43
DY —+ ee + uy 1LENE3.08 | 1B.2246.45 | 5.850.95 A5ETETAT
Fakes 14.204.41 | 877321 | 27534842 5158+ 13.87
Total background GE.OTEIN03 | 5A.TTE0.26 | LINLTTEILES 223.60+258.32
tf (o = 6.7 ph) (ILE002 | (12002 | 0.2420.03 .A7L0.05
Total SM expectation | 68.17+10.04 | 54.80+0.97 | 10L.01+11.56 224.07+25.35
DATA 70 | 54 | 109 || 2309

Events per 2000 pb—" with Kjet = 1 before Hr and opposite lepron charge requirement

Source £ fii LT £E

WO G724 | 634080 | L5351 .30 2R A43EFAR
WE J5220.2T | 1934016 2964023 A 41+0.62
ZE 1.13+0.88 | 1.1540.50 (65051 2.093+2.27
W 24420098 | D000 3.08+0.51 hA3EL1AT
DY — 77 312062 | 32140060 G.35+0.15 12 87+2.28
DY — e 4 12284203 | LE0E£138 | 2.384+0.65 2R 24555
Fakes TO422 48 | 9344201 | 44.05+1342 G1.32£17.25
Total background AT.3246.19 | 35062593 | TLB6+14.21 L47.T3L22. 50
if (o = 6.7 ph) 2EIH0.23 | 2.9240.24 G.334+0.54 12 564097
Total 3M expectatlon | 40013+£6.37 | 354E46.00 | 316041438 LGO.E0£23. 19
DATA 43 40 GY 152
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Figure 4.5: From top left to bottom right: background and top signal pre-
dictions, overlaid to data, for the lepton transverse energy spectrum, the

dilepton invariant mass, £ and Hr in 2 fh ]ﬂ—jtt evenLs.
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Table 4.18: Summary tables for the 2 b ' Inclusive DIL sample. The
top/bottom table shows the total number of background, SM expectation
and data candidate events, divided by lepton flavor contribution, 2 jet bins
before the Hy and the opposite lepton charge requirement events. The quoted
uncertainties is the sum of the statistical and systematics uneertainty.

Evenis per 2000 pb—' with Kjet == 2 before Hr and oppesite lepton charge requirement

Spuree ra T (1T £

Wow 20EE048 | 2.66£0.50 G AGE0.95 LT L.00
Wi L24+0.18 | (74011 1.2140.18 3194045
2 0582046 | 054042 034027 LATE1.15
W OAGENAL | L0000 1.08£0.43 L5059
DY — vy 21240055 | 2.38+0.62 4.8241.24 0324230
DY — pe + 11464370 | 7.95+£2.00 12720053 20.GAEG.1T
Fakes G200 | L2.5R£3.046 | 322TH0.EG L2014 20
Total hackground L AELRGE | BRERELRTT | AGA5Z10.3T DR I0E 1865
tf (o = 6.7 ph) 23IELLTI | ZETOGELA2 | 53E3E410 00 26T .60
Total SM expectation | 47.07£7.12 | BOGLET.06 | 100.23£12.25 19796412410
DATA 43 al Loy 200
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Table 4.19: Summary tables for the 2 fb™" Inclusive DIL sample in the signal
region. The top table shows the total number of background, SM expectation
and data candidate events, divided by lepton Havor contribution. The bottom
table shows the same contributions in the 0, 1, 2 jet bins and 2 jet bins after
the Hy and the opposite lepton charge requirement. The gquoted uncertainties
is the sum of the statistical and systematics uncertainty.

Events per 2000 ph—' after all cuis

Souroe o F1T) e £E

W 1. 50029 L76H0.33 | FA8£0LG6] G.21+£1.17

WZ GTHLLL | 08000 | D43£0008 LA9+0.20

iz (AGERIG | DAGE0.36 | 01620013 LSR5

Wy ATHLLE | 00000 | Q.00E000 (L1T+0.18

DY — rr L1G+024 L2BH0.26 | Z.T9E0.55 haG+1.02

DY — e 4 e G.63E1.47 | 5.AT+£138 | (08044 12 TRE21T

Fakes 2700005 | GRdE22Z | 12.4243.91 2175633

Toial bhackground 13.48£2.19 | 15.T0£2.80 | 20L27+4.23 4045+ 783

i (o = 6.7 pb) 54158 | 2270174 | GOLG2E3.86 O3EGET.14

Total 50 expectation | 3.02+3.30 | 3R.41+£3.96 | TOLBOLG.60 || L43.31+£1.3.00

DATA Al 42 | T3 145

Ewvents per 2000 pb~" va Njet bins

Sounee ] 1] =13 He He. 04
WO LR 19E10.63 | 28.43+3.45 LO-T0E1.50 G R GEL=L.AT
WE BT B 4lH0.G62 3190045 242030 L0026
Z2 GOTEAT0 2034227 1.47+1.15 1.25+1.06) L0035
W 19.13+5.00 553157 1.54+0.50 017018 017018
DY — 7y 240+0.43 12 8T+£2.98 4.32+2.30 BRLE1.07 hEGE1.002
DY — e+ JRETETAT 28 2445.55 2OGEHGE.1T 12784217 12.73+£2.17
Fakes RLAGE13.8T | GL32H1T7.25 | S1.EE£14.29 | 35.66+10.11 21.75+6.33
Tatal backgroand 223.60+28.32 | 147.TAL2250 | QR 1O£13.65 | G4.91+11.26G 49.45+7 83
i o = 6.7 ph) NATEOL05 12 560,097 006 T.60 SG31£7.33 93.26+7.14
Tatal 8M mepectation | 22L0TE2E36 | 1G0.30+£23.19 | 19709642410 | LGL22£15.70 || 143.31+13.00
DATA 239 152 20 161 145
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Chapter 5

Identification of the Initial
State of the Subprocesses

In g collisions at /s = 1.96 TeV, I pairs are produced dominantly through
g annihilation, while about 15% of ¢ pairs are predicted to be produced via
gluon-fusion [14]. Because of uncertainties in the large-z gluon luminosity,
the prediction of this fraction has a large ambiguity and will change by up
to a factor of 2 (from 10% to 200). Hence, measurement of the gluon fusion
fraction will give the knowledge of the gluon content of the proton at large
values of r as well as test for the perturbative QCD calculation of gluon
fusion.

if pair produced via gluon fusion has a different spin state from one via
g annibilation. This difference manifests itsell efficiently as an azimuthal
correlation of charged leptons in the # dilepton channel [15]. If we assume
tf pair production close to threshold, i pair produced via gluon fusion and
gy annihilation is in the following spin state [16]:

gy = J=0,0. =0
g - J=1.J, =41,

where z denctes the initial parton direction (ie. nearly the beam direction).

Therefore, in the case of gluon fusion, the top quark and the anti-top
quark tend to have the opposite spin on any quantize axis, while the aligned
apin on the beam axis in the case of ¢§ annihilation.

We utilize the difference in azimuthal correlation of charged leptons in
the $ dilepton channel to distinguish # pair produced via gluon fusion from
g annibilation.

The principle of gg /g separation 13 described in Section 5.1

In Section 5.2, we show expected Ag distributions of signal and back-
ground, which we adopt in this analysis as discriminant of gg from ¢§, and

a0



in Section 5.3, we explain how we can extract the fraction of gluon fusion,
and show the expected sensitivity for the measurement. In Section 5.4, we
discuss possible systematics on the measurement. Finally, in Section 5.5, we
display the result by applying our analysis method on 2.0 ! data, and we
conclude in the last section.

5.1 Method to distinguish gluon fusion from
gg annihilation

We define the azimuthal plane perpendicular to the the beam axis, and choose
an axig on the azimuthal plane as the axis of gquantization of the top and
the anti-top quark spins. In this case, the spins of them tend to have the
opposite direction for ¢ pair through gg-fusion, while have no correlation for
g annibilation. {See Appendiz A)

The top quark decays via P-violating weak interaction. Hence, the fight
directions of decay products in £ — Wh — fib are correlated with the top
gquark spin polarization [31]. In ¢ — £7eb decay, if we choose the Hight direc-
tion of the charged lepton in the top rest frame as the axis of quantization of
the top quark spin, the top quark spin is found to be aligned to the direction.
[See Appendix B). Likewise, the anti-top quark spin is found to be aligned
to the opposite direction of the charged lepton fight direction in the anti-top
rest frame.

From the reason mentioned above, we choose the correlation between
the charged lepton fight directions projected onto the azimuthal plane from
the top quark and the anti-top quark to look at the difference of the spin
correlation in gy from one in gf in the & dilepton channel.

For simplicity, we just look the Right direction of the charged leptons
projected onto the azimuthal plane in the laboratory frame. The advantage
of using the Hight direction on the azimuthal plane is that the variable is
invariant by boost of the beam direction. Since the top (anti-top) spinsg can
be found to be the direction of the charged lepton Right direction in their rest
frame, it is expected that better sensitivity can be achievable if we use the
charged lepton Hight direction in the top (anti-top) rest frame. However, in
the dilepton channel, it is difficult to reconstruct the full kinematic variables
in an event include missing two neutrinos.

The Hight directions of the charged leptons on the azimuthal plane are
affected by boost of the top {anti-top) pr, but never by boost of the top
[anti-top) p..

The variable we adapt is Ag, the angle between the charged leptons
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Figure 5.1: Schematic drawing of the definition of Ag. Ag is defined as the
angle between the charged leptons in the plane perpendicular to the beam
axis.
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projected on to the azimuthal plane perpendicular to the beam axis, which
is illustrated in Fig.5.1. Ag is defined within 0 < Ag < 7.

The dilepton events of ¢f uging HERWIG event penerator in which the
spin correlations are taken into account are used. We separate gluon fusion
events from gf annibilation events based on the initial parton information.
As mentioned above, in pluon fusion, {f spins tend to be aligned to the
opposite direction. This means the charged lepton tend to point to the same
direction in the top (anti-top) rest frame. So we expect more events near
Mg = 0 and less events near Ad = 7. Including the consideration that the
charged lepton Hight directions in the laboratory frame are affected by the
top (anti-top) boost and § and  fly to the almost oppositely direction on
the azimuthal plane, the actual Ad we observe is shifted toward Ag = m.
Consequently the distribution of Ad in the gluon fusion event rather comes
to nearly fat.

{Jn the other hand. in gf annihilation, ¢ and £ spins are not correlated on
the azimuthal plane, and we expected the charged lepton fight directions on
the azimuthal plane are random in the top (anti-top) rest frame. 1§ we neglect
pr of the top and anti-top quark, we expect the fat Ag distribution. After
the consideration of ¢ and f boosts, we obtain a lopsided Ag distribution
toward A = .

The variable Ag¢ become more sensitive for the gg/gf§ separation with
the charged lepton in the central region than one in the plug region, since
we look at the direction projected on the azimuthal plane. Therefore, the
geometrical acceptance on the charged lepton requiring at least one charged
lepton in the central region, enhances the separation power.

Figure 5.2 shows the distributions of A¢ in gluon fusion (left) and gF
annihilation (right) after several selections on the kinematic variables. The
following selections are applied on events generated by HERWIG -

o Dilepton e-e, pe-g, or e-p channel

e Pacudorapidity of leptons: || < 1.0

e Transverse energy of leptons: Ep > 20 GeV
e Pacudorapidity of bquarks: || < 2.0

o Transverse energy of bquarks: Ep > 15 GeV

The distributions poorly depend on the selections on b-quark. On the
other hand, the selections on re and pr(#) of leptons enhanee the discrepancies
between gy and ¢ distributions, since these selections prefer the leptons
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Figure 5.2: The distributions of Ad in gluon fusion (left) and ¢§ annihilation
(right) after several selections on the kinematic variables. See the text on
the detail of selections,

Aying perpendicular to the beam axis, which have better analyzing power to
the top spin on the azimuthal plane.

We also studied other variables as a candidate of discriminant for gg/gg
separation. One candidate is the angle between the fight direction of £7 in
the ¢ rest frame and the Hight direction of £ in the { rest frame. In the case
of gluon fusion at threshold, this is the best variable because the spin state of
tisin 'Sy, We campared the separation power by this variable with Agd, and
found gives slightly better separation power. However, the full kinematical
reconstruction is required to obtain the Hight direction of the leptons in the
top rest frame. Therefore this variable practically gives poorer separation
power than Sub.

The merits of A¢ are summarized below:

e Mo is invariant on the beam direction.

e Ad is hardly affected by reconstruction smearing, since only the lepton
Hight directions in the laboratory frame are used.

s Agdis free from jet energy scale uncertainty.

We conclude Ag is reliable as well as suitable for the separation of gy
from gd.



5.2 Signal and Background templates

Events selection and using data region is exact same as cross section mea-
surements. The strategy of the gluon fusion measurement is that we fit
composition of expected Ad distribution of gy, ¢, and background with one
of data supposing gy fraction as a free fit parameter. Therefore, we introduce
the expocted Ad distributions (templates) of gy, ¢f, and each background
provess in this section.

5.2.1 (Gluon fusion and g annihilation

To obtain Ad in the gluon fusion and ¢f annihilation, we use tf pair produe-
tion Monte Carlo simulation sample which is generated by HERWIG event
generator and CDF detector simulator with top quark mass M; = 175 GeV.
In this simulation sample, CTEQSL set is wsed as the parton distribution
function of proton and anti-proton, and we find about 5% of the sample
comes from gluon fusion and the rest comes from ¢f annihilation according
Lo initial state partons.

We separate ff events via gluon fusion from gf annihilation, and obtain
Mg distributions of gg and gf events after DIL selection, separately. Fig-
ure 5.3 shows the distributions of gg (right) and ¢§ (left). The histograms
are fitted with the following function:

fi= (3 — PPons(Ag) + P oos(2A4) + P2 eos(3A8)) /3,  (5.1)

where I’i["]s indicate fitting parameters and the suffix { represent the process,
Le. i = gg,gf here. We adopt the function composed with cosine sinee Adg
distribution should be periodic. The solid curve in the figure indicate the
best Gt results.

5.2.2 Background

We make Ag distribution of each background process separately.

For diboson (WW, WZ, and ZZ) evenis and Z — v7 events, we rely
on MO simulation samples which are generated with PYTHIA [48] event
Cenerator.

For Drell-Yan (2 — ee, pu) events, we also rely on MC simulation saun-
ples, but which are generated with Alpgen event generator.

For Wey events, we ignore the background from this process, since the
contribution from Wey to background are negligibly small.

For fake events, ie. one lepton with jets evenis where one of jets is
misidentified as another lepton, we use a real event which contains a lepton
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Figure 5.3: The distributions of Ag of gluon fusion (left) and ¢F annihilation
(right]. The total number in each histogram is normalized to expectation
assuming 6.7 pb ¢ cross section. The error bars originate from Monte Carlo

statistics. The solid curves in the figure indicate the fit results with the
funetion in the text,
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Table 5.1: The Gt result of parameters, together with ¥ /ndl.

Source P Pt 5 ¥ ndl
i 0.394+0.03 0064006 007007 137/7
g 1.AT+ 005 ~033£005 025005 &7/7

background (0.85 4 0.11 .14 = 0.11 0.07+£0.11 11.6/7

and at least one “fakeable” jet and make one of the jets in an events forcibly
Lo be mis-reconstructed as an electron or a muon. In this case, the event
weight is not unit, but is adopted to be their fake rate.

Ay histograms of background above are summed up with weights ac-
cording to their expected number of events in Table 4.19. Then we fit the
distribution to Eq. (5.1).

We summarize the fie result of parameters in Table 5.2. +* /ndf of the fits
are in the table ag well.

5.2.3 Control region as a cross check

As a cross check of Ad distributions of background, we use events in a control
region. The selection for the control region is defined as same as DIL selection
but requirement of zero or one jet, no requirement for Hr, and no requirement
for opposite charge in lepton pair.

Figure 5.5 shows Ad distribution of the event in the control region with

N = 0 (left) and N, =1 (right). We can see a good agreement between
observed distribution and the prediction.

5.3 Determination of gg Fraction

We define an unbinned likelihood as follows:

'”-:ﬁ[{ﬂ‘i"ﬁ?gg] I ﬂ'hfhl:‘ﬁ‘i'j'{]

LiFogrna} = H Tty + 1t
fil g, Fog) = 'T”‘r”[ﬂﬁ:: : Ei ;::gf""[ﬂ'ﬁ’}: (5.2)

where Fo, and ny are assumed gg fraction and number of ¢ events, respec-
tively. Ady denotes Ag observed in the -th candidate event. N 18 the
total number of candidate events, and ny, indicates the expected number of
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Figure 5.4: The distributions of Ag of (a) diboson (WW, WZ,| and ZX)
processes, (b) £ < 77, (¢] Drell-Yan (2 —» ee, pp), (d) fake events, and
(e} all background events from above four components. The total number in
each histogram is normalized to each expected number at 2.0 [h™! data. The
error bars originate from statistics. The solid curve in the figure () indicates
the fit results to the function in the text.
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Figure 5.5: Ag¢ distribution of the event in the control region with N, =0
(left) and N =1 (right)

background events. The functions fge, fop, and fo are probability density of
Mg for gy, g, and background events, which are obtained in Section 5.2,
respectively.

We take F,, which maximizes this likelihood as the observed gy fraction,
and deseribe this as Fuewurd hereafter.

5.3.1 Sensitivity study with pseudo-experiments

Next, we perform pseudo-experiments to look how an observed JF, dis-
tributes for the assumption of true Fg,.

In each pseudo-experiment, we generate N random numbers distribute
the probability density function rs { Fae foe + (1 = Faq) faa} + 16 fo, where we
assume rry, is the center value of estimated number of background events, and
tty i8 N — my,. The uncertainty in mny, is considered later as a systematic error.

We perform 10,000 pesude-experiments for each assumption of Fg,, and
obtain the observed Ag as the best fit of the likelihood function Eq. {5.2)
from each pesudo-experiment. Figure 5.6 shows an example of the resultant
distribution of the observed Fo, for Fop = 015 and N = 145, The solid
curve in the figure indicates Gaussian fitting of the histogram. We extract
the mean value and sigma of the distribution from Gaussian feting for each
assumed Fo.. Figure 5.7 shows the mean value of the observed Ag distribu-
tion (left) and residual (right), and its sigma(bottom), as a function of the
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Figure 5.6: The distributions of the observed Fg, by the fitting pseudo-
experiment distributions. The input value for the pseudo-experiment is Foq =
.15 and the number of candidate events is N = 145, The solid curve shows
the results of a Gaussian fit of the histogram.

input Fo, of the pseudo-experiments. The figure indicates that the measure-
ment has a good linearity of response for the input F,, and sensitivity of the

measurement is about 44.8% almost independent of input Fg.

5.3.2 Feldman-Cousins confidence interval

To set confidence interval on Fo, considering physical region of 0 < F o < 1,
we adopt Feldman-Cousing' construction of confidence belt [53].

Az a result of pseudo-experiments, we found that distributions of ,F;;“““’“d
for each input true Fap can be approximated by Gaussian distribution, and
obtained mean and sigma of the distributions as a function of input F, as
Fig. 5.7 shows. Suppose these distribution ag probability densicy F ’{,F;,“f‘”mﬂ};;"“],
then we can find ry and x4 for each .?-;_;"‘“ as:

f " Ple|Feyds = CL (5.3)
Rz} = Rizg)
5 = LlalFe®)
) = Pl

10K
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Figure 5.7: The mean value of the observed Ag distribution (left) and is
sigma (right) as a funetion of the input F, of the pseudo-experiments with
N = 145,
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Figure 5.8: Confidence belt based on FPeldman-Cousing' ordering prineiple.
The region surrounded by the broken curves corresponds 1o, 2, 3o intervals.
No systematic error 8 considered on these intervals,

Here F;?l iz the physically allowed value of ,?-_9_,; for which P[IL?-_H}I i max-
imum. CL in the equation means the confidence level we consider.

The region x, < ,F;“g“"'"md < e a8 a function of Fia'® constructs the
confidence belt shown in Fig. 5.8

5.4 Systematic uncertainties

We discuss here about possible systematic uncertainties and integrate them
into F-C confidence belt. We consider the following systematics source:

e Shapes of Ag templates and Expected number of background.
s Acceptance ratio of gg o gf.

e Estimation method of systematic uncertainty.

o Theoretical caleulation of ¢ pair production matrix element.

Initial/Final state radiation.

e Parton distribution function.

Jet energy scale.
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e (ither systematics

5.4.1 Adg templates and expected number of background

The Ad distributions of gg, ¢, and background are obtained by ficting the
histograms to the function Eq. (5.1) in Section 5.2.

And the expected number of background is used in the likelihood fune-
tion defined in Eq. (5.2). Consequently uncertainty in expected number of
background is one of systematics sources.

In order to look the effect by uncertainties of the Ad template of gg, ¢F
and background, we generate 10,000 sets of pseudo-data with each for Fas
where each bin's uncertainty of statistics for the shape systematics due to
MO statistics, and each background number. Generally we use function that
Atted results of each Adg template to make pseudo data, but in this systematic
estimation we use gg fusion, gf annihilation and each background histogram.

Then, we perform the measurement of }_Em“md on the assymption of
center values for expected number of background, and look how much shify
in sigma of P,,T?“'""d is oheerved. We take a quadratic increment of sigma as
a systematic uncertainty. We didn’t see any obvious dependence on F2R08, so
quote 5.0% due to Ad templates and Expected number of background.

5.4.2 Acceptance ratio of gg to gg

Aceeptance ratio of gg to gf, R = Ay /Ay, is a direct function to the
,I'-_;;m"m. Consequently uncertainty in R is one of systematics sources. We
used tf Monte Carlo data which is generated by HERWIG event generator
and CDF detector simulation to obtain the acceptance ratio, R, and found
= 101340014, We didn't see any obwvious difference between gy and g4,
a0 just gquote the 1.4% syatematic uncertainty due to uncertainties in 7.

Because we estimate gy fusion fraction, we don’t need worry about total
acceptance shift due to systematic sample. But if acceptance ratio gg to gf
have a shifl in systematic sample, we should add that difference to systematic
uncertainty. And we add this effect to shape systematic estimation.

We can’t find any systematic difference on B = AggfAgq, but statistic un-
certainty from MO sample is big. Ourtidilepton channel’s signal acceptance
is about 1% with branching ratio and gy fusion's fraction of CTEQSL is only
5%, so we have only 500 events in 1M events MO sample.
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Table 3.2: R = .Jl”,-".r'lﬂ. difference on 1SR, PSR, and top mass systematic
sample

Source Acceptance ratiol R = Ay, /Ay
Default HERWIG B =101 %+ 0.0l
NLO va L0 =097

ISR more R =1.07 = 0.05
ISR less R =099 £ 0.05
FSR more =102 £ 0.05
FSR less R =1.03 £ 0.05
[SRFSR more =105 £ 004
ISRFSK less R =10.958 & 0.03
top mass 170GeV =103 £ 0.05
top mass 180GeY =108 £ 0.5

5.4.3 Estimation Method of Systematic Uncertainty

We use generator level information, i.e. hepg information, for the Agd distri-
bution of systematic sample to get high statistics. And also, we use below
the equation for the Ag distribution of systematic sample.
Hlemal h N
L:S_g.' - Ep&{"ﬁ‘p} fl'.'lnl'a.u]l:'l?ullﬁdm I:.":'uii':l
1

fRiemntley A 4y = sttt B )

Basically difference between hepg and full simulation get cancel out. But if
this difference is change between gg fusion and gf annihilation by system-
atie source, we should consider about that difference. But we don’t have
enough statistics on systematics sample to look this difference. Therefore we
add difference between hepg and full simulation as a systematic uncertainty
due to estimation method of systematic uncertainty. Figure 5.9 shows Ag
distribution using hepg information(sold) and full simulation{dotted). We
generate 10,000 sets of pseudo-data in each F5™, where Ag¢ templates of g
and gf are changed to the templates obtained by the weighted MC method
on the difference between hepg and full simulation, and lock how much shify
in ,?-:_f;'“""“md is observed. Figure 5.10 shows resulting shifts. Systematics
uncertainty due to the difference between hepg and full simulation is

SYST poshog = =0.02
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Figure 5.9: Ag distributions of hepg information (solid) with full simulation
of default HERWIG (dotted).
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Figure 5.10: Linearity and residual plot of input gg vs measured gy fraction
for systematic uncertainty for estimation method.
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5.4.4 Theoretical calculation of ti pair production ma-
trix element

In this analysis, we rely on the matrix elements of gg — tf and g7 — #f in
HERWIG event generator where LO # matrix element with the spin corre-
lations are taken into account. One could find the effect of NLO caleulation
of the matrix elements in Ref [34].

We examine the effect of NLO matrix elements for Ag templates of gy
and gq using MCGNLO version 3.3 event generator [55]. MOGNLO takes
the spin correlation in ¢ into account correctly since this version.

Because leptons are well reconstructed, especially in their direction, Ad
is hardly affected by smearing in the reconstruction. In addition, A dis-
tributions in Fig. 5.2, which are obtained from our toy Monte Carlo events
(just event generator + several simple selections on the final state partons
deseribed in Section 5.1), well reproduce the distributions from full detector
simulated events, which are shown in Fig. 5.3, Therefore, we postulate that
the ratio of Ad distributions of our toy MO events is applicable to distribu-
tions of the full detector simulated events, ie. to obtain Ag templates, we
don't need full detector simulation, but generator level events are enough.

Here we obtain the ratio of Ad probability density function by MCGNLO
I:_||:_-'~":]"r:"]":':"q (A, i = gg,gf) to by HERWIG {ﬂ‘“’hmﬁ{ﬁ:ﬂ], and apply the ra-
tio to the default templates f;{ Ag) to infer templates by MCGNLO (SN[ A#)),

e

_ NLOhept
[0 1Ag) = J}T.[],h%{fitﬂ:]

Figure 5.11 shows distribution of f72(Ag){solid), with HERWIG distribu-
tion(dotted). We generate 10,000 sets of pseudo-data in each F2%, where
Mg templates of gf and gf are changed to Lm"nl:ﬂﬁ}, reapectively. Then,
we perform the measurement of ,F;;“""'“' on the assumption of the default
Ad templates, and look how much shift in Fﬁ“"“’“’d is obsorved. Figure 512
shows resulting shifts. We see obvious dependence on }";““: g0 we gquote the
asymmetric systematics uncertainty of linear function. gysttumLiﬂﬂ funetion

due to NLO effect of the ¢ production matrix elements is

SYSTycanno = 0.032 x F2 + 0.080 x Fyy + 0.008

fil &)

5.4.5 ISR/FSR

Differences due to QCD initial and final state radiations (ISR and FSR)
are estimated using specially generated PYTHIA samples in which the QCD
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Figure 5.11: Ag distributions of the toy MC events of g4 and ¢ generated by
MOCEANLO 3.3 event generator. The solid curves indicate the best fit resules
of the histograms. The broken curves indicate the it results corresponding
to A distributions by HERWIG event generator.
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Figure 5.12: Residual plot of input gg va measured gg fraction for systematic
uncertainty of Theoretical caleulation of tf pair production matrix element.
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solid). with default HERWIG [dotted).

parameters for the parton shower evolution are varied based on the studies of
the CDF Drell-Yan dataand recommendations from the anthors of PYTHIA.
Only difference of acceptance ratio of gg to ¢§ is considered in Section 5.4.2.

For ISR /FSI uncertainty, if a gluon is emitted in initial statve of ¢f state,
the $F system will have extra pp, and Ag is distorted. Therefore, ISR uncer-
tainty may affect gg/gf templates. We used hepg information of itoprk and
itopr]l of more and less ISR/FSR sample. A # event generated by PYTHIA
doean't have the correct spin correlation, but we are interested only in the
distortion on a Ag distribution caused by ISR/FSR uncertainty. Thereflore
we obtain the ratio of Agd from more or less ISR/FSR sample to one from
the sample with default parameters, and apply the ratio to the defaule gg/g§
templates to infer templates with more or less ISR/FSR.

Here we obtain the ratio of Ag probability density function with more or
less ISR/FSR settings to default settings and apply the ratio to the default
templates to get new templates for more or less ISR/FSR settings (/™07 Agd)
and f1=(Ag¢)). Figure 5.13 shows ™[ Ag)(left solid) and f/==5{ Ag){right
solid) and defanlt HERWIG distribution{dotted).

Then, we generate 10,000 sets of pseudo-data in each F2I'" where Ag
templates of g and g are changed to f™( Ag) and 1" Agp), respectively.
Next, we perform the measurement of }__ﬁmm on the assumption of the
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Figure 5.14: Residual plot of input gg vs measured gg fraction for systematic
uncertainty of ISR/FSR more(left), and ISR /TSR less{right).

default Ad templates, and look how much shift in ,?-_;;“"“md is oheprved.
Figure 5.14 shows resulting shifts. In most of gg fraction both ISR/FSR
less and more systematic uncertainty is negative, we quote the half of the

largest difference from default value in each input gg fraction.
Systematics function due to ISR/FSR more and less is

SY ST isrmoee = —0.0534 ,'F';K 0067 = Fgp + 0.045

Y ST et = —0.004 x ,?-':E 0.061 x Fgq + 0.098

, respectively.

5.4.6 Parton Distribution Function

The CTEQSL parton distribution function (PDF) is used in this analysis.
To evaluate the systematics due to PDEF uncertainties, we caleulate variation
in Mg templates of gy and g§ when we choose different PDEF sets, such as
MRSTT2, MRSTTS, CTEQEL, CTEQGEL] and CTECQEM. To calculate A
templates with different PDE sets, we adopt the weighted MC method. In
this method, we reweigh each event of a MC sample we already have, instead
of generating a different set of MC events with each different PDF set. We
caleulate the relative probability of the event on the assumption of a different
PDF set, based on the parton momentum fractions x,, s, and Q% in the
event, and obtain new templates by re-weighting A distributions.
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Figure 5.15: Residual plot of input gg vs measured gg fraction for systematic
uncertainty of PDF.

We generate 10,000 sets of pseudo-data in each ,‘.F'_.};"“: where Ag tem-
plates of gy and ¢ are changed to the templates obtained by the weighted
MC method on the assumption of various PDI sets, respectively. Then, we
perform the measurement of ,F;“FH""M on the assumption of the default Ag
templates, and look how much shift in }_;;m"md is oheerved.

Figure 5.15 shows resulting shift by PDE uncertainty. The sum in quadra-
ture of the systematics from the uncertainties of MRST, «,, and 20 param-
eLers is

SYSTrnepestve = 0.061 % Frp = 0.021 % Fgg -+ 0.049

SY STroFnegative = —0.053 x F;u f 0000 = Fag — 0L0GT

5.4.7 Jet energy scale

In this analysis, we don't use jets except for ¢ event selection. The uncer-
tainty in jet energy scale [JES) affect our measurement only through un-
certainties in the gg/¢f acceptance ratio, R and the expected number of
background, ny,.

JES uncertainty is already incorporated in the uncertainty in ng, and
an effect to the acceptance ratio due to JES uncertainty is expected to be
negligible. Therefore we suppose there is no systematic uncertainty due to
JES uncertainty.
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Figure 5.16: Ag distributions of [™ % Ag)(left solid) and fl=5{Ag){right
solid). with default HERWIG [dotted).

5.4.8 Other Systematics

We add the systematic uncertainty due to the Top pp difference between
PYTHIA and HERWIG. Top quark pr difference make difference of leptons
Ag. Figure 5.16 shows Ag distribution that re-weighted by difference pr
distribution between HERWIG and PYTHIA. We generate 10,000 sets of
pacudo-data 1o each .’F;;“, where Ag templates of gy and gf are changed
to the templates obtained by the weighted MC method on the difference
between PYTHIA and HERWIG, and look how much shift in ,T;mm'i is
obeerved.

Figure 5.17 shows resulting shifts. Systematics uncertainty due to the
Top py difference between HERWIG and PYTHIA is

EYSToher = =0.03

5.4.9 Summary of Uncertainty

Table 5.3 shows summary of systematic uncertainty, and Figure 5.18 shows
Feldman-Cousing confidence belt with systematic uncertainty.
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Figure 5.17: Linearity and residual plot of input gg vs measured gy frac-
tion for systematic uncertainty of Top pr difference between HERWIG and

PYTHIA.

Table 5.3: The summary table of systematic uncertainty.

Source Pogitive Uncertainty Megative Uncertainty
in ﬂmﬂnmmﬂ in 1:3_:|‘1'.'!.|zn.||u:|'|:|:|

Statistics (0448 0.448

Ag template and

Expected numbsr of blkg (.09 (.05

.JlH,-"..-'lﬂ (.014 0.014

Estimation roethod

of Systematic 0.0210) 0.020

Other 0.03 (.03

(iop pr PYTHIA vo HEBOWEG)

NLO matrix element
PO

if Positive value
0032 « Fg, o+ 0080 » Fop = 0.008

DGR = F2 00 = _fﬂ_ | DARET

il Negative value
Q042 w0 Fro & 0.080 x Fy, - 0.008
0.046 = F2, o 0.008 x Fyy = 0040

ISRIFFSI more
ISRIFSR less

=+ half of the largest,
D06 w0 F, = 0.06T 5 Fy + 0.040
0004 w0 Foo = 0.061 x Fyy + 0.008

{084 < :-'1‘3i|
{L.004 = :-'-'gi|

DOGT = Fyg -+ 0045
0061 = Fyy + A0S
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Figure 5.18: Confidence belt based on Feldman-Cousins' ordering principle
including systematic uncertainties. The region surrounded by the broken
curves corresponds Lo, 2o, 3o intervals,

5.5 Result of gluon fusion fraction

Finally, we reveal Agd distribution of the data sample after we fxed the
analysis method and studies of systematic uncertainties.

Figure 5.20 indicates the distribution of A¢ in 2.0 fb™' data (left). The
solid curve on the histogram means the best fit. The solid line on the confi-
dence belt {right) indicates Fpy "™ and its cross section with the confidence
belt corresponds to the confidence interval on ,F;;“- From this, we retrieve
the following results:

30 [stat.) *10 [(syst.)

3 (5.4)

Fp = 0537
0.53 *
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Chapter 6

Conclusion

We have measured the production cross section of top-antitop quark pairs
and the relative fraction of the subprocess where the initial states are gluon
fusion or g annihilation in proton-antiproton collisions at a center-of-mass
energy of 1.96 TeV. We ohserve 145 i candidate events with an expected
background of 49.5 events.

The resulis are

alpg — HX) =68 £ L1 (£1.0 (stat.) = 0.6 {syst.)) ph

Fog = 0531050 (103 (stac.) TG (syst.)

The Standard Model expectations are o(pf — t£X) = 6.7 1 pb and F, =
(.15 £ 005,

The observed cross section is consistent with Standard Model prediction,
and that is the best measurement at the time in dilepton channel, Compar-
ison with other o{pg — tLX) measurement is shown Figure 6.1,

The cbserved pgluon fusion fraction is also consistent with Standard
Model prediction. However currently we can not evaluate the phenomena
not described by the Standard Model due to big statistical uncertainty. That
iz the first measurement of gluon fusion fraction using dilepton channel, and
uncertainty is dominated by statistics. Thus there will be some improvement
for this analysis still more.

Dilepton channel is called clean channel in the ¢ decay due to the
characteristic signal events(two lepton, two jet and large missing Fr), but
branching ratio is only 5 % in #f decay{Section 1.4). To keep good events
statistics, this analysis didn't apply so tight cut. As a results, background
fraction increase to about 35 %, that is almoest same as leptonjets channel.
These residual background that passing the events selection are very difficult
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to describe by Monte Carlo, especially fake and Drell-Yan. But kinematic fea-
tures of the signal and control region’s data are qualitatively consistent with
the expectations for signal and background due to the more advanced data
driven background study [Section 4.6). These deep comprehension without
the tight selection cut is important validation of our background modeling
and also that will be good advantage for analysis using multivariate method
such as Newural Network method. Because these method generate more el-
feient results using kinematic distribution. Therefore that will make more
good signal significance for eross section measurement and that will make
maore good separation of gluon fusion and ¢f annibilation. Tevatron continue
to take the data. Thus measure will be enhanced by these improvement.
As described above, the top quark property measurements will remain
erucial to our understanding of the fundamental particles and their interac-
tions, and discovering what, il anything, will supersede the Standard Model.
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Figure 6.1: Comparison of o(pp —» LX) with other analysis.
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Appendix A

Spin state of the tf system

The top quark has spin 172, so there are two eigen-states of spin on any axis
of gquantization: |+),, |~}, ., where a denote the axis of quantization. I we
define the proton direction as z-axis, the two spin eigen-states on r-axis |+}_,
| =¥, can be respectively described using the spin eigen-states on z-axis [+),.
| =1, as follows:

1 1
|+); = ﬁll}rlﬁl Je
1 1
=}, = v_{ill}zlv_ﬁ |

respectively. Using these relations, the spin states of # pair at threshold
production through gg-fusion and ¢§ annihilation can be written as:

gy - J=10, 0, =10
R e e e R S L M e Py D

gf - J =1 J:=1

1
|I}I|I}2=E[|I}ﬂ: }': ||:|':| }:I: | }rll}:' }zl ::':l:}
g7 - J =10, =~1
1
I=del=be = S U [=de + [ [ =he =0 ) + =0 1=00)
These indicate that if we choose an axis in the azimuthal plane porpen-
dicular to the beam axis, as the axis of quantization, the spin states of the

top guark and the anti-top quark are fully anti-correlated in the gg-fusion
case, and have no correlation in the ¢f annihilation.
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Appendix B

V — A decay of the top quark

Int— W — b decay, the matrix element of the decay is proportional
L3

{111,:11'ﬂ |:l ':-'"'j u:} {ﬁ&.":-'"" |:l *'_.'"E'] 'n'.!y-} )
Using the Fierz transformation, the equation can be rewritten 1o be
E{ﬁ.t. |:l | F_.".E':I ﬂf} «{'F::. I:l *'r'j'} u;},

where ' means charge conjugation, ie. P& = CafT = iy,
The gpinors of £1 and ¢ in the top rest frame can be written as follows:

M+ = _'"Irf.'l- ( “ .;-_'..?;]E )

i = .-"-',(?J:

where o denotes the Panli matrics, and £ is the unit vector parallel to the
Hight direction of the charged lepton in the top rest frame, and ¢; and
represent two component spinor of the charged lepton and the top quark,
respectively. Then, we find

Eulf:-:" |:J. F_l'ﬁ:l iy = 'é!‘llrﬁlﬂi'.]ﬁ:-{.ﬂrz (1 ol é) I;lt.
If we choose £ as the axis of quantization of the top quark,

: 21
llcr-f—(nn).

This means that we always observe the top quark to be in the spin state
1
o= (1)
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