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Abstract

This thesis presents an indirect measurement of the width of the W boson using

data collected at the DØ experiment, a multipurpose particle detector utilising the

Fermilab Tevatron. The W width was determined from the ratio of W → µν to

Z → µ+µ− cross sections to be

ΓW = 2168 ± 22(stat) ± 62(syst)+24
−16(pdf) ± 4(other) MeV,

in good agreement with the Standard Model prediction and other experimental

measurements.

In addition there is a description of how work made towards this measurement

has been used to improve the parameterised detector simulation, a vital tool in the

obtention of physics results from signals observed in the detector, and in estimating

the uncertainty due to choice of PDF, which is of interest for all measurements made

at hadron colliders.
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forget to thank Stefan Sōldner Rembold who helped nurse the thesis to its finish.

The result described in this thesis literally wouldn’t have been possible without

the other members of the crack WZ to muons team at DØ. To Emily Nurse for being

a pleasure to work with, even in the wee small hours, and in general providing a

model of efficiency. To Gavin Hesketh for helping to get me started in the first place

and offering famus advice at the end. To Frédéric Déliot and Boris Tuchming for
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Chapter 1

Introduction

This thesis presents a measurement of the width of the W boson from the ratio of

the Z → µ+µ− to W → µν cross sections. The W boson is one of the fundamental

particles of matter and understanding its properties, such as its width, can help in

understanding the fundamental theory that dictates the behaviour of all particles.

The analysis was performed using data collected at DØ, a large multipurpose de-

tector at the most powerful running particle accelerator in the world, the Fermilab

Tevatron.

The first three chapters provide a broad background to the measurement made in

this thesis. Chapter 2 commences with an overview of the best theoretical descrip-

tion of particle physics at present, the Standard Model. It concludes by describing

some of the recent experimental results and examining the direction of future in-

vestigation. Chapter 3 provides a description of the apparatus used to collect and

reconstruct the data utilised by this thesis. Chapter 4 provides a description of

the Monte Carlo simulations used to compare theoretical predictions, such as those

described in Chapter 2, with what is seen in a real detector, such as that described

in Chapter 3.

The next four chapters describe all the elements needed for the measurement of
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the W width. After describing the general field of electroweak physics at the Tevat-

ron, Chapter 5 details the technique used to extract the W width from the ratio of

the W → µν and Z → µ+µ− cross sections. The determination of the W → µν and

Z/γ∗ → µ+µ− cross sections is described in Chapter 6. The next two chapters con-

sist of studies performed to enable the central measurement to be made. Chapter 7,

describes work performed to obtain a systematic technique to evaluate the uncer-

tainty due to choice of PDF, one of the largest sources of systematic on the central

measurement. The penultimate chapter, Chapter 8, describes work on developing

the parameterised detector simulation, pmcs, that is used to calculate the efficiency

of the W → µν and Z/γ∗ → µ+µ− analyses.

The thesis culminates in Chapter 9 in a measurement of the width of the W boson

from the ratio of the W → µν to Z → µ+µ− cross sections. Section 9.1 describes the

theoretical correction used to obtain the Z → µ+µ− cross section correction from

the Z/γ∗ → µ+µ− cross section. This is followed by Section 9.2 which calculates the

ratio of the W → µν to the Z → µ+µ− cross section, concentrating on particular

on correlations between the two. This ratio is used to calculate the width of the

W boson in Section 9.3 which is compared to the Standard Model prediction and

other experimental measurements in Section 9.4.
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Chapter 2

Overview of Particle Physics

This chapter is intended to introduce some of the broader concepts in theoretical

and experimental particle physics. A more detailed theoretical background to the

measurement made in this thesis is provided in Chapter 5 once the description of

the experimental equipment and Monte Carlo simulations have been given.

This chapter is divided into two main sections. The first section briefly outlines

the theory, the Standard Model, used to describe fundamental particles and their

interactions. The interested reader is referred to works such as [1] for more details.

The second section gives a precis of recent and future experiments, concentrating

on those searching for theories more fundamental than the Standard Model.

2.1 The Standard Model

The Standard Model has come to be accepted as the best description of fundamental

particle physics, providing good agreement with present experimental results. It

contains some arbitrary elements. For example, the exact number and masses of

the fundamental particles are inserted by hand. However, as yet, no better theory
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exists. Other theories have been proposed which postulate some solutions to these

problems, but no conclusive evidence to support any of these theories has been

found.

This section describes all the fundamental particles of the Standard Model and

the interactions between them. These interactions were thought to consist of four

fundamental forces; the gravitational, the electromagnetic and the strong and the

weak nuclear forces. Although the electromagnetic and weak forces appeared to be

separate phenomena, they have been recognised to be different aspects of a unified,

electroweak, force. The Standard Model makes no attempt to describe the gravit-

ational interaction as it is too weak over the distances probed in present and near

future experiments. The fundamental particles are listed in Section 2.1.1, the elec-

troweak interaction is described in Section 2.1.3 and the strong interaction described

in Section 2.1.4.

The success of the Standard Model lies not in cataloging these particles and

interactions, but in providing a rigorous mathematical framework to describe them.

Particles are considered to be excited states of quantum fields and Quantum Field

Theories (QFT) are used to describe their interactions as detailed in Section 2.1.2.

Each of the fundamental forces is mediated by a field and interactions between

particles are associated with excited states of these fields. These excited states are

themselves associated with particles, known as gauge bosons.

2.1.1 Fundamental Particles

In the Standard Model matter is made up of point-like fermions and bosons. The

fermions can be divided into two families, namely leptons and quarks. There are

three generations of fermions, each generation containing a pair of fermions from

each family. These are listed in Table 2.1.

For each of the particles in Table 2.1 there exists a corresponding antiparticle.
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G Leptons Quarks

Particle Charge Mass (MeV) Particle Charge Mass (MeV)

I electron (e) −e 0.511 up (u) 2
3e 1.5 - 4

e neutrino (νe) 0 < 3 × 10−6 down (d) −1
3e 4 - 8

II muon (µ) −e 105.7 charm (c) 2
3e 1150-1350

µ neutrino (νµ) 0 < 0.19 strange (s) −1
3e 30-50

III tau (τ) −e 1777.0 top (t) 2
3e 1.74 ×105

τ neutrino (ντ ) 0 < 18.2 bottom (b) −1
3e 4100-4900

Table 2.1: List of fermions in the Standard Model, each with mass and electric

charge. The left hand column indicates the generation (G). All numbers are ob-

tained from [2].

Some of the properties of the antiparticles, such as mass and spin, are identical to

those of the particle. Other properties, such as charge and magnetic moment, are

of equal magnitude but opposite sign.

There exists a number of common features between the generations. Each has

an electron type lepton, with charge −e, an electrically neutral neutrino, and two

quarks, one with electric charge of 2
3e and one with −1

3e. Here e is the amount of

electric charge of the electron. There are many other properties, including colour

charge and parity, in which the generations show their commonality.

The principle difference between the generations arises from the differing masses

of the particles. The trend is that the masses of particles increase with the gener-

ations. The question of why is one of the unsolved questions in particle physics at

present. The masses of the quarks, with the exception of the top quark, are not

known well, because they are only ever observed in bound states. This necessitates

the use of models to extract the bare quark masses, with an associated uncertainty.

The models used to extract the masses are those used by the PDG [2].
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Boson Charge (e) Mass (GeV) Force Couples to

gluon (g) 0 0 Strong All quarks

photon (γ) 0 0 Electroweak e-type leptons and quarks

W 1 80.425 ± 0.038 Electroweak All leptons and quarks

Z 0 91.1876 ± 0.0021 Electroweak All leptons and quarks

Table 2.2: List of fundamental gauge mediating bosons in the Standard Model. All

numbers are obtained from Reference [2].

Table 2.2 lists the bosons associated with the fundamental forces. The gluon

mediates the strong force and only couples to quarks and gluons. The unified elec-

troweak force is carried by the photon, which couples to all electrically charged

particles, and the W and Z bosons, which couple to all fermions and each other.

2.1.2 Quantum Field Theories

The Standard Model describes particles in terms of excited states of quantum fields.

The coupling of different particles to each other arise naturally when symmetry

requirements are imposed on the fields.

These symmetry requirements dictate that the field must be unchanged under

some gauge transformation. The exact nature of the symmetry is defined by the

particular group of transformations. However there is no reason why this transform-

ation has to be the same over all space time coordinates, hence this requirement is

known as local gauge invariance. In the same way that requiring that a system is

symmetrical under rotations produces the conservation of angular momentum, the

imposition of gauge invariance also introduces quantities, denoted charge, conserved

by the field.

The transformations considered here are based upon a series of unitary, space-

time dependent, matrices acting on the fermion and boson fields. The simplest
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set of matrices are denoted U(1) and consist of a group of unitary one-dimensional

matrices. In general, the matrices required are more complex than those of the

U(1) group, and SU(n) groups are used. Special Unitary, SU(n), groups have the

additional requirement that the determinant of the matrix must be unity. They

consist of a set of n×n matrices, with n2− 1 generators, where the generators are a

set of orthogonal matrices.

In general groups with n greater than one are non-commutative, which means

that different results are obtained depending on the order that transformations are

performed. This has the result that the gauge fields can interact with themselves,

producing coupling between the gauge bosons.

The Standard Model is represented by a combination of three different groups,

SU(3) ⊗ SU(2) ⊗ U(1). The SU(3) group corresponds to the strong interaction,

discussed in more detail in Section 2.1.4, and the SU(2) ⊗ U(1), corresponds to the

unified electromagnetic and weak interactions, or electroweak interaction, discussed

in more detail in Section 2.1.3. Again this section provides only a cursory overview

of the theory. An interested reader is directed to [3] for more details.

2.1.3 The Electroweak Interaction

The first quantum field theory to be devised was the U(1) theory used to describe

the interactions between an electron and a photon. This theory, known as Quantum

ElectroDynamics (QED), has since been extended to describe all fundamental elec-

tromagnetic interactions. The imposition of the condition that the theory is invari-

ant under these U(1) transformations introduces the photon field and a conserved

physical quantity, electric charge. QED provides a mathematical description of the

interactions between particles possessing this charge and the photon field.
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Feynman Diagrams and Perturbation Theory

To give an illustration of how quantum field theory is used, consider the process

e+e− → µ+µ−, which can be modelled using QED alone at low energies. The

simplest way that this process can proceed is shown in the left hand diagram of

Figure 2.1. These diagrams are known as Feynman diagrams and are widely used

to illustrate fundamental processes. The horizontal axis in these diagrams repres-

ents time and the vertical axis represents spatial separation. Figure 2.1(a) shows an

electron and a positron approaching each other, annihilating to produce a virtual

photon (γ∗) which itself decays to a muon antimuon pair. All fundamental processes

can be illustrated using Feynman diagrams such as these.

Virtual particles exist only for short periods of time, short enough that although

they have well defined quantum numbers, such as electric charge, they violate energy

and momentum conservation. For instance in Figure 2.1 the invariant mass, in the

centre of mass frame, of the colliding system is non-zero. This implies that the

exchanged photon has a non zero mass, whereas a real photon is massless. This

arises from the Heisenberg Uncertainty Principle:

∆E∆t > 1, (2.1)

where ∆E is the uncertainty of the energy of the state and ∆t is related to the

lifetime of the state [4]. Note that throughout this thesis natural units are used,

where Planck’s constant, !, and the speed of light, c, are set to unity.

Feynman diagrams are more than just a means of providing clarity in the way

that an interaction proceeds; they are an invaluable aid in calculating observables

such as cross sections. Each particle has a field associated with it and each coupling

between the particles has some associated factor. The Feynman diagram can be

used as an accounting tool to tally all required fields and couplings to calculate
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Figure 2.1: Feynman diagrams showing the process e+e− → µ+µ−. The left hand diagram

shows this at tree level, the right hand diagram shows this with one of the first order

corrections.

the amplitude for a given process. From the amplitude the cross section can be

determined.

In addition, there are radiative corrections to every process in QFT. Radiative

corrections arise due to the presence of Feynman diagrams with additional field

lines. Consider Figure 2.1(b) which only differs from Figure 2.1(a) in that there is

an internal virtual photon loop added. Alternatively one of the final state muons

might radiate a real photon with insufficient energy to be detected. To an observer

who can only detect the final states, these two processes are indistinguishable from

that shown in Figure 2.1(a). Similarly more and more loops can be added, to provide

more and more complicated ways of obtaining the final state. A truly comprehensive

calculation would have to include an infinite number of these diagrams.

There is a technique that is used to surmount this problem and that is to treat

the calculation as a perturbation series expanded in powers of the coupling constant,

αEW in this case. This is possible because every vertex introduces a new factor of

αEW . Therefore the first, leading order (LO), term in the expansion includes only

the tree level diagram, the next to leading order (NLO) term includes only one
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loop corrections and so on. The term tree level is applied to the diagram with no

radiative corrections.

As αEW is much smaller than one, higher order terms can be neglected. The

point at which higher order terms can be neglected depends on the accuracy desired.

The total amplitude is determined by summing the amplitudes of all diagrams, up

to the level of accuracy required. This sum is squared and integrated over available

phase space to produce the cross section.

The Unified Electroweak Interaction

The weak interaction, responsible for phenomena such as β decay, was less easy to

model. Glashow, Salam and Weinberg were able to provide a model by uniting the

electromagnetic and weak interactions into a single, unified theory, which has been

denoted electroweak theory.

It consists of two groups, SU(2)×U(1), which are associated with the conserva-

tion of weak isospin and hypercharge respectively. There are three generators asso-

ciated with the SU(2) group that correspond to the W+, W− and the W0 fields.

The generator associated with the U(1) group corresponds to the B0 field.

The bosons associated with the W± fields have been experimentally observed,

but no boson directly associated with the B0 or W0 fields are seen. This is because

the W0 and B0 fields interfere with each other. The bosons experimentally observed

are associated with two orthogonal combination of these states, the Z boson, which

couples only to weak charge, and the photon, which couples only to electric charge.

The fact that all the transmitters of the weak interaction are massive limits

the range of the interaction at energies much less than the masses of these bosons,

making the interaction appear weak. At high energies the strength of the electric

and weak interaction are comparable.
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The Higgs Mechanism

Despite the successes of the electroweak model, it has one significant problem; the

gauge bosons are predicted to be massless. A mechanism is required to provide

mass to the gauge bosons without destroying the gauge invariance of the theory.

This process is known as electroweak symmetry breaking.

The Standard Model does this by introducing a new field, the Higgs field. This

field has a potential which is non zero in the vacuum. It is said to have a non zero vev

(vacuum expectation value). The interaction with this field leads to the acquisition

of mass by the particles of the Standard Model, such as the W and Z bosons [5].

2.1.4 The Strong Interaction

As the electromagnetic force is modelled by QED, so the strong force is modelled

by Quantum ChromoDynamics (QCD). QCD is an SU(3) theory based upon the

conserved quantity, colour. All quarks have one colour, either red, green or blue.

All leptons are colourless and so do not interact via the strong force.

The imposition of the condition that the theory is invariant under the colour

SU(3) transformations, as well as introducing the colour charge, gives rise to the

gluon field. As there are eight generators there are eight types of gluon field, each

with different combinations of colour charge. The fact that gluons have colour charge

means that they couple to themselves.

The main feature of the strong force is the dependence of the strong coupling

constant, αstrong, on energy. Whereas the electromagnetic coupling effectively be-

come weaker as the energy of an interaction decreases, αstrong effectively increases

as energy decreases, rising above unity at low energies. This makes the perturb-

ation techniques employed above impossible to use for low energy QCD. Another

consequence is that the strong force increases with distance, resulting in the absence
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of any coloured states.

Quarks are only observed in colour neutral bound states, known as hadrons.

In an analogous way that electrically neutral states may be obtained by adding an

equal amount of positive and negative charge, colour neutral states may be obtained

by adding an equal amount of red, green and blue charge. There are two types of

hadrons that have been observed at the present; baryons consisting of three quarks,

one of each colour and mesons consisting of a quark and an antiquark where the

colour of the quark mirrors that of the antiquark. Other more complex bound states

have been proposed, but have not been confirmed to exist.

The compound nature of hadrons, such as protons, complicates the calculation

of observables, such as cross sections. All calculations are performed in terms of the

fundamental constitiuents of the hadrons, known as partons. The obtention of any

observable involves summing over the different partons in the hadron.

2.2 Current Directions in Particle Physics

This section describes the current experiments in particle physics and the phenomena

they are probing. The first section will give a brief description of experiments from

the recent past, the present and the near future. Unless otherwise stated all results

are obtained from [2].

2.2.1 Recent and Future Experiments

The reason why high energy physics is interesting is summed up by this equation:

∆E∆t > 1. (2.2)
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This equation implies that the higher the energy scale (E) used the smaller the

timescales (t) and distances probed. Therefore to look at more fundamental scales

higher energies have to be obtained. In the main these high energies have been

obtained using particle accelerators. The next chapter, Chapter 3, gives a more

detailed explanation of the workings of one particular accelerator, the Tevatron.

Over the course of the last century, as accelerators have been able to produce

particles with higher and higher energies, smaller distance scales have been resolved

revealing that the atom, once considered to be indivisible, consists of electrons,

protons and neutrons and subsequently that these protons and neutrons consist of

quarks and gluons.

This section does not seek to provide an exhaustive history of particle physics

experiments, but merely concentrates on the experiments that have produced results

that are mentioned in this thesis. The first experiments are the UA1 and UA2

experiments in the 1980s where electroweak bosons were first observed directly [6].

The UA experiments were on the cern Spp̄S that collided beams of protons and

antiprotons together to produce a pp̄ centre of mass energy of up to 900 GeV. They

detected and reconstructed enough events attributed to W and Z bosons to be able

to prove their existence and to make measurements of some of their properties, such

as mass.

The problem with pp̄ accelerators is that as it is the constituent partons colliding

it is impossible to control the energy of the interaction. This problem can be solved

by colliding electrons and positrons where all the accelerated energy is involved in

the collision1.

There were two large e+e− colliders in the 1990s, the cern lep collider [7] and

the Stanford Linear Accelerator [8]. Both operated at a centre of mass energy at the

1The emission of radiation from the colliding particles means that this statement is not quite

true. However the effect is not large when compared to the spread of centre of mass energies at a

pp̄ collider.
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mass of the Z boson, acting as Z factories. This allowed huge samples of Z bosons to

be produced, resulting in a precise understanding of the properties of the Z boson [9].

The lep accelerator also operated at higher centre of mass energies allowing the

study of W pair production [10] and a search for the Higgs boson to be made [11].

Since W bosons had to be produced in pairs and not singly, on resonance, the sample

of W bosons was much smaller than the sample of Z bosons. Even so large enough

samples were produced that allowed many useful measurements to be made. There

was no conclusive evidence for new physics from these experiments, either in direct

searches or in tests of the Standard Model. The large amount of data and the

cleanness of this data resulted in a large number of precision tests of the Standard

Model.

Although the e+e− colliders had many successes, the centre of mass energy avail-

able was restricted by radiation from the accelerated beams. To probe higher ener-

gies hadron colliders are now being run and constructed. The pp̄ collider running at

the moment is the Tevatron, which has been running since the 1980s [12, 13]. The

first running period (Run I), with a centre of mass energy of 1.8 TeV, lasting until

1995, during which the top quark was first observed [14, 15] and enough W bosons

were produced to allow a measurement of the mass of the W boson which was a

great improvement on those made at UA1 and UA2 [16].

Since then the accelerator and experiments have been upgraded for a new run

(Run II) with a higher centre of mass energy (1.96 TeV) and greater rate and

intensity of collisions. The intensity that the beams are collided is related to a

quantity known as the luminosity. As this is the experimental environment from

which the result described in this thesis is obtained, the accelerator and one of the

experiments is described in more detail in Chapter 3.

The next accelerator due to start working will be the cern lhc [17] which will

collide two beams of protons at a centre of mass energy of 14 TeV and higher lumin-
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osities than the Tevatron. These high energies and high luminosities should be able

to probe areas of new physics unreachable at previous generations of accelerators, in

particular it should allow greater understanding of electroweak symmetry breaking

to be obtained.

These are just a few of the experiments concentrating on the high energy frontier.

There are many other experiments that instead of probing the highest energies

measure a certain quantity or set of quantities to high precision. The range of

measurements and energy scales complement each other, testing different facets of

the Standard Model.

2.2.2 Current Avenues of Research

The Standard Model has been extremely successful, providing excellent agreement

between theoretical calculations and data. This agreement varies from very high

energies, such as the mass of the top quark as measured directly and predicted

using other parameters of the Standard Model, to very low energies, such as the

corrections to the magnetic moment of the electron.

Notwithstanding the many successes of the Standard Model there are still con-

cerns associated with it [3]. The first concern is principally aesthetic, with there

being a number of parameters determined empirically and, seemingly arbitrarily.

For example there are three generations not two or four. It is argued that a the-

ory which cannot explain why the parameters take certain different values cannot

be truly fundamental, that the order of the generational structure indicates hidden

structure in an analogous way to the periodic table of the elements points to their

atomic structure. These arguments may be true, but are insufficient in themselves

to undermine the Standard Model. There are however several more indications that

the Standard Model is wanting.

Not all the particles of the Standard Model have been observed, with no experi-
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mental evidence for the Higgs boson, the excited state of the Higgs field. Direct

searches at present preclude a Higgs boson with a mass less than 114.1 GeV (at 95%

confidence level), which still leaves possible a Standard Model Higgs boson. The

increased energy and luminosity of the LHC should either detect the presence or

exclude the existence of the Standard Model Higgs boson [18].

Even if the Higgs boson is discovered, there are still questions about the Standard

Model. One of these is the hierarchy problem, which relates to the mass of the Higgs

boson, MH . This is constrained by other parameters of the Standard Model to be

around the electroweak scale, around 100 GeV. Virtual corrections to MH arising

from loops of Standard Model particles, should introduce corrections to MH up to

the scale at which the Standard Model remains valid. The fact that this is not the

case has various possible explanations.

One is that this is just a case of fine-tuning, that the corrections just happen

to cancel out, which is felt by many to be aesthetically displeasing. Another is

that this is an indication of new, Beyond the Standard Model (BSM), physics. The

perennially favoured theory to explain the hierarchy problem is known as Super-

Symmetry (SUSY). SUSY postulates that every fermion has a bosonic partner and

every boson a fermionic one. The hierarchy problem is trivially solved as the virtual

corrections contributed by fermions and bosons now exactly cancel. The fact that

these partners are not seen as yet indicates that if SUSY is a true symmetry it must

be broken in some way, yet to be understood.

Another feature that favours SUSY is the behaviour of the running of the effective

coupling constants. The coupling of two particles depends on the energy of the

interaction, with the strong and weak coupling constants becoming weaker as the

energy increases and the electromagnetic coupling constant becoming stronger. If

SUSY is true these coupling constants run in such a way that they all meet at a

single point, which advocates of SUSY claim is an indication that SUSY provides a

fundamental theory [19]. There are other aspects of the Standard Model that are
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wanting, these are listed below.

The Standard Model was formulated with the assumption that neutrinos are

massless. The results from neutrino oscillation experiments prove that this is not

the case [20]. The implications of this result have yet to be fully understood and

incorporated into the model.

The Standard Model does not successfully incorporate gravity. There is a pro-

posed theory of quantum gravity, but this has yet to be formulated and the proposed

gauge boson associated with this theory has yet to be observed. As gravity is not

significant at the distances probed by the present generation of experiments this

does not affect the interpretation of these results. However gravity remains one of

the fundamental forces, and as such a complete model should include it.

The Standard Model only attempts to model a small proportion of the contents

of the Universe. Astronomical observations indicate that most of the Universe is

made up of Dark Matter and Dark Energy, neither of which is included in the

Standard Model. Dark Matter is matter that cannot be directly observed by us

and is required to explain the rotation of distant galaxies. This mass distribution

indicates that the matter must be sub-relativistic, excluding light particles such as

neutrinos. The best candidate for this dark matter are some yet to be discovered

BSM particle, possibly from SUSY. Dark Energy is a new phenomenon, invoked to

explain the increasing rate of expansion of the Universe, and has yet to be fully

incorporated into any model of particle physics, but which will need incorporating

into any complete theory.

Therefore new models are proposed to reconcile some or all of these concerns with

the many successes of the Standard Model. These theories make phenomenological

predictions about what could be observed in experiments. These signals are searched

for as described in the next section.
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Looking for Physics Beyond the Standard Model

There are two forms in which BSM physics can be observed, both of which are

looked for. The first is as an excess, in a particular experimental signal, over what is

predicted by the Standard Model. One such example, as described in Section 8.3.2,

is the search for heavy Z bosons, which would show as a excess over the Standard

Model prediction in the di-muon mass spectrum.

The second is by overconstraining the model, making a greater number of precise

measurements than Standard Model parameters. One example can be taken from

Figure 2.2 [10]. It shows the relationship between the masses of the W boson, MW ,

the top quark, Mt, and the Standard Model Higgs boson, MH . It is possible to infer

MH if other Standard Model parameters, including MW and Mt, are known. This

is done through the contribution the Higgs boson makes to the radiative corrections

in the measurement of mt and MW . Therefore if and when the Higgs boson is

discovered the a direct measurement of MH will overconstrain the parameters of the

Standard Model, testing its validity.

Another example of an indirect measurement is enclosed in this figure, in that

MW and Mt are determined not only from direct measurements, but also indirectly.

Indirect measurements of quantities are produced from other experimental results

by using relationships from the Standard Model. The measurement made in this

thesis is an example of an indirect measurement, producing the value of the W width

from the ratio of the W → µν to Z → µ+µ− cross sections. The requirement that

the direct and indirect measurements of MW and Mt must agree also acts as a test

of the Standard Model.
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Figure 2.2: The mass of the W boson, MW , plotted against the mass of the top quark,

Mt. The yellow band shows the allowed range of values for the Standard Model Higgs

boson. The green ovoid shows the constraints placed upon MW and Mt by direct meas-

urement. The red ellipse shows the constraints placed upon these values by indirect

measurements [10].
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Chapter 3

Experimental Apparatus

The high energies required to probe the fundamental constituents and interactions

of matter are obtained using particle accelerators, such as the Fermilab Tevat-

ron. These machines obtain these high energies by accelerating a beam of charged

particles, using electromagnetic fields. This energy is released, allowing new particles

to be produced, by colliding this beam with either a fixed target or with another

beam.

The Tevatron is a large, circular accelerator used to accelerate a beam of protons

and a beam of antiprotons, each to 0.98 TeV. There are two places on the ring where

the beams are focused together to produce collisions. At one of these points lies the

DØ detector, whilst at another one is the CDF detector. Both of these are large

multipurpose detectors, with many sub-systems to allow the study of many kinds of

particles.

The remainder of this chapter gives a brief outline of the machinery used to

accelerate and collide the particles and to study the products of these collisions.

This starts with a summary of the Tevatron in Section 3.1 and concludes with a

description of the DØ detector in Section 3.2.
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3.1 The Fermilab Tevatron

The Tevatron collides a beam of protons and a beam of antiprotons with a centre

of mass energy of 1.96 GeV, making it the highest energy facility in the world until

the LHC commences operation.

The acceleration of the particles collided in the Tevatron involves several stages

of which it is the final stage. Figure 3.1 shows a schematic view of the Fermilab

accelerator chain. A detailed description of the construction and operation of the

accelerator chain can be found in [12] and [13].
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Figure 3.1: Drawing of the Fermilab accelerator chain.

The acceleration of the protons begins with a beam of H− ions inside a Cockcroft-

Walton accelerator, which accelerates them to 750 KeV. The ions are passed to a

linear accelerator, the Linac, which accelerates them to 400 MeV. The electrons

are stripped off by passing the H− beam through a graphite foil, leaving a beam
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of protons. The protons are accelerated to 8 GeV by the booster synchrotron ring

and from there are transferred to the Main Injector, a larger synchrotron ring,

which accelerates them to 150 GeV. In the Main Injector the protons are grouped

into bunches before being transferred to the Tevatron which accelerates them to

0.98 TeV.

The antiprotons are produced by directing 120 GeV protons from the Main

Injector into a copper-nickel target. One of the products of this procedure are anti-

protons. The antiprotons are collected and transferred to the debuncher where the

beam is cooled and accelerated to 8 GeV before being passed to the accumulator,

a storage ring. From the accumulator they are transferred to the recycler, an ac-

celerator in the same tunnel as the Main Injector. When a sufficient quantity of

antiprotons has been produced, they are gathered into bunches and passed into the

Main Injector. In the Main Injector the antiprotons are accelerated up to 150 GeV,

before being passed into the Tevatron where they circulate in a direction counter to

that of the protons.

The protons and antiprotons do not pass round the Tevatron in a continuous

stream. Both the protons and antiprotons are gathered together into 36 bunches,

which are themselves gathered into 3 superbunches, each containing 12 bunches.

The superbunches are separated by 2 µs and the bunches within the superbunch by

396 ns.

Although the beams travel round the same accelerator they are kept apart most

of the time, only being focused together in two places. Around each of these two

points are built large multipurpose detectors, CDF and DØ, which are used to study

the product of interactions between the beams. The collisions are not confined to

a single point, but occur with an approximately Gaussian distribution. The width

of this Gaussian is small transverse to the beams (about 30 microns), but in the

direction parallel to the beams it is quite extensive, having a width of about 25 cm.

The region in which the collisions occur is known as the beamspot.
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3.2 The DØ Detector

Fig. 1. Diagram of the upgraded DØ detector, as installed in the collision hall and
viewed from inside the Tevatron ring. The forward proton detector is not shown.
The detectors in the central region of the detector are shown in Fig. 2.

A significant improvement to the detector’s performance resulted from the
removal of the old Main Ring beam pipe from the calorimeters. During Run I,
the Main Ring was used to accelerate protons for antiproton production while
the Tevatron operated in collider mode. Losses from the Main Ring produced
spurious energy deposits in the calorimeters and muon system, and most trig-
gers were not accepted while Main Ring protons passed through the detector.
Removal of the Main Ring increased the livetime of the detector by approxi-
mately 10%, depending on the trigger.

In the following sections of this paper, we describe the design and performance
of the upgraded DØ detector. The new central tracking system and solenoidal
magnet are presented in Sections 2 and 3, respectively. The preshower de-
tectors are described in Section 4. The calorimeters are briefly described in
Section 5 along with the new calorimeter electronics. The muon system is
discussed in Section 6. The new forward proton detector is presented in Sec-
tion 7. The luminosity monitor is described in Section 8. The triggering and
data acquisition systems are described in Sections 9 and 10. Section 11 covers
detector controls and monitoring and Section 12 contains an overview of the
software components of the experiment.
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Figure 3.2: Cross section of the DØ detector

The DØ detector, shown in cross section in Figure 3.2, was designed to allow the

study of the wide range of particles produced in high energy pp̄ collisions. A detailed

description of the construction of the detector can be found in [21], from which all

figures and numbers are taken unless otherwise stated. Many of the particles of

interest decay very quickly and have to be reconstructed from their decay products.

The particles that live long enough to be observed can be grouped into six distinct

categories: photons, electrons, muons, neutrinos and charged and neutral hadrons.

As these different particles interact in different ways the detector contains several

complementary sub-systems, arranged in a series of layers from the beampipe. The

major sub-systems are:

• A central tracking system, as described in Section 3.2.2.

• Electromagnetic and hadronic calorimeters, as described in Section 3.2.3.
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• The muon system, as described in Section 3.2.4.

• Luminosity monitors, as described in Section 3.2.5.

3.2.1 The DØ Co-ordinate System

It is convenient to define the co-ordinate system employed at DØ. This is a right-

handed cylindrical system, with the proton beam defining the positive z direction.

The origin of the co-ordinate system is at the centre of the DØ detector, which

roughly corresponds to the centre of the interaction region.

Symmetries in both the detector design and in the physics processes studied

mean that φ = tan−1( y
x) and θ = tan−1( r

z ), are often more natural coordinates

to use. Because it is the partons within the proton that interact, and these have a

range of momenta, the centre of mass system is in general boosted in the z direction.

Therefore θ is often replaced by a co-ordinate that is not so sensitive to boosts in

the z direction. The co-ordinate used is rapidity, y = 1
2 ln(E+pz

E−pz
), or pseudo-rapidity,

η = − ln(tan( θ
2)), which in the relativistic limit are equal. Although the absolute

value of the co-ordinate changes under these boosts, its relative value with respect

to another co-ordinate remains unchanged. This results in the angular sizes of

physics objects, such as jets of hadrons, being uniform in terms of rapidity, allowing

algorithms, such as those used to find jets, written in terms of rapidity, to be used

throughout the detector. The rapidity distribution of the Z can also be used to

provide information on the parton structure of the proton [22].

The η co-ordinate is defined in two ways: “detector η” relates to the position of

the particle at a given layer of the detector and is measured with respect to (0,0,0);

“physics η” relates to the direction of travel and is measured with respect to where

the particle originated from. In the same way θ can be defined in terms of direction

of travel or position within the detector.
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The fact that, in general, the momentum components of the colliding partons

parallel to the beampipe is unknown makes it impossible to use the conservation

of momentum to provide more information on an event. However the momentum

component of the beams transverse to the beampipe, pt, is approximately zero and

therefore conservation of transverse momentum can be used. One use is to infer

the presence of undetected particles, such as neutrinos, by large missing transverse

energy, "ET
1, defined as the imbalance in the transverse energy where a high pt

particle escapes the detector undetected.

3.2.2 The Central Tracking System

Fig. 2. Cross-sectional view of the new central tracking system in the x − z plane.
Also shown are the locations of the solenoid, the preshower detectors, luminosity
monitor, and the calorimeters.

tracks are generally perpendicular to detector surfaces for all η. This led us to a
design of barrel modules interspersed with disks in the center and assemblies
of disks in the forward regions. The barrel detectors primarily measure the
r − φ coordinate and the disk detectors measure r − z as well as r − φ. Thus
vertices for particles at high η are reconstructed in three dimensions by the
disks, and vertices of particles at small values of η are measured in the barrels
and central fiber tracker. This design poses difficult mechanical challenges in
arranging the detector components and minimizing dead areas while providing
sufficient space for cooling and cables.

An isometric view of the SMT is shown in Figure 3. The detector has six
barrels in the central region. Each barrel has four silicon readout layers. The
silicon modules installed in the barrels are called “ladders.” Layers 1 and
2 have twelve ladders each; layers 3 and 4 have twenty-four ladders each,
for a total of 432 ladders. Each barrel is capped at high |z| with a disk of
twelve double-sided wedge detectors, called an “F-disk.” Forward of the three
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Figure 3.3: The DØ detector tracking system

The central tracking system, shown in Figure 3.3, is designed to be able to

1For ultra relativistic particles the transverse energy and transverse momentum can be treated

as being the same.
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reconstruct the trajectories of charged particles from where they are produced within

the beampipe (the vertex) to the edge of the tracking volume. Close to the beampipe

is the Silicon Microstrip Tracker (smt) which is used to accurately determine where

the track originates from. This allows particles with relatively long lifetimes such

as τ leptons and hadrons containing b and c quarks to be identified as their decay

products will originate away from the beamspot at a secondary vertex. Beyond the

smt is the Central Fibre Tracker (cft) which allows a measurement of the tracks

over a more extended radius.

The whole tracking system is enclosed in a 2 T solenoid magnet, aligned along

the beamline, which bends the path of all charged particles in the r− φ plane. The

radius of curvature allows the pt of a particle to be measured and the direction of

curvature allows the charge of a particle, q, to be determined.

The smt

The active material, that is the material used to detect particles, in the smt is

a series of wafers of silicon. When a charged energetic particle passes through

silicon it ionises it, creating electron hole pairs. Charged particles with energies of

order KeV ionise the material directly. Particles with much higher energies, such as

those considered in this thesis, not only ionise the silicon, but transmit many KeV

of energy to the ionised electrons. These electrons then subsequently ionise other

silicon atoms, in effect amplifying the signal. Each silicon wafer has a voltage applied

across it so that the electrons will drift to one end where they can be collected. This

electronic signal can then be amplified and read out.

The silicon has a relatively high density allowing the wafers that make up the smt

to be small. This allows a fine degree of granularity, giving an accurate measurement

of the position of the track. The higher density of a material the greater the number

of interactions between the detector and the charged particle. Each interaction
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scatters the particle through some small angle. This multiple scattering reduces the

resolution of the tracking system. Therefore the smt only consists of enough layers

to constrain the starting position of the track, and the greater part of the path of a

charged particle is measured using the less dense cft.

The smt, shown in Figure 3.4, is designed to provide tracking and vertexing over

nearly the entire angular range of the calorimeters and muon system. The design

is influenced by the large spread of the beamspot in z and the fact that the best

resolution is obtained when the path of a charged particle is perpendicular to the

active material in the detector. This is because when a charged particle strikes the

wafer at an angle the charge is deposited over a wider area of the wafer, blurring

the measurement of position.

Fig. 3. The disk/barrel design of the silicon microstrip tracker.

disk/barrel assemblies on each side is a unit consisting of three F-disks. In the
far forward regions, two large-diameter disks, “H-disks,” provide tracking at
high |η|. Twenty-four full wedges, each consisting of two back-to-back single-
sided “half” wedges, are mounted on each H-disk. There are 144 F-wedges
and 96 full H-wedges in the tracker; each side of a wedge (upstream and
downstream) is read out independently. There is a grand total of 912 readout
modules, with 792,576 channels. The centers of the H-disks are located at
|z| = 100.4, 121.0 cm; the F-disks are at |z| = 12.5, 25.3, 38.2, 43.1, 48.1,
and 53.1 cm. The centers of the barrels are at |z| = 6.2, 19.0, 31.8 cm. The
SMT is read out by custom-made 128-channel SVXIIe readout chips.

2.1.1 Sensors

2.1.1.1 Sensor types The SMT uses a combination of single-sided (SS),
double-sided (DS), and double-sided double-metal (DSDM) technologies. Sil-
icon sensors were obtained from three manufacturers. All barrel sensors were
produced by Micron Semiconductor LTD [46]. The wedges for the F-disks were
produced by Micron Semiconductor LTD and Canberra Eurisys Mesures [47].
The wedge sensors for the H-disks were manufactured by ELMA [48]; these
sensors use intermediate strips for charge interpolation. Single-sided and double-
sided devices were produced from high resistivity 4” silicon wafers, with crystal
orientation <111> and <100>. The 90◦ stereo sensors used in layers 1 and 3
of the four centermost barrels are DSDM sensors, manufactured using <100>
6” wafers. Isolation on the n-side of all double-sided sensors is provided by p-
stop implants. All traces are biased using polysilicon resistors. Table 1 shows
the sensor types used in the SMT and their locations.

Disk sensors are trapezoids with readout strips arranged parallel to the long
edge of the devices. This provides an effective 30◦ stereo angle for the double-
sided F-disks. A wedge for the H-disks consists of a pair of single-sided half-
wedges mounted back-to-back, giving an effective stereo angle of 15◦. This
arrangement means that the strip length varies for strips which originate past
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Figure 3.4: The smt

These factors motivated the design which consists of six disc-barrel modules,

with the barrels giving better resolution for tracks perpendicular to the beampipe

and the disks giving better resolution for tracks parallel to the beampipe, allowing

good resolution up to high η. In addition there are a further three discs at each end

of the central section of the smt and two further, more coarsely segmented disks

lying beyond these. These more coarsely segmented outer discs are denoted H-Disks

to distinguish them from the standard F-Disks.

Each barrel consists of 4-four layers which are constructed out of a series of silicon
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modules. The two layers closest to the beampipe are made up of 12 modules and

the outer two layers consist of 24 modules. Each of the F-Disks consist of 12 wedge

shaped modules and each of the H-Disks consist of 48 wedge shaped modules. These

modules are constructed out of ‘n’ type silicon with surface strips of ‘p+’ silicon. In

addition, in some double sided modules, the opposite surface is implanted with strips

of ‘n+’ silicon. These strips are angled with respect to each other to produce a three

dimensional, stereo, position measurement.

In the barrel all the modules have strips aligned with the beam axis to allow a

measurement of the r − φ position. In addition all the second and fourth layers are

double sided with the strips of n+ silicon at an angle of two degrees to the beam

axis. In the four central barrels the first and third layers are also double sided with

n+ strips perpendicular to the beam axis. This second layer allows a measurement

in the r − z plane to be made as well.

All the wedge shaped modules in the F-Disks are double sided with the p+ strips

at angle of 15 degrees to the radial axis and the n+ strips at an angle of -15 degrees

to the radial axis, producing a stereo angle of thirty degrees. The H-Disks have a

layer of 24 single sided modules mounted on each face. The strips are aligned to

be at angle of 7.5 degrees to the radial on one face and -7.5 degrees on the other,

producing a stereo angle of 15 degrees.

The cft

The active material in the cft consists of a series of scintillating fibres. When a

charged energetic particle passes through a fibre the material is excited. This occurs

in two stages, in an analogous way to the deposition of energy in the smt. Firstly the

energetic particle ionises the material of the cft, then the ionised electrons excite

other molecules of the fibres. This excited state rapidly decays by the emission of a

photon.
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The fibres transmit these photons to their ends where they are transfered via

clear fibres to Visible Light Photon Counters (VLPCs). These are solid state devices

that convert the photons to electronic signals via electron-hole pair creation. These

signals are amplified and read out. The fibres of the cft are mounted on eight

concentric carbon cylinders. Each cylinder has two layers of fibres mounted on it.

Each layer consists of a radial doublet of fibres, as shown in Figure 3.5. On each

cylinder one of the doublet layers has the fibres aligned along the beam axis and

another at an angle of three degrees to the beam axis to allow a stereo measurement.

Fig. 12. Technique for curved scintillating fiber ribbon fabrication.

Table 2
Design parameters of the CFT; u = +3◦, v = −3◦. A through H correspond to the
eight axial layers of the CFT.

Layer Radius (cm) Fibers/layer Fiber separation (µm) Active length (m)

A 20.04 1280 × 2 982.4 1.66

Au 20.22 1280 × 2 990.3 1.66

B 24.93 1600 × 2 978.3 1.66

Bv 25.13 1600 × 2 985.1 1.66

C 29.87 1920 × 2 976.1 2.52

Cu 30.05 1920 × 2 980.9 2.52

D 34.77 2240 × 2 974.4 2.52

Dv 34.95 2240 × 2 979.3 2.52

E 39.66 2560 × 2 971.7 2.52

Eu 39.86 2560 × 2 976.3 2.52

F 44.56 2880 × 2 970.0 2.52

Fv 44.74 2880 × 2 974.3 2.52

G 49.49 3200 × 2 969.8 2.52

Gu 49.67 3200 × 2 973.3 2.52

H 51.97 3520 × 2 926.1 2.52

Hv 52.15 3520 × 2 927.8 2.52

spacings are provided in Table 2.

The readout ends of the fibers were carefully positioned and adhesively bonded
into v-groove connectors, which are located around the outer perimeter of the
detector, and then the mass-terminated ribbon and connector were polished
to facilitate high efficiency light transmission across the connector joint. A
polished curved connector is shown in Figure 13. Each 256-fiber waveguide
bundle terminates in a matching curved connector. The connectors for each
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Figure 3.5: Diagram illustrating the mounting of the fibres on the carbon cylinders

within the cft. The radial doublet structure can be clearly seen.

The outer six cylinders are 2.52 meters long, but the inner two are curtailed to

only 1.66 metres long to accommodate the H-discs of the smt, as can be seen in

Figure 3.3. The cft allows a measurement of tracks up to η of approximately 1.7.

3.2.3 The Calorimeter

The calorimeter is designed to measure the energy and position of most particles

produced in pp̄ collisions. To achieve this objective incoming particles are induced to

deposit energy via the emission of other particles, a phenomenon known as shower-

ing. The properties of showers induced by particles that interact only via the electro-
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magnetic interaction, electrons and photons, are different from those that interact

principally via nuclear forces, jets.

Jets arise because quarks and gluons produced in fundamental interactions can-

not exist in colour singlet states. These quarks and gluons, along with some of

the remnants of the proton and antiproton combine together to produce a series of

hadrons travelling in the same direction as the original quark or gluon. The width

and depth of the hadronic showers produced by jets can be used to distinguish them

from electromagnetic showers of electrons and photons.

Principles of Calorimetry

High energy electrons, of a few hundred MeV or more, predominantly lose energy via

the process of bremsstrahlung. High energy photons, in the vicinity of an external

electromagnetic field, will convert to a an electron positron pair (pair production).

The photon emitted by bremsstrahlung will undergo pair production and the elec-

tron positron pair will emit bremsstrahlung, creating a shower of particles. This will

continue until the electrons and photons cease to have enough energy to carry on

showering. These low energy particles will ionise the active material of the calori-

meter and this charge can be detected. The amount of charge is proportional to the

number of particles in the shower which is proportional to the energy of the incom-

ing particle. The constant of proportionality has to be empirically determined using

electronic signals of known strength and standard physics signals such as Z → e+e−.

Charged hadrons do emit bremsstrahlung, but, as the rate of emission is roughly

inversely proportional to the mass of the particle squared, they lose energy to brems-

strahlung a lot more slowly than electrons. Neutral hadrons, such as neutrons, do

not emit bremsstrahlung at all. The predominant manner in which hadrons lose

energy is through ionisation and via nuclear interactions. Hadronic showers are cre-

ated when a high energy hadron interacts with one of the nuclei in the calorimeter
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to produce a series of hadrons. These secondary particles will then produce more

particles, in an analogous way to an electromagnetic shower, until all particles cease

to have enough energy to produce any new particles. These low energy particles

will then deposit their energy via ionisation, which can be collected and recorded.

One important feature to note about hadronic showers is that the characteristic

length of a hadronic shower is about an order of magnitude larger than that of an

electromagnetic shower.

Apart from neutrinos there is one type of particle that will traverse the calor-

imeter, muons. Muons are too massive to emit much bremsstrahlung and do not

interact via the strong force. Therefore they undergo neither an electromagnetic

nor a hadronic shower. The only manner in which they interact is through ionising

the liquid argon as they pass through it. A muon will deposit roughly 2.5 GeV in

the DØ calorimeter through ionisation. Because, in the energy ranges that they are

produced in DØ, muons only produce the minimum amount of ionisation they are

known as minimum ionising particles (MIPs).

The Pre-Shower Detectors

The first section of the calorimeter encountered traveling out from the central track-

ing system are the pre-shower detectors. These combine the principles of tracking

and calorimetry to enhance the ability of the DØ detector to discriminate between

different types of particles. The two components of the pre-shower are a heavy ma-

terial to induce showering, especially of electrons and photons, and scintillators to

detect the products of these showers. In the central region (|η| < 1.2) the solenoid

magnet acts to induce showering, so only a single layer of lead is added along with

three layers of scintillators. In the forward region (1.4< |η| < 2.5), where there is

no solenoid to induce showering, there are three layers of lead to induce showering

and three layers of scintillators.
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The Calorimeter

Fig. 31. Schematic view of a portion of the DØ calorimeters showing the transverse
and longitudinal segmentation pattern. The shading pattern indicates groups of
cells ganged together for signal readout. The rays indicate pseudorapidity intervals
from the center of the detector.

perature at approximately 90 K. Different absorber plates are used in different
locations. The electromagnetic sections (EM) use thin plates (3 or 4 mm in
the CC and EC, respectively), made from nearly pure depleted uranium. The
fine hadronic sections are made from 6-mm-thick uranium-niobium (2%) al-
loy. The coarse hadronic modules contain relatively thick (46.5 mm) plates of
copper (in the CC) or stainless steel (EC).

A typical calorimeter cell is shown in Figure 32. The electric field is established
by grounding the metal absorber plates and connecting the resistive surfaces of
the signal boards to positive high voltage (typically 2.0 kV). The electron drift
time across the 2.3 mm liquid argon gap is approximately 450 ns. Signal boards
for all but the EM and small-angle hadronic modules in the EC are made from
two 0.5 mm G-10 sheets. The surfaces of the sheets facing the liquid argon
gap are coated with carbon-loaded epoxy [79] with a typical sheet resistivity
of 40 MΩ/!; these surfaces serve as the high voltage electrodes for the gap.
For one sheet, the other surface is bare G-10; the facing inner surface of the
second sheet, originally copper-coated, is milled into the pattern necessary for
segmented readout. Several such pads at approximately the same η and φ are
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Figure 3.6: A segmented view of a quarter of the calorimeter.

The DØ calorimeter, which lies beyond the pre-shower detectors, is a sampling

calorimeter. A sampling calorimeter consists of two types of material, an absorber to

induce the showers and an active material that is used to collect the ionised charge

produced in the showers. The calorimeter is split into three modules, a cylindrical

central calorimeter, and two disc shaped end calorimeters. Within each of these

modules the calorimeter is segmented into cells, which themselves are arranged into

layers. This arrangement can be seen in Figure 3.6, which shows a cross section of

a quarter of the calorimeter. Each cell is constituted of layers of absorber, in most

of the calorimeter uranium, and layers of active material, liquid argon. The ionised

charge from the argon is detected using copper plates located within the cell.

The first four layers in the calorimeter contain most electromagnetic showers

and so are collectively described as the electromagnetic calorimeter. The absorbing

material in these layers consists of 3-4 mm layers of uranium. The segmentation
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of the cells in η × φ is 0.1 × 0.1 rad with the exception of the third layer, where

most the energy from electromagnetic showers is expected to be deposited, where

the segmentation is 0.05×0.05 rad.

The next three layers constitute the fine hadronic calorimeter, where most of

the energy from hadronic showers is deposited. The absorbing material consists of

thicker, 6 mm, layers of uranium. Any particles that pass through the fine hadronic

calorimeter enter the coarse hadronic calorimeter. It is one layer thick in the central

region and up to three layers thick in the forward region. The absorbing material

consists of 46.5 mm plates of copper or stainless steel. The segmentation of the cells

in the hadronic calorimeter in η × φ is 0.1 × 0.1 rad.

3.2.4 The Muon Detectors

In general the only particles, except neutrinos, that can pass through the calor-

imeter without losing all their energy through showering are muons, which emit

little bremsstrahlung and do not interact via the strong force.

The muon system, shown in Figure 3.7, consists of three subsystems

• Drift chambers

• Scintillation counters

• A 1.8T toroidal magnet.

The drift chambers and scintillation counters are arranged into three layers

which, traveling from the beampipe, are denoted the A, B and C layers. Between

the A and B layers is the toroidal magnet, which allows a measurement of the pt

of the muon to be made. Each layer consists of a plane of scintillation counters

and a plane of drift chambers. The scintillation counters provide a fast signal that
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Figure 3.7: The muon system [23].

can be associated with a given bunch crossing. This is useful in triggering and in

discriminating against cosmic ray backgrounds. The drift counters provide a more

accurate measurement of position.

The muon system is split into two regions, the forward system (the famus) and

the central system (the wamus). The wamus, lying within |η| < 1, consists of

planes in x and y. The famus, lying with 1 < |η| < 2 consists of planes in z. There

is also a region, at the bottom of the detector, where the coverage of the muon

system is compromised by the calorimeter supports and electronics as can be seen

in Figure 3.2. This region lies within |η| < 1.25 and between 4.25 < φ < 5.15.

52



The drift chambers are made up of a series of cells, each filled with a gas that

is ionised if a charged particle passes through it. The electrons are collected by

an anode wire that passes along the centre of the cell. The time that the signal

reaches either end of the wire allows a measurement of the position along the wire

where the particle passed. The distance that the particle passes from the wire can

be calculated using the time taken for the electrons to reach the wire. The cells used

in the wamus and the famus are different due to the presence of a higher amount

of background in the forward region.

The cells in the wamus are Proportional Drift Tubes (PDTs). Each PDT is an

aluminium cell of cross section 6× 10 cm2 and of varying lengths, up to 6 m. Each

is filled with a gas that is 84% argon, 8% methane and 8% carbon tetra-fluoride.

The drift distance resolution is around a millimetre. The resolution along the wire

depends on where the muon passes through the chamber. If the muon passes close to

the centre of the cell, the resolution is around 10 cm, if the muon passes close to the

end of the cell, the signal has to travel further and dispersion causes the resolution

to degrade to around 50 cm. Typical modules are 24 chambers wide and contain

72 or 96 PDTs. The A layer consists of 4 decks of PDTs except the bottom layer

which has three decks. The other layers each consist of three decks of PDTs.

The cells in the famus are Mini Drift Tubes (MDTs). Each MDT is an alu-

minium cell of cross section 9.4 × 9.4 mm2 and of varying lengths, up to 5.83 m.

Each is filled with a gas that is 90% CF4 and 10% methane. The resolution of the

distance of the muon to the anode is 0.7 mm, with no attempt to determine the

distance along the wire. All three layers consist off three decks of MDTs. Within

these decks the MDTs are grouped into octants, as can be seen in Figure 3.7.

Photons produced in the scintillator are collected using photo-multiplier tubes,

PMTs, which convert the light to electronic signals. This signal is digitised to

produce an accurate measurement of the time that the muon passes through the

system, with a resolution of around 2 ns, and the position. There are tiers of
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scintillators in all three layers of the famus and in the A and C layers of the wamus.

3.2.5 The Luminosity Monitors

The luminosity of any given data sample is obtained by normalising to the total

pp̄ inelastic cross section. The total inelastic cross section is dominated by soft

interactions, where little energy is transferred between colliding partons and no high

pt particles are observed in the final states. Hard interactions, in addition to high

pt particles, contain a soft underlying event produced by the proton and antiproton

breaking up and interacting softly with each other. Therefore all events produce low

pt particles, exiting the interaction region close to the beampipe.

To detect these particles the two luminosity monitors are situated in the far

forward region of the detector, at z = ±140 cm, covering 2.4< |η| <4.4. Each

monitor consists of 24 wedges of scintillator. The frequency of hits in the scintillator

can be used to calculate the luminosity, as described in more detail in Section 6.4.

3.3 The DØ Trigger System

In order to produce enough of the rare events that we are interested in, the total

rate at which pp̄ collisions occur is too high to be able to store all produced events.

Therefore decisions must be made in real time about which events are interesting

enough to be stored. This is done using a three tier event trigger system, which

takes events at a rate of 1.8 MHz and writes events to tape at a rate of around

50 Hz. Each tier combines information from the subdetector systems to select some

fraction of the events passed to it from the previous tier.
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3.3.1 The Level 1 Trigger

The first tier of the trigger system is based upon a specialised fast readout system

to reduce the event rate from approximately 1.8 MHz to approximately 2 KHz. It

takes approximate information from all subdetectors, except the smt, which it uses

to make a decision about whether an event is passed. This trigger can either be

based upon a single trigger object or upon some combination of these objects.

The fibre tracker uses hits in the axial fibres to provide a track trigger. Hits in

each section are matched to a set of pre-defined hit maps, associated to tracks of

different curvatures. The calorimeter trigger is based upon an approximate energy

measurement of a tower of cells in the calorimeter. There is a separate trigger

using just the electromagnetic calorimeter used in electron triggers. There are four

programmable thresholds for each of these triggers.

The Level 1 muon trigger can use information from both the scintillator counters

and the drift chambers (wires). The basic Level 1 requirement for muons is known

as the tight scintillator requirement and requires that there are hits in both the A

and BC layers of the muon system. This condition can be tightened by the addition

of the loose wire requirement, which also requires that there is a hit in the drift

chambers associated to these scintillator hits.

The fast-z trigger requirement requires a coincidence of hits in the luminosity

monitors. This coincidence is associated with the remnants of protons that have

been involved with an inelastic collision.

3.3.2 The Level 2 Trigger

The second tier of the trigger uses a similar fast readout to the first stage to reduce

the event rate to approximately 1 KHz. The track trigger combines information

from the smt and the cft to give an improved measurement of the pt of a track
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as well as information on the vertex position of the track. The calorimeter triggers

are split into processors designed to find jets, electromagnetic objects (electrons and

photons) and missing energy. The muon triggers combine information from the drift

chambers and the scintillators to obtain a track fit. A decision is made based upon

the pt of this track and on the quality of the track fit. Loose muon objects require

hits either inside or outside the toroid, medium objects require hits both within and

without the toroid.

3.3.3 The Level 3 Trigger

The third layer of the trigger reduces the event rate to around 50 Hz at which stage

it is stored to tape. Level 3 uses the full event readout, which it processes using a

simplified version of the DØ reconstruction code.

3.4 Event Reconstruction at DØ

If an event meets the trigger requirements the information from the detectors is

read out as digitised information onto storage tapes. The reconstruction of the

trajectories and energies of particles from this information proceeds in three stages.

• Hit finding; the digitised information is mapped to hits at definite positions in

the detector at definite energies.

• Track and cluster forming; hits are assembled into either tracks in the central

tracker or clusters in the calorimeter.

• Creation of physics objects; the tracks and clusters are grouped together to

form physics objects, such as particles or jets.
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3.4.1 Central Track Reconstruction

The tracks of charged particles through the central tracker are reconstructed from

hits in the cft and smt. The first stage is to form a hypothesis for a track from

three hits in either the smt or the cft. This hypothesis is then extended outward

and an expected crossing region formed. If a hit is discovered in this region it is

added to the hypothesis, else a miss is attributed to it. A hypothesis is scrapped if

the number of misses with respect to the number of hits is too high. The remaining

hypotheses are ordered according to the number of hits, misses and the χ2 of the

track fit. The hits associated with the track are divided into two categories; those

that are associated only with that track and those that are shared with other tracks.

If the ratio of the former to the latter is below a certain value then the track is stored.

The track is stored in the form of 5 parameters that define its trajectory. These

parameters are

• q
pT

: evaluated from the curvature of the track.

• φ0: the angle between the track and the x axis at the point of closest approach.

• η0: the ‘physics’ rapidity of the track measured at its origin.

• z0: the distance along the beam axis of the track at the point of closest ap-

proach.

• dca: the distance of closest approach of the track to the beam spot position

in the rφ plane.

3.4.2 Vertex and Beamspot Reconstruction

The vertex finding algorithm utilises all reconstructed tracks in an event to determine

the position of the inelastic pp̄ collision. The first step is to fit all the tracks to a
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common vertex. If the value of the χ2 per degree of freedom is greater than ten the

track making the greatest contribution to the χ2 is removed from the fit. This process

is repeated until either the χ2 is less than ten or there is only one track remaining.

The remaining tracks are then collected together and the process repeated on them.

The exact position of the beamspot is not a constant and so it is to be determined

on a run by run basis to account for this variation over time. A run is a discrete

period of detector operations lasting a few hours. The position of the beamspot is

obtained by taking a linear average of all the vertices within a run.

3.4.3 Calorimeter Object Reconstruction

There are two types of calorimeter objects, electromagnetic and hadronic, distin-

guished by the distribution of energy within the calorimeter. Electromagnetic ob-

jects, electrons and photons, deposit energy mainly in the electromagnetic calori-

meter. Hadronic objects deposit energy mainly in the hadronic calorimeter. Each

kind of object is formed by grouping together energy deposits in neighbouring cells.

A jet is produced by clustering several calorimeter objects together.

3.4.4 Muon Reconstruction

For the purposes of reconstructing the path of the muon, the muon system is divided

into two regions. These are the A layer and the B and C layers (the BC layer). The

first stage is to construct segments in each of these regions. A segment is formed

from a straight line fit from two or more hits in the drift chambers. After this has

been done any nearby hits in the scintillators can be added.

A track is formed by combining segments from the two regions. The amount

that the muon track has been bent can be used to provide a measurement of the

pt of the muon. The segments and tracks found in this way are known as local
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quantities. Central tracks are extrapolated through the detector to the muon system

and attempted to match to each local track. If this match is successful, the pt of the

muon is taken from the central track due to the superior resolution of the tracker.

Even though the muon system pt resolution is inferior to that of the central tracker

it still has many uses such as triggering and separating signal from background.

An important local quantity relates to the quality of the local track. A local

track can either be described as tight, medium, loose or fail to pass the quality

requirements at all. Progressing from loose to tight quality a track must pass ever

stricter quality requirements. These requirements include the presence of segments

in different layers of the detector, whether the muon is matched to a track in the

central detector amongst others. A detailed description of the conditions required

to meet the various quality requirements can be found in [24].

3.4.5 Detection of Neutrinos

Neutrinos interact so weakly that they are effectively never observed at DØ. Instead

they have to be inferred from the fact that there is an imbalance in the transverse

momentum. This imbalance is known as the missing transverse energy ( "ET ). The

transverse energy is obtained using by summing up the transverse energy (ET) in all

the cells in the calorimeter. The transverse energy is defined in terms of the energy

deposited in the cell (E) and the polar angle of the cell with respect to the primary

vertex:

ET = E(sin θ). (3.1)

The missing transverse energy is obtained by summing the ET of all the cells

in the calorimeter. Electrons are included separately, with a 0.5× 0.5 rad region

in η × φ in the calorimeter around an identified electron excluded from the sum of
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the calorimeter cells [25]. This leads to a slight bias in the calculation of the "ET ,

in a direction opposite to the electron direction which needs to be accounted for

when trying to extract physics from a measurement of the "ET . This correction is

luminosity dependent as the energy deposited by the products of soft interactions

per calorimeter cell increases with luminosity. For the samples used in this thesis

an overall average correction of 1.78±0.01 GeV per electron was sufficient [26]. A

further correction has to be applied for muons, which deposit very little energy in

the calorimeter. The procedure adopted is that the pt of the muon, as measured by

the central tracking system, is included in the sum of transverse energy.
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Chapter 4

Simulation of Events using Monte

Carlo Generators

The term Monte Carlo is used to cover all techniques that employ random numbers

to solve numerical problems, the term originating from the famous Monegasque

casino. The statistical element in quantum mechanics and the complexity of the

processes studied in high energy physics invites the use of Monte Carlo techniques.

The main use of these in high energy physics is to take a theoretical model and

provide a prediction of what is expected to be observed in a detector. This process

is split into two major components; the generation of events and the simulation

of how these events will be observed by a detector. The first stage, described in

Section 4.1, performed by an event generator, uses a theory, typically the Standard

Model, to produce a series of events. The latter stage, described in Section 4.2,

models the fact that what is observed in a detector depends on the composition and

resolution of a given detector. The remainder of the chapter, Section 4.3, describes

the specific simulation of the DØ detector used in this analysis.
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4.1 Event Generators

The purpose of an event generator is to attempt to produce events in as much detail

as could be seen using a perfect detector. This is done by dedicated programs such as

pythia [27] or herwig [28], which do not do this is a in a single step but factorise

it out into a number of components, each of which can be modelled reasonably

accurately.

The first step is to calculate the hard scatter, the process where two partons

interact producing one or more fundamental particles. In hadron-hadron collisions

this involves picking partons out of the hadron using parton distribution functions

(PDFs). As the analysis described in this thesis is sensitive to the modelling of

PDFs they are discussed in more detail in Chapter 7. As the hard scatter is at

high energies it is typically only calculated to leading order (LO), neglecting the

higher order terms1. However some of the latest generation of generators, such as

mc@nlo [29], do include all terms up to NLO for a limited number of processes.

The next step is to model the initial and final state radiation from the fun-

damental particles in the event. This is done using a process known as parton

showering. Parton showers use the assumption that all radiation can be factorised

into a series of 1 → 2 processes. The shower starts off at the energy scale of the

hard process and is evolved down to some cutoff point, when the process is stopped.

As quarks and gluons are not observed directly the final step is to gather them

together into hadrons. This is done using non-perturbative models, such as the

string model in pythia or the cluster model in herwig. The final step is to take

any unstable particles and decay them until all remaining particles are stable, within

the timescales required.

1It is not completely true to call pythia and herwig LO generators as the parton shower

introduces an element of higher order corrections.
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4.2 Detector Simulation

In order to compare the processes produced by event generators with what is seen in

the detector various effects must be taken into account. These include the effects of

material and magnetic fields on the particles, noise in the detector and the position

and energy resolution of the detector. At DØ there are two approaches to modelling

these effects.

The first approach is taken by the DØgstar package [30], which shall now be

referred to as dmcs. This uses the cern package geant (Version 3) [31] to build

up a detailed model of the detector with information on how each material will

interact with a given particle. The output of this package is in the same format as

the data and can be reconstructed and analysed using the same code. However this

approach is time consuming and the complexity of the detector makes reproducing

what is seen in data difficult.

The other approach is to parameterise the effects of the detector resolution on

particles and physics objects, such as jets and muons. This parameterisation is

then tuned to give agreement between the data and the simulation. This is done

using the pmcs program [32], which is described in more detail in Section 4.3. The

advantage of pmcs is that it is much quicker to produce events than dmcs, allowing

the production of very large samples.

4.3 PMCS

The pmcs program is used to model the effects of the DØ detector on generated

events. It does this by parameterising the total effect of detector resolution on

physics objects. pmcs consists of several sub-programs, each simulating the effect

of detector resolution on a given type of particle or physics object. The sub-packages
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model:

• The track resolution and efficiency (Section 4.3.1).

• The muon system resolution and reconstruction and trigger efficiencies (Section 4.3.3).

• The effect of the calorimeter on electrons, photons and jets (Section 4.3.4).

• The missing energy resolution (Section 4.3.5).

• A simple trigger system (Section 4.3.6).

4.3.1 Track Resolution

The simulation of the pt resolution is done in two stages using three variable para-

meters, denoted A, B and C [33, 34]. Firstly the generated pt is smeared using a

Gaussian distribution with a mean at the generated pt and a width given by Equa-

tion 4.1 to give a partially smeared momentum, p′t. To obtain the final smeared

momentum(pt(smear)), p′t is scaled using Equation 4.2.

σ1/pt

1/pt
=

√
A2

p2
t

L4
+

B2

Lsin(θ)
(4.1)

pt(smear) = Cp′t (4.2)

Here L is the track bending lever arm, defined as;

L =

1, if |ηphys| < 1.62;

tan(θphys)
tan(θCFT ) , otherwise.

(4.3)
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The parameter A describes the effect on the pt resolution caused by the finite

resolution of individual hits in the tracker. As the tracks get straighter with increas-

ing pt the fractional error on the curvature, and hence on the pt, increases. This

results in the resolution degrading as pt increases.

The lever arm refers to the distance, in the plane perpendicular to the magnetic

field, from the vertex to the point where the track exits the tracker. The pt resolution

becomes poorer as this distance decreases. The model used is a simplified one that

accounts for the fact that at high θCFT , as the θCFT of the track increases, the

number of the layers of the cft it passes through decreases.

B parameterises the effect of multiple scattering on the resolution. C para-

meterises the imperfect description in the reconstruction process of the magnetic

field and the energy loss caused by passing through material. The values of A, B

and C are obtained by optimising the agreement between the pmcs simulation and

the data. This procedure is described in Section 8.1, along with the parameters

obtained.

4.3.2 Addition of Tracking Efficiencies

The high multiplicity of particles and the rapid rate of collisions, with the associated

problems of pileup and noise, make modelling of efficiencies from first principles

difficult. Therefore tracking efficiencies are evaluated from the data, using the tag

and probe method.

This method ‘tags’ an event from some well understood physics process, such

as Z/γ∗ → µ+µ−, using all the criteria except the one we are interested in. The

efficiency is determined by ‘probing’ whether the requirement that we are interested

in, such as whether there is a reconstructed track, is met. As the processes con-

sidered here deal with high pt muons then all the efficiencies are evaluated using

Z/γ∗ → µ+µ− events. The event is selected by requiring two muons identified by
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Figure 4.1: Diagram of tag and probe method used to evaluate tracking efficiency.

the muon system, one of which is matched to a track in the central detector. The

efficiency is then the fraction of times that the second muon has a track matched to

it. A diagram illustrating this procedure is shown in Figure 4.1. A fuller description,

with detailed discussion of problems with backgrounds and a full list of the slight

differences in selection cuts used to minimise these problems can be found in [35]

and [36].

The efficiencies are introduced into the simulation as a function of the detector

geometry in such a way as to minimise any bias. For each track two random numbers

are used to determine whether the track is reconstructed or not and whether the

track is detected by Level 3 of the trigger. pmcs then has a simple Boolean output,

the track is either found by the event reconstruction or not and the track is detected

by the trigger or not. The modelling of these efficiencies is described in more detail

in Section 8.2.
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4.3.3 Muon Resolution and Efficiencies

Local Muon System Resolution

The local muon system pt resolution is studied using the variable mures [37], defined

as

mures =
σ(q/p)

q/p
=

[
q/p(local)− q/p(cen)

q/p(cen)

]
=

σ(p)

p
. (4.4)

Where local refers to the quantities measured in the muon chambers and cen

refers to quantities measured by the central tracking system. The functional form

of the momentum resolution (in GeV) was parameterised as

σ(p)

p
=

α(p− β)

p
⊕ γp, (4.5)

where the parameters α, β and γ are used to describe the effects of multiple scat-

tering, energy loss by the muon and finite position resolution respectively2. Firstly

the momentum has an amount, β GeV, subtracted off to represent the energy lost

by the muon before it reaches the muon system, then this momentum is smeared

using a Gaussian distribution with a width given by Equation 4.5. The values of

the parameters were set, separately for the wamus and the famus by fitting to a

sample of di-muon events. The values are listed in Table 4.1 [38].

Region α β(GeV ) γ(GeV −1)

WAMUS 0.362 ± 0.038 3.09 ± 0.20 0.0314 ± 0.0030

FAMUS 0.210 ± 0.010 1.79 ± 0.16 0.0058 ± 0.0005

Table 4.1: Parameters used in local muon pt resolution.

2The symbol ⊕ indicates that the two terms are added in quadrature.
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Muon System Efficiencies

The muon efficiencies are also measured using Z → µ+µ− data with the tag and

probe method. The procedure used to measure the efficiencies is similar to that used

to measure the tracking efficiencies, except that the event is now tagged using two

tracks and one muon and the muon identification efficiency is the fraction of times

that the other muon is found. Included are the muon identification efficiencies and

the efficiencies for the various objects of the muon triggers, as defined in Section 3.3.

These include the probability that the tight scintillator and loose wire requirements

are met and that the muon is identified as being of at least medium quality at Level 2.

The modelling of these efficiencies is described in more detail in Section 8.2. pmcs

produces the same Boolean output for each of these efficiencies, with this result being

produced using random numbers in the same way as for the tracking efficiency.

4.3.4 Electron, Photon and Jet Resolution

pmcs models the effect of detector resolution separately for electromagnetic objects,

photons and electrons, and hadronic objects, jets.

Electromagnetic Object Resolution and Efficiencies

Electromagnetic objects is the collective name for electrons and photons, being the

particles that interact mainly with the electromagnetic calorimeter. At present the

energy and angular resolution for electrons and photons are treated in the same way.

This model is based upon studies of electrons, in particular Z → e+e−, so may not

be completely correct for photons. However, as seen by the calorimeter, electrons

and photons are similar enough to make this assumption reasonable at the level of

accuracy required by this analysis.

The modelling of the electromagnetic resolution proceeds in two stages using
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parameters [26]. Firstly the generated energy is scaled, to account for imperfec-

tion in the calibration, using Equation 4.6. Here α and β are variable parameters

representing the energy scale and offset respectively:

E ′ = αEgen + β. (4.6)

The energy, E ′, is smeared using a Gaussian with width given by Equation 4.7. Here

C and S are parameters representing the constant and sampling terms respectively:

σE′

E ′ =

√
C2 +

S2

E ′ . (4.7)

The parameters used are different in the central and forward calorimeters, to reflect

the different construction of these sub-detectors.

The angular resolution of the calorimeter is modelled by smearing the ηdet and

φdet using Gaussians centered at the generated value of each variable and with

widths, σηdet and σφdet
, obtained by optimising the agreement of the angular resol-

ution between Z → e+e− data and the pmcs simulation. The electron identification

efficiencies are measured using Z → e+e− data in an analogous way to the muon

efficiencies. A full description of the choice of variables used to limit biases can be

found in [39].

Jet Resolution

At present pmcs does not model any jet finding efficiency, with a jet passing through

the fiducial volume of the calorimeter automatically assumed to be detected. The

first step taken by pmcs is to propagate all the generated particles out to the calor-

imeter. These particles are then clustered into jets using the cone algorithm [40],

ignoring any detector effects on the individual particle. The effects of detector res-

olution are modelled using the jets themselves [32].
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The first stage is to scale the generated energy of the jet using Equation 4.8 to

account for imperfect calibration and for the fact that some of the energy will be

deposited in uninstrumented parts of the calorimeter:

E ′
jet = αjetE

gen
jet + βjet. (4.8)

Then this energy is smeared using a Gaussian with width given by Equation 4.9

and mean at the scaled energy. Here Cjet, Sjet and Njet are variable parameters

representing the constant, sampling and noise terms respectively.

σE

Ejet
=

√
C2

jet +
S2

jet

E
+

N2
jet

E2
. (4.9)

Although the form of the parameterisation is similar to that used for electrons the

values of the parameters are, in general, different. This is due to the different

distribution within the calorimeter of the energy deposited by jets and electrons.

The constants are determined separately for the different η ranges, to reflect the

variation of the detector. For a detailed description of the parameterisation see [41].

4.3.5 Missing Energy Resolution

pmcs has two approaches to modelling the missing energy resolution, the first uses

the jets in an event. This model performs a vector sum of the jets before and after

the smearing is performed. The smeared sum is subtracted from the unsmeared sum

and, after accounting for leptons, the missing energy is obtained.

The second model, used only in electroweak analyses including the analysis dis-

cussed in this thesis, does not use the final state jets to evaluate the "ET . The

method assumes that the only hard jets produced are recoiling from the produced

electroweak boson. The "ET resolution is parameterised using the recoil of the pro-
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Parameter Value with Uncertainty

α 0.60 ± 0.02

S (GeV
1
4 ) 0.80 ± 0.20

C 0.05 ± 0.01

U (GeV) 3.02 ± 0.04

Table 4.2: Summary of parameters used to smear "ET

duced boson, the smeared lepton pt, the neutrino pt and a term that models the soft

underlying event. The resolution of the recoil jet is evaluated in a similar manner

to other jets, using a two stage process. Firstly the energy of the jet is scaled by

the hadronic energy scale, αhad :

ET
′
recoil = αhadETrecoil. (4.10)

This energy is then smeared using a Gaussian with a width given by equation 4.11

and a mean at the scaled energy.

σET
′
recoil

ET
′
recoil

=

√
C2

had +
S2

had

ET
′
recoil

, (4.11)

where Chad and Shad are the constant and sampling terms from the hadronic calori-

meter.

The underlying event is simulated using a vector with random direction and a

magnitude randomly distributed according to a Gaussian of mean zero and width

U . The parameters are obtained, for a given data taking period, by optimising

the agreement between Z → e+e− data from that data taking period and a pmcs

simulation of Z → e+e− events [39]. These parameters are summarised in Table 4.2.

The original model assumed that muons pass through the calorimeter without

interacting. This led to a discrepancy between the transverse mass distribution
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in W → µν events in data and pmcs. To correct this discrepancy a model for

energy deposition by a minimally ionising particle (mip) such as a muon was added

to the simulation. This model uses a simple model of the calorimeter, containing

information on the thickness and material composition of the calorimeter at a given

point, to model the energy deposition as a function of η and φ [42].

To get the transverse component of this the energy is divided by cosh(η). The

quantity is then multiplied by a parameter, k, which represents a ‘mip’ energy scale.

The value of k was determined be 0.86 ± 0.21 by optimising the agreement between

data and PMCS using W → µν data [42].

The smeared "ET is then calculated using the following vector sum

"ET = −pt
µ − ET

recoil − ET
ue − ET

mip (4.12)

where pt
µ is the smeared pt of the muon, ET

recoil is the smeared ET of the recoil jet,

ET
ue is the smeared ET of the underlying event and ET

mip is the transverse energy

deposited any muons in the calorimeter.

4.3.6 Simulation of Triggers

Each trigger at DØ is made up of a series of trigger objects, such as the Level 1

muon scintillator trigger and the Level 3 track trigger. Whether an overall trigger

requirement is met is determined by whether the trigger objects making up the

trigger requirement are met. Whether these objects are found is determined by the

pertinent subprogram, i.e. whether the track trigger requirement is met is determined

by the tracking subprogram. The role of the trigger subprogram is merely to collate

these objects and determine whether overall trigger requirements are met. The only

triggers at present available are the di-muon and single muon triggers used in the

Z → µ+µ− and W → µν analyses. A detailed description of the implementation of
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these triggers can be found in Section 8.2.
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Chapter 5

Electroweak Physics at the

Tevatron

This chapter gives a more detailed description of the area of particle physics relevant

to this thesis; that is electroweak physics at the Tevatron. In this thesis, electroweak

physics refers to processes that involve two of the electroweak bosons, the W and

the Z.

The chapter commences with a description of how the electroweak bosons are

produced at the Tevatron and how they decay. It digresses to discuss certain prop-

erties of the bosons, such as invariant mass and width, before continuing with a

description of measurements that can be performed using electroweak bosons. The

chapter concludes with a discussion of the measurement made in the thesis, that of

the indirect measurement of the width of the W boson.
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5.1 Production and Decay Mechanisms

At the Tevatron electroweak bosons are predominantly produced by quark-antiquark

fusion. The bosons rapidly decay to a pair of fermions. The decay channels are listed

in Table 5.1 and 5.2. An example of the production and decay of a Z boson is shown

in Figure 5.1.

Chapter 1

Electroweak Physics at the

Tevatron (Version 0.1)

Electroweak physics is used to refer to processes that involve the electroweak gauge

bosons, the W and the Z. At the Tevatron W and Z bosons are predominantly pro-

duced by quark-antiquark fusion as shown in Fig. ??.
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Figure 1.1: Schematic Diagram of Z production from quark antiquark fusion.

These bosons are unstable and rapidly decay to a pair of fermions, the decay

4

Figure 5.1: Diagram of Z boson production from quark-antiquark fusion.

Decay Channel Branching Fraction (%)

eνe 10.72 ± 0.16

µνµ 10.57 ± 0.22

τντ 10.74 ± 0.27

hadrons 67.96 ± 0.35

Table 5.1: Branching fractions of the decays of the W boson [2].

For both electroweak bosons the predominant decay channel is that to hadrons,

but due to the large backgrounds from purely QCD processes it is hard to isolate

these events. There are fewer background processes that produce high pt leptons,

so it is easier to select a clean sample of electroweak bosons in these channels. A

further advantage of using leptons is that it is much easier to make measurements
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Decay Channel Branching Fraction (%)

e+e− 3.363 ± 0.004

µ+µ− 3.366 ± 0.007

τ+τ− 3.370 ± 0.008

invisible 20.00 ± 0.06

hadrons 69.91 ± 0.06

Table 5.2: Branching fractions of the decays of the Z boson [2]

of their properties, such as pt or angular distributions. This makes it easier to study

the kinematics of electroweak boson production and decay.

5.1.1 Invariant Mass Distribution of the Z Boson

The simplest example of one of these kinematic distributions is the mass of the

Z boson, which is calculated from the momenta of the decay products as follows

MZ =
√

(p1 + p2)2 − (px1 + px2)2 − (py1 + py2)
2 − (pz1 + pz2)2, (5.1)

where p are the total momenta and px, py and pz the components in the x, y and

z directions respectively. The subscript numbers refer to the two different leptons.

This assumes that the two leptons are massless, and can be re-expressed as

MZ =
√

2p1p2(1− cos φ12), (5.2)

where φ12 is the angular separation of the two muons.

The invariant mass distribution for events passing the Z → µ+µ− event selection

at DØ, as described in Section 6.1.1, is shown in Figure 5.2. This distribution is not a

δ function at the mass of the Z for various reasons. The first stems from Equation 2.1
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Figure 5.2: Invariant mass distribution of events passing the Z → µ+µ− event

selection [35].

because, as the Z boson is a short lived state, it is produced with a range of masses.

A second, much larger effect at DØ, is that the Energy and momentum resolution

of the detector is not perfect, broadening the observed mass distribution. The last

is that there is also some interference from the process pp → γ∗ → µ+µ−, which has

a flatter invariant mass distribution. The photon contribution can be seen in the

low mass ‘shoulder’ in Figure 5.2.

5.1.2 Particle Widths

The differential cross section, with respect to the centre of mass energy of the state,

for the production of a resonance has the form of
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dσ

dM
∝ 1

(E −M)2 + (Γ/2)2
, (5.3)

where E is the centre of mass energy of the state, M the mass of the resonance and

Γ is the width of the resonance [1]. The width relates to the lifetime of the resonant

state (τ) according to Equation 2.1 with the width corresponding to ∆E and the

lifetime to ∆t. Therefore the width can be used as another way of expressing the

lifetime of a particle, with long lived states, like the J/Ψ having narrow widths and

short lived states having large widths.

Most unstable particles have several different decay channels that contribute to

their lifetime. These decay channels can be thought of in terms of partial widths.

Partial widths are an alternative way of expressing the branching fraction to a given

decay channel, with branching ratios (BR) expressed as

BR =
Γi

Γ
. (5.4)

Therefore knowledge of the partial width and the branching fraction of a decay

channel can allow a measurement of the overall width.

5.1.3 Transverse Mass Distribution of the W Boson

As one of the leptonic decay products of the W boson is always a neutrino it is not

possible to reconstruct the invariant mass of the W in the same way as the Z. The

procedure that has to be adopted is to measure the distribution of the transverse

mass, MT , of the candidate events. MT is obtained using Equation 5.5:

MT =
√

("ET + pt)2 − ("ET x + px)2 − ("ET y + py)2, (5.5)

where px and py are the components of the muon momentum in the x and y directions
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and "ET x and "ET y are the components of the "ET in the x and y directions. If one

assumes that the two leptons are massless this can be re-expressed as

MT =
√

2pt "ET (1− cos φ12), (5.6)

where φ12 is the angular separation of the lepton and the missing energy. It can

be seen that this equation is analogous to Equation 5.2, with transverse momentum

substituted for total momentum. As the transverse momentum is always less than or

equal to the total momentum this results in the transverse mass being being smaller

than the invariant mass, resulting in a Jacobian peak, with a tail to low mt. .

5.2 Measurements using Electroweak Bosons

There are two categories of studies being performed using electroweak bosons at

the Tevatron. The first is to make measurements of the properties of the bosons

themselves. The second is where knowledge of electroweak physics is used to probe

other aspects of physics, such as detector resolution or non-perturbative QCD.

5.2.1 Properties of Electroweak Bosons

The first category of study is where better understanding of the properties of the

boson themselves are sought. The most notable of these kind of measurements is

that of the mass of the W boson. This can be used to constrain the range of masses

allowed for the Higgs boson in the standard model, as described in Section 2.2.2.

The way that the mass of the Z boson was measured at the LEP experiments

was to determine the position of the peak in the invariant mass distribution [9]1. As

1Obviously the procedure was not quite this simple, with corrections needing to be applied for

initial state radiation and other factors.
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noted above it is impossible to measure directly the invariant mass of the W and

instead the transverse mass is used.

The procedure adopted for the measurement of the W mass in Run I was to

compare the transverse mass distribution seen experimentally with a series of Monte

Carlo samples generated with different W masses [43]. Although a discrete set of

masses were generated a continuous distribution was obtained by interpolation. The

mass of the W boson was determined to be the generated mass that provided the

best agreement. It is also possible to do this with pt distribution of the lepton from

W decay, which eliminates the need to understand the "ET resolution. However, at

present, this method is not as accurate as it is more sensitive to the modelling of

various factors, including boson pt.

Another measurement is that of the width of the W boson, which, with all

the other electroweak precision measurements, can be used to over-constrain the

Standard Model. The width can be determined using two methods. The first is

directly by examining the transverse mass spectrum of W events in a similar way

to the measurement of the W mass. The second method, used in the thesis, is

to determine the width indirectly from the ratio of the W to Z production cross

sections. This method is described in more detail in Section 5.3.

Similar measurements are also possible on the Z Boson, but the Z was studied to

such precision at the LEP experiments [9] that it is impossible to improve on these

results at the Tevatron.

5.2.2 Electroweak Bosons as Calibration Tools

A further use for events containing W and Z bosons is to help understand other

physics processes. This utilises the fact that these processes have a clean signature,

a relatively high production rate and have been extensively studied, so are well un-

derstood. There are two types of ‘calibration’: that where the electroweak processes
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are used to investigate detector resolution and efficiencies and that where these pro-

cesses are used to improve understanding of the underlying physics of hadron-hadron

colliders. Examples of how electroweak bosons are used to understand detector res-

olution are given in Section 8.1 and examples how they are used to determine particle

identification and track reconstruction efficiencies are given in Section 8.2.

The second category is where the electroweak bosons are used to probe other

physics, for instance non-perturbative QCD, those soft QCD processes to which no

analytical solution is available. In particular the kinematic properties of the elec-

troweak bosons and their decay products can be used to provide more information

about the makeup of the proton.

The rapidity distribution of W and Z bosons can be used to probe the properties

of the quarks inside the proton that the bosons are produced from. Specifically

the differences in the rapidity distribution between the positively and negatively

charged W bosons can be used to probe PDFs as mentioned in Chapter 7. The pt

distribution of the Z boson can be used to study the system recoiling off the Z, which

can be used to study the properties of QCD. A better model of boson pt would help

a measurement of the mass of the W, amongst other measurements.

Another way in which electroweak bosons can be utilised is to determine lu-

minosity. This takes Equation 6.1 that is used to calculate the cross section, and

instead of treating the cross section as an unknown, takes this value from the latest

theoretical calculation and treats the luminosity as an unknown to be determined.

In view of inherent problems in the present technique used to determine luminosity

W and Z production rates may be used in future. The one area where this technique

is already used to determine luminosity is in searches for states that have similar

experimental signatures to electroweak bosons, for instance di-muon resonances. By

normalising to the Z → µ+µ− peak not only does the luminosity cancel, but so do

many of the efficiencies, reducing the sensitivity of an analysis to several factors.
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5.3 Indirect Measurement of the W Boson Width

The width of the W boson can be derived indirectly from the ratio of the W → µν

to Z → µ+µ− cross sections as follows:

R ≡ σ(pp → W → µν)

σ(pp → Z → µ+µ−)
=

σ(pp → W)Br(W → µν)

σ(pp → Z)Br(Z → µ+µ−)
, (5.7)

where σ(pp → W)(≡ σw) and σ(pp → Z)(≡ σz) are the total production cross sec-

tions for the W and Z bosons respectively and Br() denotes the branching ratio to

a particular process.

Re-expressing the branching ratio to leptons, in terms of partial widths the

following expression can be obtained:

R =
σW

σZ

(
ΓZ

ΓZ→µ+µ−

) (
ΓW→µν

ΓW

)
. (5.8)

The cross sections σW and σZ and the partial width of the W to a muon and a

neutrino are all theoretically calculable. The ratio, ΓZ
ΓZ→µ+µ−

has been measured

at LEP to high precision. Therefore if R is measured the width of the W can be

calculated. The remainder of this thesis describes the measurement of the width of

the W boson using this technique.
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Chapter 6

Measurement of W → µν and

Z/γ∗ → µ+µ− Cross Sections

This chapter describes how the W → µν and Z/γ∗ → µ+µ− cross sections were eval-

uated. Both cross sections are determined using

σ.Br =
NevCbk

ε(
∫ Ldt)

, (6.1)

where Nev is the number of events passing the event selection, Cbk corrects for

background processes that pass the event selection, ε is the efficiency of the event

selection and
∫ Ldt is the integrated luminosity of the data sample.

The Z/γ∗ → µ+µ− cross section is measured as opposed to the Z → µ+µ− cross

section as events from the photon and Z boson are indistinguishable. The obtention

of the Z → µ+µ− cross section from this result is possible using a theoretical correc-

tion as described in Section 9.1. When the Z/γ∗ → µ+µ− cross section is mentioned

only events where the di-muon system has an invariant mass greater than 40 GeV

are considered. It is possible to measure the cross section for events with lower

masses, but the background, in particular from bb̄ events, becomes larger and more
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difficult to estimate. The mass cut is not chosen to be higher to minimise the effects

of detector resolution.

The Z/γ∗ → µ+µ− cross section is evaluated separately in three data taking

periods due to changes in tracking efficiency and trigger configurations. These three

periods are combined together for the final result. The W → µν cross section is

evaluated for two different trigger configurations which are then combined together

for the final result.

This section gives a brief description of the analysis; it does not attempt to

produce detailed justifications of event selections or accounts of why one method of

estimating background is used as opposed to another. These technical details can

be found in [35] and [36] for the Z/γ∗ → µ+µ− analysis and [42] for the W → µν

analysis.

6.1 Event Selections

This section describes the requirements made on events to select reasonably pure

samples of Z/γ∗ → µ+µ− and W → µν events. Both event selections start off by

requiring a high pt muon to be detected. The Z/γ∗ → µ+µ− event selection requires

an additional high pt muon with opposite charge to the first. The W → µν event

selection requires evidence for a high pt neutrino in the form of "ET . Due to the

larger backgrounds present for the W → µν analysis, the selection requirements, for

instance for muon identification, are tighter.

A muon is identified using the muon chambers and is required to be matched to

a track in the central detector. All muons are required to be within the nominal

acceptance of the muon detectors. This excludes the region where |xA| and |yA| are

both less than 110 cm, where the beampipe passes through to the central detector.

The region where the muon system is compromised by the calorimeter supports,
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delimited by 4.25 < φA < 5.15 and |ηA| < 1.25, is excluded.

Both the Z/γ∗ → µ+µ− and W → µν analyses require that the event fulfils one

of a particular set of trigger conditions. These triggers combine various requirements

from the different levels of the trigger system, as defined in Section 3.3. The di-muon

trigger requires that two muons meet the tight scintillator requirement and that at

least one muon is reconstructed at Level 2 as being of at least medium quality. The

single muon trigger requires that at least one muon meets the loose wire requirement.

A further requirement is that at least one muon is reconstructed by Level 2 as being

of at least medium quality and with a minimum pt of 3 GeV. The final requirement

of the single muon trigger is that at least one track, associated with a muon, is

reconstructed by the Level 3 trigger with pt of at least 10 GeV. During certain

periods the single muon trigger is switched off in the forward region (|η| > 1.5) to

limit the amount of events recorded. This is known as the wide version of the single

muon trigger, as opposed to the all version.

6.1.1 Z/γ∗ → µ+µ− Event Selection

The following additional event selection requirements are applied for the Z/γ∗ → µ+µ−

analysis:

1. Both muons are required to have pt > 15 GeV.

2. The invariant mass of the di-muon system is required to be greater than

40 GeV.

3. To reduce the background from bb̄ events where both b quarks decay semi-

leptonically into muons, at least two out of the following four isolation criterion

are required to pass:

(a)
∑

tracks,i p
i
t < 3.5 GeV, where

∑
tracks,i p

i
t is the sum of the pt of tracks

contained within a cone around the first muon direction with opening
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angle R < 0.5, where R2 = (∆η)2 +(∆φ)2. The track associated with the

selected muon, and tracks with a value of z0 more than 2 cm from that

of the candidate track are not considered in this sum.

(b) Same as (a) but for second muon.

(c)
∑

cells,i E
i
t < 2.5 GeV, where

∑
cells,i E

i
t is the sum of the transverse ener-

gies of calorimeter cells in an annulus 0.1 < R < 0.4 around the direction

of the first muon.

(d) Same as (c) but for second muon.

4. To reduce the background from cosmic ray muons traversing the detector:

(a) dca < 0.02 cm for tracks with hits in the smt and dca < 0.2 cm for muon

tracks with no SMT hits.

(b) The angular separation, ∆α, between the two muons is required to be

∆α > 0.05 radians, where ∆α ≡ |∆φµµ + ∆θµµ − 2π|.

Before March 2003 the single muon trigger was heavily pre-scaled, so, to be

selected, the event was required to fulfil the di-muon trigger requirements. This

period is referred to as the first data taking period.

After this period then an event could be selected if it fulfilled either the di-muon

or single muon trigger requirements. Only the wide version of the single muon trigger

was used, to avoid the complications of evaluating the efficiencies for two versions

of the single muon trigger.

There was a small amount of data collected after March 2003 with only the di-

muon trigger. This is referred to as the second data taking period. The rest of the

data is collected together as the third data taking period. The number of candidate

events after this selection is 14,790 in an integrated luminosity of 147.7 pb−1 [36].
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6.1.2 W → µν Event Selection

For the W → µν analysis these additional selection criteria were applied

1. The muon is required to have pt > 20 GeV.

2. The event is required to have "ET > 20 GeV.

3. The transverse mass of the muon- "ET system, mT , is required to be greater

than 40 GeV. This cut removes the bb̄ events where the muon and "ET have

small angular separation, as the background fraction was found to be difficult

to estimate for these events.

4. To remove background from bb̄ events the following isolation cuts were applied.

The isolation cuts are made upon the same variables as the Z/γ∗ → µ+µ−

analysis, but are tighter due to the presence of larger bb̄ backgrounds. The

tightening of the cuts revealed a dependence on the instantaneous luminosity,

LI , which is measured in units of 1030cm−2s−1. The average luminosity of the

data sample was L = 21.9, with a standard deviation of 8.4. To remove the

dependence of the efficiency on the luminosity, the cut is made to explicitly

depend on instantaneous luminosity [42]:

(a)
∑

cells,i E
i
t < (1.65 + 0.021LI) GeV.

(b)
∑

tracks,i p
i
t < (1.1 + 0.014LI) GeV

5. The central track matched to the muon is required to meet the following

requirements:

(a) It must have at least one hit in the SMT associated with it.

(b) It must have a χ2 per degree of freedom of the track fit of less than 3.3.

These requirements help minimise the contamination from mesons that decay

in-flight.
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6. To further remove in-flight decays and cosmic rays, the |dca| of the track

associated with the muon is required to be less than 110 µm.

7. To reduce the background from Z/γ∗ → µ+µ− and cosmic rays, events are re-

jected if there is another muon in the event, passing the same quality require-

ments as the first muon. Events with a second central track with pt > 20 GeV

and ∆φ > 2.1 between the two tracks are also rejected. These are referred to

as the muon veto and the track veto respectively.

8. The event is required to fulfil the single muon trigger requirements. The data

is divided into two periods according to whether the single muon trigger is

restricted to the wide region or not. These are referred to as the wide and all

configurations respectively.

After applying these selection cuts 62,285 candidate events are obtained in a

sample with an integrated luminosity of 96 pb−1 [42].

A smaller data sample was used for the W → µν analysis because the early data

taking period, corresponding to the first data taking period of the Z/γ∗ → µ+µ−

analysis was not used. This was because the trigger information was corrupted in

such a way to make an efficiency measurement prohibitively difficult. A smaller

percentage of the taken data was used due to the tighter requirements made on data

quality.

6.2 Measurement of Efficiencies

The efficiency of both the Z/γ∗ → µ+µ− and W → µν event selection cuts were eval-

uated using the pmcs detector simulation as described in Section 4.3. This efficiency

includes the probability for the muons in an event to lie within the geometrical and

kinematical cuts made by the analyses and for the detector to identify them. The
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simulation also includes the probabilities for track and muon reconstruction and

triggering efficiencies.

6.2.1 Z/γ∗ → µ+µ− Efficiencies

Most of the efficiency is modelled by pmcs. However some quantities that the

Z/γ∗ → µ+µ− selection cuts upon, such as isolation variables are not simulated.

Therefore the total efficiency for the process Z/γ∗ → µ+µ− is given by the product

of several efficiencies:

εZ/γ∗ → µ+µ− = εMC × εfz × εoppositeq × εisol × εcosmic, (6.2)

where εMC is the efficiency evaluated with pmcs, including the acceptance, track

reconstruction and muon identification efficiencies. The other efficiencies are the

efficiency of the fast z requirement in the trigger (εfz), the efficiency of requiring

that the charges of the two muons are of the opposite sign (εoppositeq), the efficiency

of requiring that the event is isolated (εisol) and the efficiency to pass the cosmic

cuts (εcosmic).

A detailed description of the obtention of εMC is given in Section 8.3.1. The rest

of this section gives an overview of the methods used to obtain the other efficiencies.

The only efficiencies treated differently in the different data taking periods are εMC

and εfz due to the change in the trigger configurations and also to reflect the time

dependence of the tracking efficiency [35].

• εfz

This is evaluated by looking at the fraction of Z → e+e− events, which are

selected using a trigger with no fast-z requirement, that meet the fast z trigger

requirement. In the latter two data taking periods, this requirement has been

removed from the muon triggers, and this efficiency is trivially one.
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Efficiency Period 1 Period 2 Period 3

εisol 0.999 ± 0.001

εoppositeq 0.998 ± 0.001

εcosmic 0.988 ± 0.006

εfz 0.943 ± 0.004 1.0 ± 0.0

εMC 0.239 0.268 0.322

Table 6.1: Summary of efficiencies in the Z/γ∗ → µ+µ− analysis [35].

• εoppositeq and εisol

Both of these efficiencies are obtained by examining the samples of events that

pass all the event selections except the one we are interested in. The fraction

of these events that are due to Z/γ∗ → µ+µ− is then estimated to provide the

efficiency.

• εcosmic

There are two cuts used to reject cosmic rays, the acolinearity and the dca

cut. The acolinearity cut is evaluated using pmcs, but is treated separately.

The efficiency of the dca cut is evaluated by plotting the dca of each of the

muons against the dca of the other. In the case of cosmic rays the dca should

be large and of approximately equal magnitude and of opposite sign. In the

case of Z/γ∗ → µ+µ− events the large dca arises from the track being badly

reconstructed and so the dca of the two muons is less correlated. This method

is used to estimate the fraction of events failing the dca cut are Z/γ∗ → µ+µ−.

The efficiencies are summarised in Table 6.1. No uncertainties are given on εMC

as these are discussed in Section 8.3.1.
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Efficiency All Wide

εMC 0.211 0.186

Table 6.2: Summary of efficiencies in the W → µν analysis [44].

6.2.2 W → µν Efficiencies

The total efficiency for the W → µν analysis is determined using pmcs, denoted

εMC . All of the selection variables in the analysis are modelled within pmcs. The

variables included in this analysis that are not included in the Z/γ∗ → µ+µ− analysis

are added in two ways. The first is to include track quality cuts, such as those on the

dca within the track reconstruction efficiency. The second, for the isolation efficiency,

is to add a new variable into the simulation. It is possible to take both approaches

for the W → µν analysis as each event only contains a single muon. Therefore no

consideration needs to be made for correlations in the efficiencies between different

muons in an event.

A detailed description of the technique used to evaluate εMC can be found in [42].

The values are not exactly the same, due to several small changes in the analysis

applied to obtain consistency with the Z/γ∗ → µ+µ− analysis. One of these changes

is that NLO instead of LO PDFs are used.

6.3 Estimation of Background

Wherever possible the backgrounds, especially QCD and instrumental backgrounds,

are evaluated by studying data. The only exception are the electroweak backgrounds

which produce signals that are very difficult to distinguish from candidate events.

These arise from decay channels of electroweak bosons apart from the one that we

are considering. For instance a Z/γ∗ → µ+µ− event, where one of the muons remains
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undetected, is impossible to distinguish from a W → µν event, therefore providing

an irreducible background.

6.3.1 Backgrounds to the Z/γ∗ → µ+µ− Events

There were five backgrounds that were considered to contribute to the candidate

events:

• Cosmic rays traversing the detector are reconstructed as two muons originating

from the beamspot. The fraction attributed to this background was denoted

fcos.

• bb̄ events where both b-quarks decay semi-leptonically to muons. The fraction

attributed to this background was denoted fbb̄. The background from cc̄

events is expected to be negligible.

• Z/γ∗ → τ+τ− events where both tau leptons decay to muons. The fraction

attributed to this background was denoted fZ/γ∗ → τ+τ− .

• W → µν events with an additional muon from an associated jet and di-boson

events from WW, WZ and ZZ production, where two or more muons are

produced. The fraction attributed to this background was denoted fW .

These were combined to give the background correction

Cbk =
(1− fbb)(1− fcos)(1− fW )

(1 + fZ→τ+τ−)
. (6.3)

There are two ways of normalising a background fraction. One is with respect

to the number of signal events; these backgrounds appear in the denominator of

Equation 6.3. The other is with respect to the number of candidate events; these
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events appear in the numerator of Equation 6.3. For a more detailed explanation of

this see Appendix A.

The fraction of events attributed to bb̄ was estimated by looking at events passing

all the event selection but failing the requirement that the two muons had opposite

charges. Events with poorly reconstructed tracks were considered to be due to

genuine Z/γ∗ → µ+µ− events where one of the muons has a wrongly reconstructed

charge. The other events were assumed to be due to bb̄. This number of events was

scaled up by the ratio of the bb̄ production cross section for opposite-sign to like-sign

di-muon pairs from mixing to produce an estimate of the bb̄ background [45].

The fraction of events attributed to cosmic rays was estimated by inspecting the

difference in the times that the muons arrive at the muon chambers.

The background from Z/γ∗ → τ+τ− events was evaluated by passing a sample of

Z/γ∗ → τ+τ− events through the same Monte Carlo simulation used to evaluate the

efficiency. The fraction attributed to Z/γ∗ → τ+τ− is the ratio of the Z/γ∗ → τ+τ−

to Z/γ∗ → µ+µ− efficiencies.

The backgrounds from W → µν + jet events and di-boson events were estim-

ated by examining candidate events with three muons. Those events that had three

isolated muons were attributed to being di-boson background. Those events that

had one or more muons failing the isolation cuts were attributed to being due

to Z + jet events. This fraction was scaled up by the ratio of the W → µν to

Z/γ∗ → µ+µ− cross sections to estimate the number of W → µν and jet events

passing the Z/γ∗ → µ+µ− event selection.

The different background fractions are summarised in Table 6.3. All were as-

sumed to be unchanged between the different data taking periods. A more detailed

description of the techniques used to estimate the size of the backgrounds can be

found in [35] and [36].
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Background Value

fcos 0.002 ± 0.002

fbb̄ 0.005 ± 0.003

fZ→τ+τ− 0.005 ± 0.001

fW 0.002 ± 0.001

Table 6.3: Summary of backgrounds to the Z/γ∗ → µ+µ− analysis.

6.3.2 Backgrounds to W → µν Events

There were two categories of backgrounds for the W → µν analysis; those from other

decays of electroweak bosons and those from other processes. The electroweak back-

grounds, Z → µ+µ− (fZ→µ+µ−), W → τν (fW→τν) and Z/γ∗ → τ+τ− (fZ→τ+τ−),

were all evaluated using the same pmcs simulation used to evaluate the efficiency of

the W → µν event selection. Note that the W → τν background has changed from

that quoted in [42] due to the incorrect modelling of the polarisation of the τ leptons

in the original result [44]. The other backgrounds were from bb̄ events (fbb̄), cosmic

rays (fcos) and in-flight decays (fIFD). The estimation of each of these backgrounds

are described in more detail below.

All backgrounds are expressed as fractions of either the total numbers of W → µν

events, in the case of the electroweak backgrounds, or as fractions of the total number

of candidate events, for all other background processes. Each of the backgrounds

were combined to give the background correction

Cbk =
(1− fbb̄)(1− fcos)(1− fIFD)

(1 + fZ → µ+µ−)(1 + fW → τν)(1 + fZ/γ∗ → τ+τ−)
. (6.4)

The bb̄ background was evaluated using the matrix method. Because the effi-

ciency is evaluated solely from data, cc̄ events are also covered by this method. The

matrix method uses a set of simultaneous equations to extract the number of back-
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ground and signal events in the candidate sample. Firstly all the event selection

criteria, except the isolation cut which has a high rejection factor for the QCD

background, are applied. This results in N events of which S are signal and B are

background:

N = B + S. (6.5)

Then the final event selection is applied resulting in N2 events:

N2 = εbB + εsS, (6.6)

where εb and εs are the efficiencies for the background and signal processes respect-

ively. Knowing these efficiencies the equations can be solved to obtain an estimate

of the amount of bb̄ background in the candidate events. The difficult part is es-

timating εb, the efficiency of the isolation cuts for bb̄ events.

7

Background set 1 set 2
W → τν 0.025 ± 0.001 0.025 ± 0.001
Z/γ → µ+µ− 0.043 ± 0.002 0.041 ± 0.002
Z/γ → τ+τ− 0.0018 ± 0.0001 0.0017 ± 0.0001

TABLE III: Summary of electroweak backgrounds.

B. The QCD Background

The QCD background is evaluated from data using the matrix method. The matrix method uses a set of two
simultaneous equations to extract the number of signal and background events in the sample.

Firstly the isolation cut, which has a high rejection factor for QCD background events, is removed. Then all other
event selection requirements are applied, which results in a total of N events, of which B are background, and S are
signal. Then the final event selection is applied, resulting in N2 events. Two equations result:

N = B + S, (2)

N2 = fB + εS, (3)

where f and ε are the efficiencies for background and signal events to pass the final event selection. Knowing the
efficiencies f and ε, these equations can be solved to give the number of background events in the final sample:

B =
εN − N2

ε − f
. (4)

To use the matrix method, the signal and background efficiencies have to be measured. This is done using as pure
as possible samples of signal and background events. For the signal, efficiencies can be obtained in the data on samples
of Z → µ+µ− events, which have a high purity. The background efficiency is obtained using muons with high #ET and
low pT . Fig. 2 shows the probability for single muons to pass the isolation cut as a function of pT . The different bands
are for for different #ET and MT cuts. The efficiency for background events is taken from events with #ET > 20 GeV
and MT > 40 GeV in the low pT region, where the probability for a single muon to be isolated is 0.06. In the high
pT region this sample becomes “contaminated” with W → µν events.

To extrapolate this efficiency into the high pT signal region, like sign di-muon events, which tend to be predominantly
bb̄ events, are used. The probability for the muons in these events to be isolated shows no sign of increase with pT .
The different kinematics of these events means that we cannot use them to get an absolute value, but the general
behaviour is assumed to be the same.

As it is impossible to extract the background efficiency in the signal region we take it to be 0.03± 0.03, by halving
the upper bound and quoting an uncertainty spreading from 0 to the upper bound.
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FIG. 2: Isolation rate for a muon in a single muon event as a function of pT . The bands represent different cuts on "ET and MT .

Using this figure for the background efficiency and that described in section IVA for the signal, the matrix method
is used to evaluate the QCD background. Table IV summarises the numbers used to obtain the QCD background.
The efficiency quoted for the signal is only an average. The actual calculation employs the pT dependence discussed
in Section IV A.

Figure 6.1: Isolation rate, in single muon events, as a function of the pt of the muon.

The different bands represent different cuts on "ET and mT [42].

The efficiency for bb̄ events is estimated using data in events with large amounts

of "ET and with a single muon with pt between ten and twelve GeV. Figure 6.1

shows the probability for single muons to pass the isolation cut as a function of pt

of the muon. The different bands are for different "ET and mT cuts. The efficiency
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for background events is taken from events with "ET > 20 GeV and mt > 40 GeV

in the low pt region, where the probability for a single muon to be isolated is 0.06.

In the high pt region this sample becomes “contaminated” with W → µν events.

To extrapolate this efficiency into the high pt signal region, like sign di-muon

events, which tend to be predominantly bb̄ events, are used. The probability for the

muons in these events to be isolated shows no sign of increase with pt. The different

kinematics of these events means that we cannot use them to get an absolute value,

but the general behaviour is assumed to be the same.

As it is impossible to extract a definite value of the background efficiency from

the signal region the value 0.03 ± 0.03 is taken. This is done by halving the upper

bound and quoting an uncertainty spreading from zero to the upper bound.

Kaons and pions can decay to muons before showering in the calorimeter. This

can produce an isolated muon in the muon chambers in association with a track in

the central detector, faking a W → µν event. Trying to fit a single track from the

combination of the meson and the muon tracks tends to produce a larger χ2 in the

track fit and a poorer dca and pt resolution. Combining this poor pt resolution with

the fact that the muon produced in the decay tends to have lower pt, results in a

discrepancy between the pt as measured by the muon system and that as measured

by the central tracker. Cosmic rays can pass the W → µν event selection if they are

reconstructed in both the muon system and the tracker. As they are not produced

in the interaction point, they tend to have large values of dca.

It is the dca distribution that is used to discriminate the signal events from these

backgrounds. The procedure adopted is to create template dca distributions for

signal and these backgrounds. The dca distribution in the candidate events is then

fitted with a sum of these templates to estimate the fraction of candidates that are

due to in-flight decay (IFD) and cosmic backgrounds.

The template for the signal is taken from Z → µ+µ− events in data which are
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Background All Wide

fZ → µ+µ− 0.043 ± 0.002 0.041 ± 0.002

fW → τν 0.031 ± 0.001 0.031 ± 0.001

fZ/γ∗ → τ+τ− 0.0018 ± 0.0001 0.0018 ± 0.0001

fbb̄ 0.007 ± 0.007 0.008 ± 0.008

fIFD 0.0022 ± 0.0012

fcos 0

Table 6.4: Summary of backgrounds to the W → µν analysis [42].

assumed to have no background from cosmic ray events1. The template distributions

for the IFD and cosmic ray backgrounds are taken from samples enhanced in the

relevant background. The dca distribution of the candidate events is fitted using the

three templates to obtain the fraction of events attributed to signal and backgrounds.

Following this procedure the background from cosmic rays is found to be negligible

and that from in-flight decays found to be (0.0022 ± 0.0012). The uncertainty on

this number is a systematic error obtained by varying the sample on which the

template for the IFD background is fitted from.

The different background fractions are summarised in Table 6.4. A more detailed

description of the techniques used to estimate the size of the backgrounds can be

found in [42].

6.4 Integrated Luminosity

This section gives an overview of the methods used to obtain the integrated lumin-

osity of a data sample at DØ. A more detailed description can be found in [46]. The

1The small cosmic ray background in the Z/γ∗ → µ+µ− analysis is eliminated by applying the

tighter track quality requirements of the W → µν analysis.
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integrated luminosity is obtained using

∫
Ldt =

Npp̄
εLMσpp̄

, (6.7)

where Npp̄ is the number of inelastic pp̄ collisions observed by the luminosity mon-

itor as described in Section 3.2.5, εLM is the efficiency for the luminosity monitor to

observe inelastic collisions [46] and σpp̄ is the total inelastic pp̄ cross section, which

has been measured at a centre of mass energy,
√

s = 1.8 TeV by the CDF [47]

and E811 [48] experiments. These results are combined and extrapolated to
√

s =

1.96 TeV to produce a result of σpp̄ = 60.7 ± 2.4 mb [49]. Combining the uncer-

tainties on εLM and σpp̄ results in an overall uncertainty of 6.5% on the integrated

luminosity.

6.5 Summary of Results

The cross sections are obtained using Equation 6.1. The four numbers required to

produce the cross sections are summarised in Table 6.5. The cross sections from the

three data taking periods, for the Z/γ∗ → µ+µ− cross section, and the two trigger

configurations, for the W → µν cross section, are combined to produce a single value

for each cross section. These combinations are weighted by the uncorrelated errors

on each of the contributing cross sections. All statistical uncertainties, such as that

on the number of candidate events, are uncorrelated. The systematic uncertainties

on the efficiencies and the backgrounds are discussed in more detail in Chapters 8

and 9.
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Process Nev Cbk ε
∫ Ldt (pb−1) Cross Section (pb)

Z/γ∗ → µ+µ− (Period 1) 2650 0.986 0.222 36.8 320

Z/γ∗ → µ+µ− (Period 2) 146 0.986 0.264 1.5 365

Z/γ∗ → µ+µ− (Period 3) 11556 0.986 0.317 109.4 329

Z/γ∗ → µ+µ− (Total) 328

W → µν (All) 29159 0.918 0.211 41.9 3030

W → µν (Wide) 33126 0.926 0.186 53.7 3070

W → µν (Total) 3050

Table 6.5: Summary of numbers used to produce the cross sections.
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Chapter 7

Parton Distribution Functions

This chapter describes work toward a systematic determination of the uncertainty

due to the choice of Parton Distribution Function (PDF). It starts with a general

overview of the theory behind PDFs in Section 7.1, before providing a more detailed

description of the PDF sets used in this analysis in Section 7.2. A brief discussion of

uncertainties on PDF sets is given in Section 7.3 before the chapter is concluded in

Section 7.4 with a description of techniques used to translate uncertainties on PDF

sets into uncertainties on observables.

7.1 Theoretical Background

Although the Tevatron is used to collide protons and antiprotons, the actual inter-

actions involve the constituent partons. PDFs describe the probability of finding

a parton with a fraction, x, of the total momentum inside a hadron at an energy

squared scale, Q2.

PDFs rely on the ability to separate the high energy hard scatter from the

low energy interactions within the hadron, known as factorisation. This involves
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introducing a cutoff in the model, the factorisation scale (µF ). In simple terms,

a gluon emitted with pt less than the factorisation scale is treated as part of the

hadron, whilst one emitted with pt greater than the factorisation scale is treated as

part of the hard scatter. In practice µF
2 is chosen to be a value of the order of the

an energy scale squared related to the hard scatter, Q2.

Given the ability to separate the hard scatter from all the soft underlying in-

teractions within the colliding hadrons, the problem reduces to determining the

probability of resolving a parton of a given type and momentum from the proton.

Although these probabilities vary with µF , the way they vary is understood and

can be compared between different values of µF using the DGLAP equation [50].

Therefore a single set of PDFs can be obtained from all data and used to make

universal predictions.

Because the QCD interactions within hadrons are at low energies it is impossible

to calculate them perturbatively. Instead of trying to derive PDFs from first prin-

ciples the approach taken is to produce a parameterised dependence on x. The

values of the parameterisation are obtained by fitting to a wide variety of experi-

mental results. In order to obtain as reliable a fit as possible, data with a wide range

of x and Q2 values are taken, as shown in Figure 7.1.

It can be seen that the data used here was predominantly from the ep col-

lider, HERA, and fixed target deep inelastic scattering (DIS) and Drell Yan (DY)

experiments, although some results from the Tevatron, such as the W asymmetry

(as discussed in Chapter 5) and the high transverse momentum jet cross section,

are also used. The different types of data also probe different aspects of the PDFs

with, for instance, the W asymmetry probing the asymmetry between up and down

quarks and the jet cross section probing the gluon distribution.

Because the data has some experimental uncertainty there is also an uncertainty

associated with the parameters used. Until recently no systematic method was avail-
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Figure 7.1: Distribution of 1
x and Q values used in global fit used to produce the

CTEQ5 PDFs [51].

able to assess quantitatively the propagation of this uncertainty into experimental

observables, such as cross sections. The CTEQ [52] and MRST [53] collaborations

have recently developed techniques to allow a quantitative assessment of these un-

certainties. In order to better illustrate the evaluation of the uncertainties using

these methods, a more detailed description will be given of the CTEQ6 PDF sets

and the method used to evaluate the uncertainty due to the choice of PDF.

7.2 The CTEQ6 PDF Sets

The CTEQ6 PDF sets are chosen for more detailed description as they are utilised by

this analysis. This section provides a brief introduction; an exhaustive description

can be found in [52, 54]. The same PDFs can be used for antiprotons by swapping

partons for their antipartons. Other PDF sets are available for particles such as

pions.
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CTEQ6 includes the following partons; the u, d, s quarks, their antiquarks and

the gluon. The s and s distributions are assumed to be the same and equal to

s(x) = s(x) = 0.2(u(x) + d(x)).

The remaining distributions are arranged into the valence quark distributions and

the sea parton distributions as follows.

• The valence up quark distribution: uv(x) ≡ u(x)− u(x)

• The valence down quark distribution: dv(x) ≡ d(x)− d(x)

• The gluon distribution: g(x)

• The antiquark sea distribution: u(x) + d(x)

• The light antiquark ratio:
(
u(x)/d(x)

)
All distributions are parameterised as a function of x and fitted at a factorisation

scale of µF = 1.3 GeV. As long as a degree of flexibility is allowed the exact form

of the parameterisation is not important. The first four use the form

xf(x) = A0x
A1(1− x)A2eA3x(1 + eA4x)A5 , (7.1)

where A0 to A5 are fit parameters. These parameters are different for all four dis-

tributions, resulting in 24 different variables. The last distribution is parameterised

d(x; µF )

u(x; µF )
= A0x

A1(1− x)A2 + (1 + A3x)(1− x)A4 , (7.2)

where A0 to A4 are five other tunable parameters. This leaves a total of 29 free

parameters. When comparing this model to the data the fit did not converge. This
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problem was overcome by fixing some of the parameters1 leaving a total of 20 free

parameters. The values of the 20 free parameters are obtained by minimising the

χ2 of the global fit between data and the model.

7.3 Uncertainties on PDFs

The global fit has a degree of uncertainty attached to it due to experimental un-

certainties on the input data. This results in each of the fitted parameters having

an attached uncertainty. The parameters described in Section 7.2 are correlated

with each other making any assessment of the uncertainty on any given parameter

complicated. Therefore when dealing with uncertainties 20 new parameters are

used, which can be denoted Bi, where i runs from 1 to 20. These parameters are

combinations of the original parameters, chosen to be orthogonal to each other.

The procedure adopted in the CTEQ6 PDF sets is to create 40 PDF sets in ad-

dition to the central one. Each parameter has two of these additional sets associated

with it, one where the parameter has been increased in such a way as to decrease

the quality of the global fit by one error unit (the up error sets) and one where the

parameter has been decreased in such a way as to decrease the quality of the global

fit by one error unit (the down error sets).

The vague term error unit is deliberately employed because the χ2 per degree

of freedom is greater than one. Instead of choosing to take the error sets as being

where the global χ2 is increased by one, it is chosen to be increased by 100. This

number is arbitrary with, for instance the MRST collaboration taking this number

to be 50.
1As the parameterisation is arbitrary this is a perfectly legitimate technique
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7.4 Uncertainties on Observables

This section describes techniques that use the different cteq error PDFs to produce

an uncertainty on an observable, such as an acceptance or a cross section. To

assess an uncertainty on an observable (∆X) due to choice of PDF, the observable

(X) is evaluated with the central PDF set (S0) and the 40 error sets (Si). The

observables chosen to illustrate these techniques are calculations of the Z → µ+µ−

and Z/γ∗ → µ+µ− cross sections using the mc@nlo generator [29]. The ratio of

these cross sections (Rσ ≡ Z → µ+µ−/Z/γ∗ → µ+µ−) is also used as this is more

sensitive to the prescription used to evaluate PDF uncertainty.

The Z → µ+µ− cross section was calculated using the central PDF set and the

40 error sets. The central value σ = 236.4 ± 0.1 pb agrees well with the full NLO

calculation by Van Neervan et al, σ = 236.2 pb [55, 56]. Figure 7.2(a) shows, for

each of the 40 error sets, the fractional difference to the central value.

The original prescription, devised by the cteq collaboration [52], to convert

these values into an uncertainty, ∆X, is

∆X =

(
1

2

20∑
i=1

[
X(S+

i )−X(S−
i )

]2

)1/2

. (7.3)

This assumes that the value of the observable calculated using the ‘up’ and ‘down’

error sets is displaced by equal amounts in opposite directions from the central value.

Examining Figure 7.2 this appears to be a reasonable assumption for the lower error

PDFs. When looking at the higher error PDFs the displacement of the observable

from the central value becomes asymmetric and there are even cases where the

displacement of the observable for the ‘up’ and ‘down’ sets is in the same direction..

The cteq collaboration reworked the error sets to try and reduce any asym-

metries, but acknowledged that the effect was real. Therefore the old prescription

to evaluate the PDF uncertainty could no longer be regarded as valid and a new
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prescription was formed [54]. This new prescription assumes that, in general, the

uncertainty on an observable due to choice of PDF is asymmetric. Therefore the

error sets in which the observable is larger than the central value (X+) are treated

separately from those in which the error sets in which the observable is smaller than

the central value (X−). Each of these cases are summed separately to produce the

asymmetric errors (∆X±).

This is described as follows:

∆X± =

(
20∑
i=1

[
X±(Sj)−X(S0)

]2

)1/2

. (7.4)

Note that the subscript on the X denotes that it is unimportant whether we are

treating the up or down error set. The important factor is whether the observable

with a given error set is larger, or smaller, than the central value.

This prescription retains one implicit assumption, that the displacement of the

up and the down error sets are in opposite directions. As can be seen from inspection

of Figure 7.2 this is not always the case. It can be seen that there are many pairs

of error sets where the up and down sets are displaced in the same direction. As

the up and the down sets are not independent it would not be correct to add them

both to the same sum. Therefore a new prescription has to be constructed to take

this into account.

The standard DØ prescription is to only add the case with the larger displace-

ment from the central value. The TeVEWWG prescription2 is, if the observable

is displaced in the same direction using both the up and down sets, the average

of the two is added to the appropriate sum. In practice the difference between

the two approaches is minimal. Table 7.1 summarises the PDF uncertainty on the

Z → µ+µ− cross section and its ratio to the Z/γ∗ → µ+µ− cross section with the

2The TevEWWG is the Tevatron Electroweak Working Group, designed to co-ordinate meas-

urements of electroweak physics between the DØ and CDF experiments.
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different prescriptions.

Prescription σZ/γ∗ → µ+µ− Rσ

‘old’ cteq ± 3.5% ± 0.1%

TevEWWG +3.5%/-3.9% ± 0.2%

DØ +3.6%/-3.9% ± 0.2%

Table 7.1: PDF Uncertainty on the Z/γ∗ → µ+µ− cross section and Rσ using the

prescriptions described above.
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Chapter 8

Studies for the pmcs Simulation

This chapter consists of a collection of studies performed for the pmcs simulation.

Additional work was performed by the author on the simulation but, being main-

tenance or technical work and insusceptible to description, is not included. This

other work included the writing of documentation [57,58].

This chapter begins in Section 8.1 by describing work done to develop the track-

ing resolution parameterisation and tuning the parameters to optimise the agreement

with data. It proceeds to describe the modelling of the efficiencies for tracking and

muon identification and triggering in Section 8.2, before concluding in Section 8.3

with a description of some applications of the simulation, in particular in the calcu-

lation of the efficiency of the Z/γ∗ → µ+µ− event selection.

8.1 Modelling Track Resolution

The modelling of the pt resolution of the tracker is based upon three variable para-

meters, as described in Section 4.3.1.
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σ1/pt

1/pt
=

√
A2

p2
t

L4
+

B2

Lsin(θ)
(8.1)

pt(smear) = Cp′t (8.2)

The first stage involves smearing the pt according to a Gaussian with a width de-

termined by Equation 8.1. One of the parameters, A, models the sensitivity of the

resolution to measurement error on the sagitta which dominates the resolution at

high pt. Another parameter, B, models the sensitivity of the resolution to multiple

scattering of the particles as they pass through the tracker, which dominates the res-

olution at low pt. The smeared pt is then multiplied by a scale factor, C, to account

for an imperfect description of the magnetic field in the reconstruction process and

other factors.

The parameters were not obtained through any a priori reasoning, but by op-

timising agreement between the simulation and data. This process involves the

use of two di-muon resonances, Z → µ+µ− and J/Ψ → µ+µ−. The Z → µ+µ− peak

provides a sample of muons with high pt, whilst the muons from the J/Ψ → µ+µ−

peak have, on average, lower pt.

This section gives a detailed description of the tuning process. The first step

involves the tuning of the value of A and C using high pt muons from Z/γ∗ → µ+µ−

events. The second step involves the tuning of parameter, B, using the lower pt

muons from J/Ψ → µ+µ− events. The process was iterative, so preceding the steps

described below all three parameters had been roughly tuned.

8.1.1 Studies using using Z → µ+µ− Events

A sample of Z/γ∗ → µ+µ− events was selected using the event selection described in

Section 6.1.1. These were used to tune the parameters relating to the measurement
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error, A, and the pt scale, C. Samples of Z/γ∗ → µ+µ− events were generated using

pmcs with varying values of A and C, and those events that passed the event

selection retained. To be consistent with other pmcs tunes a mass window cut of

65 to 105 GeV was applied around the Z → µ+µ− peak [33].

The comparison was performed by normalising the total number of events in the

pmcs samples to the total number of events in the data. The distribution of events,

as a function of mass, was obtained for both the data and the pmcs samples. The

two distributions were compared to produce a χ2 value, defined as follows:

χ2 ≡
∑

i

(Ndata
i −NMC

i )2

(σdata
i )2 + (σMC

i )2
, (8.3)

where the sum is performed of the difference in the number of entries between the

data, Ndata
i , and the normalised Monte Carlo simulation, NMC

i , over the different

mass bins, i. In each mass bin the difference is divided by the statistical uncertainty,

which is obtained from the statistical uncertainty on the data, σdata
i , and that on

the Monte Carlo, σMC
i . The optimum parameterisation was the one that produces

the best agreement, i.e. the lowest χ2 value.

The track resolution is sensitive to many factors. Tighter requirements made on

the quality of the tracks improve the resolution. This implies that the same tune

cannot be used for both the Z/γ∗ → µ+µ− and W → µν analyses due to the tighter

track quality requirements made in the W → µν analysis. The approach adopted

was to produce separate tunes for the two analyses.

The tune was first performed for the Z/γ∗ → µ+µ− analysis using all selected

events. The variation of χ2 versus A is shown in Figure 8.1(a). The optimum value

of A was determined, by fitting a third order polynomial to the data in Figure 8.1(a),

to be
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A = 0.00292 ± 0.00010 GeV−1.

The variation of χ2 versus C is shown in Figure 8.1(b).

The optimum value of C was determined, by fitting a third order polynomial to the

data in Figure 8.1(b), to be

C = 0.992 ± 0.003.

The fit has a χ2 per degree of freedom of two at the optimum point. The fact

that the optimum value of χ2 is greater than one reflects two things; no systematic

uncertainty, such as that caused by the shape of backgrounds, is included in the

χ2 calculation and the model is too simple to provide a perfect description. The

systematic uncertainty from the fit was estimated by allowing the χ2 of the fit to

increase by two and seeing how the value of the parameter varies. Other sources

of systematic uncertainty, such as the shape of backgrounds, the values of other

parameters, changing the function used to fit the variation of the χ2 and varying

the range of the mass window were investigated and found to be negligible.

The tuning was repeated for the W → µν analysis. This was done by applying

the track quality cuts used by the W → µν analysis, as described in Section 6.1.2,

on the sample of Z/γ∗ → µ+µ− events used above.

The variation of χ2 versus A is shown in Figure 8.2(a). The optimum value of

A was determined, by fitting a third order polynomial to the data in Figure 8.2(a),

to be

A = 0.00235 ± 0.00010 GeV−1.

The variation of χ2 versus C is shown in Figure 8.2(b). The optimum value of C

112



]-1A [GeV
0.0015 0.002 0.0025 0.003 0.0035 0.004

2
!

0

100

200

300

400

500

600

700

800

(a)

C
0.95 0.96 0.97 0.98 0.99 1 1.01 1.02 1.03 1.04 1.05

2
!

0

100

200

300

400

500

600

(b)

Figure 8.1: χ2 comparison of Z → µ+µ− peak between data and pmcs with varying

values of A in the top plot and C in the bottom plot .
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was determined, by fitting a third order polynomial to the data in Figure 8.2(b), to

be

C = 0.996 ± 0.003.

The value of the χ2 per degree of freedom is around two at the optimum fit.

Again the dominant source of systematic uncertainty arises from allowing the χ2 of

the fit to increase by two. The other sources of uncertainty were investigated and

determined to be negligible.

8.1.2 Studies Using J/Ψ → µ+µ− Events

The tuning of the value of B and a cross-check of the value of C was performed using

J/Ψ → µ+µ− events. A sample of J/Ψ → µ+µ− was selected using the following

requirements

• the presence of two muons, each matched to a central track.

• pt > 1.5 GeV for both muons.

• Both muons lie inside the acceptance of the muon system as defined in Section 6.1.1.

The peak obtained was fitted with a Gaussian to represent the signal and a first

order polynomial to represent background. This peak is shown in Figure 8.3 produ-

cing a Gaussian with a mean of 3.0726 ±0.0009 GeV and a width of 71.8 ±1.4 MeV.

A series of J/Ψ → µ+µ− events were generated using pmcs and pythia with

different values of B and C. These were passed through the event selection described

above. The mean and widths of the peaks were obtained by fitting with a single

Gaussian. They were then compared with those seen in data.
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Figure 8.2: χ2 comparison of Z → µ+µ− peak between data, with the W → µν track

quality cuts applied, and pmcs with varying values of A in the top plot and C in

the bottom plot .
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Figure 8.3: J/Ψ → µ+µ− peak fitted with Gaussian plus first order Polynomial.

The variation of the mean with B is shown in Figure 8.4(a) and the variation

with C is shown in Figure 8.4(b). The bands represent the mean obtained from

data and the uncertainty associated with this value. It is observed that the mean is

relatively insensitive to the variation in B.

Similarly the variation of the width with B is shown in Figure 8.5(a) and the

variation of the width with C is shown in Figure 8.5(b). It is observed that the

variation of the width with C is small enough to be neglected.

The procedure adopted was to fit a first order polynomial to the variation and

read off where this polynomial intercepts the mean and width from data. The

uncertainty is quoted as the points where this linear fit intercepts the error bars of

width and mean.

By examination of Figure 8.5(a), B was determined to be
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Figure 8.4: Variation of by the fitted mean of the J/Ψ → µ+µ− peak in pmcs with

a) B and b) 1
C .
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Figure 8.5: Variation of by the fitted width of the J/Ψ → µ+µ− peak in pmcs with

a) B and b) 1
C .
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Parameter Value

A(Z → µ+µ−) 0.00292 ± 0.0010 GeV−1

A(W → µν) 0.00235 ± 0.00010 GeV−1

B 0.0254 ± 0.0008

C(Z → µ+µ−) 0.992 ± 0.003

C(W → µν) 0.996 ± 0.003

Table 8.1: Parameters used in track resolution.

B = 0.0254± 0.0008.

The dominant uncertainty in the determination of the value of B is caused by

uncertainty in the value of A. This is not unexpected as many J/Ψ → µ+µ− events

are boosted in pt producing higher pt muons, increasing the sensitivity to the value

of A. By examination of Figure 8.4(b), C was determined to be 0.992, in good

agreement with the value found by tuning to the Z → µ+µ− peak.

The value of B was not retuned for the W → µν analysis. This was because

the sample of J/Ψ → µ+µ− events did not have all the requisite variables stored to

make cuts on the track quality. This is not expected to be a problem as the track

quality cuts should only have a small impact on this parameter and this parameter

has a negligible effect on the high pt physics analyses performed within this thesis.

8.1.3 Summary of the Tuned Parameters

The optimum values are summarised in Table 8.1. The values of A and C are

shown with and without the tighter track quality requirements used by the W → µν

analysis. There is only one value of B, as this was assumed to be independent of

these requirements.
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Efficiency Co-ordinates

εtrack ηcft, z

εL3track ηcft

εloose ηA, in/out octant boundaries

εL1scint ηA and φA projections

εL2 (wamus) ηA and φA projections

εL2 (famus) ηA in/out octant boundaries

εMuon (famus) ηA and φA

Table 8.2: Co-ordinates used to input efficiencies into pmcs. L2 denotes all Level

2 and Level 1 wires efficiencies. The ‘muon’ efficiency is the combined medium,

L1scint, L1wires and L2M3 efficiency used in the W → µν analysis.

As well as producing the optimum value for these parameters as used in the

analysis described in this thesis this section also defines the standard procedure for

tuning these parameters. This will allow a quick retuning in future.

8.2 Modelling of Efficiencies

This section describes the introduction of the tracking, muon identification and

trigger efficiencies into pmcs, expanding on the overview given in Section 4.3. These

efficiencies are measured from data, using the tag and probe method, as described

in Section 4.3.2. The tag and probe method can introduce biases when efficiencies

are averaged over variables to which the efficiency is sensitive. To avoid these biases

the efficiency has to be measured as a function of these variables. The variables

chosen are summarised in Table 8.2 [36]. The subscript on the angular co-ordinates

indicates where in the detector they are calculated, with A indicating that they are

determined at the ‘A’ layer of the muon chambers and CFT indicating that they

are calculated at the outer layer of the cft.

120



8.2.1 Tracking Efficiencies

There are two sets of tracking efficiency included into pmcs. The first is the prob-

ability for a track to be identified and reconstructed by the tracking algorithm. This

was the efficiency used by the Z/γ∗ → µ+µ− analysis. The other option requires the

track to pass the quality requirements made by the W → µν analysis. The user of

pmcs can specify either option before starting to generate events.

The efficiencies are added as look up tables, with entries for each combination

of ηcft and z. Look up tables store the efficiency as an array of numbers with each

component of the array corresponding to the efficiency of a region of the detector.

The co-ordinates are noted for each track and the appropriate efficiency ‘looked

up’ from this array. A random number is then generated with uniform probability

between zero and one. If the random number is less than the efficiency then the track

is considered to have been detected, else it is considered not to have been found.

This Boolean value is stored in the output, alongside all the other information on

the track, such as smeared pt.

To confirm that these efficiencies have been correctly added to the simulation

a series of cross-checks were performed. In one of these a series of Z/γ∗ → µ+µ−

events are generated and passed through the simulation. The tracking efficiency

is then ‘measured’ in this sample in the same bins in ηcft and z and compared to

the input efficiency. One of these comparison plots is shown in Figure 8.2.1. This

displays the input and output tracking efficiency from pmcs, which agree well.

8.2.2 Muon Efficiencies

There are three sets of muon identification efficiencies included into the simulation:

1. The muon is identified as of at least loose quality;
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Figure 8.6: Cross-check to ensure that the tracking efficiency is correctly added into

pmcs. This is shown, as a function of ηcft, for tracks in the region −10 < z < 10 cm.

The line are the input efficiencies measured from data and the points with error bars

is the output efficiency measured from pmcs.

2. The muon is identified as of at least medium quality;

3. The muon is identified as of at least medium quality given that it is identified

as of at least loose quality.

The first is used for the Z/γ∗ → µ+µ− analysis, the second was used in studies

for the W → µν analysis. The last is used to allow the correlations between the

Z/γ∗ → µ+µ− and W → µν cross sections in the measurement of their ratio. pmcs

outputs both the loose and medium efficiencies as Boolean outputs for each muon.

The user can choose whether to use the measurement of the medium efficiency or the

medium efficiency with respect to the loose efficiency. The latter allows comparisons
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to be made more accurately between the loose and medium efficiencies, but has a

higher statistical uncertainty associated with it.

The efficiencies are modelled in the same way as the tracking efficiencies. Firstly

each efficiency is measured as a function of detector coordinates chosen to minimise

any bias [36] and stored as look up tables. Then, using the method described in

Section 4.3.1 a random number is used to decide whether the muon is reconstructed

or not. The muon trigger efficiencies are also included, and are discussed in more

detail in Section 8.2.3.

The loose muon efficiency is measured separately in the famus and the wamus.

Within these regions the efficiency is added as look up tables, in ηA, in three different

sub-regions. These sub-regions are defined by proximity to the octant boundaries

in the muon chambers. The division was done by examining a plot of the muon

identification efficiency versus position in the octant. The exact definitions, as given

in Appendix B, are slightly arbitrary.

The medium efficiency is added as a two dimensional look up table in ηA and φA.

The reason why this is a lot less elaborate than the loose efficiency is because it was

intended for studies for the W → µν analysis. Therefore, unlike in the Z/γ∗ → µ+µ−

analysis, there is no need to worry about correlations between the muons. The

medium efficiency with respect to loose is added using the same co-ordinates as the

medium efficiency.

8.2.3 Trigger efficiencies

There are only three triggers simulated by pmcs at present. These are the di-

muon trigger and single muon triggers used by the Z/γ∗ → µ+µ− and W → µν

cross section measurements as described in Section 6.1.

The two analyses have different approaches, because there is required to be only
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one muon in the W → µν analysis. This implies that all of the requirements of the

single muon trigger have to be met by that one muon. The efficiency measured is

a single efficiency, for the muon to be reconstructed as medium and to meet all the

requirements of the single muon trigger, except the track trigger efficiency. This

reduces the systematic uncertainty caused by limited statistics in the Z → µ+µ−

samples used to determine the efficiencies.

In the Z/γ∗ → µ+µ− analysis, because of the presence of two muons, more care

is required due to possible biases caused by correlations between the muons. The

approach taken here is to measure the efficiency of all trigger objects, as defined in

Section 3.3, and to evaluate whether these conditions have been met. The trigger

condition is then assembled from these combination of trigger objects to see whether

the overall trigger has been met. As they were intended for the Z/γ∗ → µ+µ− ana-

lysis they are only evaluated for muons that meet at least the loose muon identifica-

tion requirements. The two triggers modelled by the Z/γ∗ → µ+µ− analysis are the

di-muon trigger and the single muon trigger.

The di-muon trigger requires:

1. At least two muons to meet the tight scintillator requirements;

2. At least one muon to be identified by Level-2 as being of at least medium

quality.

The single muon trigger requires:

1. At least one muon passes both the tight scintillator and loose wires conditions.

2. At least one muon to be identified by Level-2 as being of at least medium

quality and with pt > 3 GeV.

3. At least one muon is associated with a track, with pt > 10 GeV, at Level-3.

124



In order to model these efficiencies the following trigger objects are included.

• The ‘L1scint’ efficiency

This is the probability that the muon meets the tight scintillator requirement.

It is measured with respect to the loose efficiency in a grid of bins of ηA and

φA. The efficiencies are measured as one-dimensional projections in ηA and

φA, which are multiplied together to produce the two-dimensional grid. To

avoid double counting the efficiency the φA projection is normalised so that

the total efficiency for Z/γ∗ → µ+µ− events, when the efficiency is included

only as a function of φA, is unity. One dimensional projections were used due

to limited statistics, especially at high ηA.

• The ‘L1wires’ efficiency.

This is the probability that a muon, which meets the tight scintillator re-

quirements, meets the loose wire requirements. It is measured with respect

to the ‘L1scint’ efficiency. In the wamus the efficiency is measured as two-

dimensional projections, like the ‘L1scint’ efficiency. In the famus the effi-

ciency is split into octant boundary regions, like the loose muon identification

efficiency.

• The ‘L2M0’ efficiency

This is the probability that a muon, which meets the tight scintillator re-

quirements, is identified by Level-2 as being of at least medium quality. The

efficiency is measured using the same co-ordinates as the ‘L1wires’ efficiency.

• The ‘L2M3’ efficiency.

This is the probability that a muon, which meets the tight scintillator require-

ments, is identified by Level-2 as being of at least medium quality and with

pt> 3 GeV. It is evaluated for two cases; where the muon meets the ‘L1wires’

and ‘L1scint’ requirements and for cases where the muon fails one of these
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requirements. For the case where the muon meets these requirements the effi-

ciency is modelled as a function of ηA and φA in the wamus and ηA alone in

the famus. For the case where the muon fails to meet these requirements the

efficiency is measured using the same co-ordinates as the ‘L1wires’ efficiency.

• The ‘L3TK’ efficiency.

This is the probability that the muon is associated with a track, of at least 10 GeV,

by Level-3. The ‘L3TK’ efficiency is measured with respect to the tracking

efficiency. There are two sets of efficiencies, one with respect to the default

efficiency and the other with respect to the tighter track quality requirements

made by the W → µν analysis. Both are added in terms of ηcft of the track.

Which set of track trigger efficiencies employed is determined by the choice of

tracking efficiency above.

The overall trigger efficiency is then assembled from these trigger objects. The mod-

elling of the trigger efficiency for the Z/γ∗ → µ+µ− analysis is thus a complicated

procedure. As a cross-check all events that pass the Z/γ∗ → µ+µ− event selection

are broken down into three categories:

• Events that pass both the single muon and di-muon triggers;

• Events that pass only the single muon trigger and fail the di-muon trigger;

• Events that pass only the di-muon trigger and fail the single muon trigger.

Figure 8.7 shows ηA of the muons for events in these three categories. The

top plot is filled with muons from the first category, the middle plot with events

from the second and the lower plot with events from the third. All plots use the

same normalisation which is calculated from the ratio of the total number of events

passing all the selection criteria. The good agreement between both the shapes and

the relative normalisations demonstrates that the simulation of the trigger efficiency

is reliable.
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Figure 8.7: The distribution of the muon ηA for the three different trigger combin-

ations. The data is shown as the points with error bars. The pmcs prediction is

shown as blue histograms.
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8.2.4 Uncertainty on Observables

The tracking, muon identification and trigger efficiencies, as measured using the

tag and probe method, have an uncertainty associated with them. This is due to

limited statistics in the samples of Z/γ∗ → µ+µ− used to determine the efficiencies.

This section describes a method used to propagate this uncertainty to a systematic

uncertainty on an observable, such as an acceptance. This uncertainty is often

denoted the systematic statistical, or syst-stat, uncertainty.

Each efficiency in the look up tables has an uncertainty associated with it. When

the syst-stat uncertainty is evaluated each of these efficiencies are fluctuated. This

fluctuation is performed according to a series of Gaussian distributions, one for

each value in the tables. The mean of each Gaussian is at the central value of

each efficiency. The width of each Gaussian is equal to the uncertainty of each

efficiency. The observable is then calculated using this new, fluctuated look up table.

This process is repeated many times and the standard deviation on the observable

calculated. The syst-stat uncertainty is taken to be equal to this standard deviation.

This method has been used in both the W → µν and Z/γ∗ → µ+µ− analyses

and has been adopted by the W → eν and Z → e+e− analyses amongst others [39].

Figure 8.8 shows the spread in the value of R as used to calculate the syst-stat

uncertainty in Section 9.2.1.

8.3 Applications of pmcs

This section describes measurements made using pmcs. Section 8.3.1 gives a detailed

description of εMC, the efficiency of the Z/γ∗ → µ+µ− event selection. Section 8.3.2

gives brief overviews of other analyses using pmcs. These examples are chosen to

illuminate the various uses of electroweak bosons as described in Chapter 5.
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Figure 8.8: The spread in values of R as evaluated in Section 9.2.1.

8.3.1 Efficiency of Z/γ∗ → µ+µ− Event Selection

This section describes the evaluation of the efficiency of the Z/γ∗ → µ+µ− event

selection, εMC. The central value is the same as the number used in [35] although

some of the systematic uncertainties have been updated for this analysis. This

number is used in the calculation of the Z/γ∗ → µ+µ− cross section in Chapter 6.

The efficiency εMCwas calculated using a series of events, generated with the

pythia generator and the cteq 6.1 NLO PDF sets and passed through the pmcs

simulation. The values of the parameters used to describe the parton shower in

pythia were tuned to get reasonable agreement between the boson pt distribution in

data and pmcs [59]. The parameters used to describe the underlying soft interaction

are those of “tune A” [60].

Although the Z/γ∗ → µ+µ− cross section is measured only for di-muon masses

greater than 40 GeV events are generated from 30 GeV upwards. This is to account
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Period εMC

1 0.239

2 0.268

3 0.322

Table 8.3: εMC as evaluated for the three data taking periods of the Z/γ∗ → µ+µ−

analysis. The statistical uncertainty is negligible. The systematic uncertainty is

evaluated in detail in Section 8.3.1

for events that have generated di-muon mass less than 40 GeV, but which are re-

constructed as having a di-muon mass greater than 40 GeV. The efficiency, εMC, is

defined to be the number of events selected divided by the number of events gener-

ated with mass greater than 40 GeV. This efficiency was determined separately for

the three data taking periods, summarised in Table 8.3.

Figures 8.9 to 8.13 show a series of data pmcs comparison plots, to demonstrate

that the pmcs simulation reproduces data well. Figure 8.9 shows the invariant mass

distribution for all data taking periods combined. The contribution from background

is shown as the filled red histogram, which tends to be concentrated at lower masses.

It can be observed that the data and pmcs distributions agree well in this low mass

region, demonstrating that the background is well understood.

Figure 8.10 shows the pt distribution of the muons for all selected events to

demonstrate that the pt resolution of the tracking system is well modelled. The pt

distribution for the muon with the highest pt in the event and the muon with the

lowest pt in an event are displayed separately. For these plots only one of the muons

is required to pass the pt cut, to allow the region near the pt cut of 15 GeV to be

examined. It can be observed that the data and pmcs simulation agree well in this

range. The discrepancy at low pt values in Figure 8.10(b) is due to contamination

from background processes.
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Figure 8.9: Di-muon invariant mass distribution for all three data taking periods

combined. The data is the points with error bars. The blue histogram is the pmcs

prediction with yellow bands denoting the syst-stat uncertainty. The contribution

from backgrounds is shown as the filled red histogram.
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Figure 8.10: The distribution of the muon pt with all selection cuts except the pt

cut on the muon with the lower amount of pt in the event . The data is shown as

the points with error bars. The pmcs prediction is shown as blue histograms with

yellow bands for the syst-stat uncertainty. The upper histogram shows this for the

muon in the event with the higher pt. The lower plot shows this for the muon in the

event with the lower pt.
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Figures 8.11 and 8.12 are included to demonstrate that the angular dependence

of the tracking, muon identification and trigger efficiencies are well described. Fig-

ure 8.11 shows the ηA distribution for selected events in the first and last data taking

periods. The increase in efficiency at |ηA| around one resulting from selecting events

that meet the single muon trigger requirements can be seen in Figure 8.11(b). Fig-

ure 8.12 shows the φA distribution for selected events in the first and last data taking

periods. The compromised region of the muon chambers can be observed between

φA = 4.25 and 5.15 rads. The correlations, in φ, between the two muons produces

the drop in efficiency π rads from this region.

Figure 8.13 shows the rapidity distribution of the Z/γ∗ for all selected events. In

addition to being sensitive to the angular modelling of efficiencies, this distribution is

affected by the PDF used. The good agreement shown in Figure 8.13 demonstrates

that both these factors are modelled well.

The default set of parameters used by pythia are known to give poor agreement

between the pt of the Z boson in data and Monte Carlo [59]. Figure 8.14 shows the

pt distribution of the Z/γ∗ for all selected events, demonstrating that the set of

parameters used in this thesis provides good agreement between data and Monte

Carlo.

Evaluation of Systematic Uncertainties on εMC

This section describes the evaluation of the uncertainty on εMC. The sources of

systematic uncertainty are summarised in Table 8.4. The uncertainty due to choice

of PDF was evaluated, using the DØ prescription as described in Chapter 7, to be

+1.2%/-1.1.%. The syst-stat uncertainty was evaluated following the prescription

described in Section 8.2.4. This uncertainty was determined to be 2.5% in the first

data taking period, 0.9% in the second and 0.6% in the third.

The next most significant source of uncertainty was obtained by evaluating the
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Figure 8.11: The distribution of the muon ηA. The data is shown as the points with

error bars. The pmcs prediction is shown as blue histograms with yellow bands for

the syst-stat uncertainty. The upper histogram shows this for the first data taking

period, the lower for the last data taking period.
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Figure 8.12: The distribution of the muon φA. The data is shown as the points with

error bars. The pmcs prediction is shown as blue histograms with yellow bands for

the syst-stat uncertainty. The upper histogram shows this for the first data taking

period, the lower for the last data taking period.
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Figure 8.13: The distribution of the Z boson pt. The data is shown as the points

with error bars. The pmcs prediction is shown as blue histograms with yellow bands

for the syst-stat uncertainty. The upper histogram shows this on a standard scale,

the lower on a logarithmic scale.
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Figure 8.14: The distribution of the Z boson pt. The data is shown as the points

with error bars. The pmcs prediction is shown as blue histograms with yellow bands

for the syst-stat uncertainty. The upper histogram shows this on a standard scale,

the lower on a logarithmic scale.
137



efficiency using the dmcs simulation and comparing the result with that obtained by

pmcs. As the tracking and muon identification efficiencies are modelled poorly by

the dmcs simulation a correction factor has to be applied. This resulting efficiency

differs by 1.1% from the efficiency found by pmcs [36]. This difference could relate

to the manner in which the correction factor is introduced, which make no attempt

to model the shape of the efficiency correctly. But as this could also be related to

some correlation not modelled by pmcs, it is quoted as a systematic uncertainty.

A further source of uncertainty arises from the modelling of the octant bound-

aries in the loose muon identification efficiencies. As stated in Section 8.2.2 the

definition of these boundaries is somewhat arbitrary. To make some account of this

the definitions are changed by halving the size of all the boundaries. This led to a

1.0% change in the acceptance which is quoted as a systematic uncertainty.

When assessing εMC one of the inputs is the beamspot parameterisation, as

defined in Section 3.1, which is only known to a finite degree of accuracy. The central

value, a Gaussian with a width of 26.7 cm, was taken from studies performed for

the W → µν analysis [42]. This model slightly underestimated the number of events

at high values of |z|, as can be seen in Figure 8.15. This difference is assumed to

arise from the fact that, especially at high values of |z|, the beamspot distribution

is not just a Gaussian [61,62]. A small correction is applied to increase the number

of events at high |z| and good agreement is obtained.

To estimate the systematic uncertainty caused by the lack of knowledge of the

beamspot distribution different parameterisations of the beamspot are used. The

first model used was the single Gaussian with width 26.7 cm, without the corrections

at high |z|, in which the acceptance changed by a negligible amount. The second

used a single Gaussian, with width 28 cm. This gives slightly worse agreement, but

not poor enough to be excluded. The acceptance decreased by 0.6% with this model

and this difference is quoted as a systematic uncertainty. The two different models

are compared to the data in Figure 8.16.
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Figure 8.15: Ratio of number of events in data and pmcs, as a function of z. The

pmcs sample is generated using a single Gaussian, with width of 26.7 cm, and no

corrections applied. The total number of events in pmcs was normalised to the total

number of events in data.

The presence of backgrounds in the samples used to calculate the muon identi-

fication and trigger efficiencies gave rise to a systematic uncertainty of 0.4% [36].

Some of the trigger efficiencies are modelled in pmcs as functions of ηA and φA, as

discussed in Section 8.2. This is done by measuring these efficiencies as one dimen-

sional projections in ηA and φA and multiplying them together to produce a two

dimensional grid. To estimate a systematic uncertainty caused in this method these

efficiencies are measured as single grids in ηA and φA of efficiencies, which resulted

in a 0.2% decrease in εMC. This difference is quoted as a systematic uncertainty.

To evaluate a systematic uncertainty caused by uncertainty on the pmcs para-

meters the value of εMC was evaluated for Z/γ∗ → µ+µ− events using samples of

pmcs where the parameters had been varied. For each parameter two samples were

generated; one where the value of the parameter had been increased by its uncer-
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Figure 8.16: Distribution of the z vertex of the tracks passing the events selection. The

top plot shows this on a standard scale, the bottom on a log scale. The data is shown as

the points with error bars. The pmcs predictions are shown using a black histogram for

the central value and a blue histogram for the Gaussian, width 28 cm.
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Systematic Value

Period 1 Period 2 Period 3

Choice of PDF +1.2%/-1.1%

Syst-Stat 2.5% 0.9% 0.6%

pmcs/dmcs discrepancy 1.1%

pmcs muon-ID efficiency model 1.0%

Beamspot Parameterisation 0.6%

Backgrounds in trigger efficiencies 0.5%

Backgrounds in muon-ID efficiency 0.4%

pmcs trigger efficiency models 0.2%

pmcs parameters 0.2%

pythia parameters 0.2%

Table 8.4: Summary of systematic uncertainties on εMC

tainty and one where it had been decreased by its uncertainty. The only parameter

which εMC was sensitive to was the pt scale, which produced a change of ± 0.2%,

which is quoted as a systematic. The sensitivity of εMC to the pythia parameters

used was investigated by determining εMC with the default set of parameters, instead

of the tuned set. This resulted in an increase of εMC by 0.2%, which is quoted as a

systematic uncertainty.

Cross-checks on εMC

A series of cross-checks are included to check various aspects of the Monte Carlo sim-

ulation. The first was to evaluate the acceptance using the herwig generator [28].

This acceptance was compared to the acceptance using pythia using the cteq4

PDF sets [63] and with final state photon radiation turned off, because, in the ver-

sion of herwig used, the cteq4 PDF is the most recent PDF available and final
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herwig pythia

Cuts on xA and yA 0.568 ± 0.002 0.567± 0.002

Exclude calorimeter support region 0.801 ± 0.002 0.797 ± 0.002

Cuts on pt and Mµµ 0.899 ± 0.002 0.896 ± 0.002

Table 8.5: Breakdown of the acceptance measured using herwig and pythia. The

numbers are consecutive so that the bottom hole efficiency is for those events that

pass the cuts in xA and yA. The cuts are defined in Section 6.1.

state photon radiation is not modelled. The geometric and kinematic acceptances

are listed in Table 8.5. As can be seen they are in good agreement with each other.

The efficiencies measured in data using the tag and probe method were checked

for biases using the dmcs simulation [36]. The efficiencies were measured on samples

of Z/γ∗ → µ+µ− dmcs events and measured using the tag and probe method and

using the Monte Carlo truth information. Within statistical uncertainties no dis-

agreement was found.

The trigger efficiency was compared between pmcs and an independent method.

This independent method involved selecting a series of Z/γ∗ → µ+µ− events that

were identified using a series of independent, electromagnetic and jet, triggers [36].

The trigger efficiency is then the fraction of these events that meet the requirements

of the muon trigger of interest.

As events with enough activity in the calorimeter to be identified by electromag-

netic or jet triggers might be expected to have different kinematics, the efficiency in

pmcs is only calculated using events with a jet with ET greater than 30 GeV or a

photon with pt greater than 15 GeV. Table 8.6 summarises the di-muon and single

muon trigger efficiencies for the two data taking periods. As can be seen the trigger

efficiency agrees between the two methods, within the statistical uncertainties.

The Z → µ+µ− cross section times branching ratio (σZ→µ+µ−) was evaluated
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Trigger Period Independent Trigger Method pmcs

Di-muon trigger 1 0.67 ± 0.03 0.67

Di-muon trigger 3 0.75 ± 0.02 0.73

Single muon trigger 3 0.86 ± 0.01 0.85

Table 8.6: Trigger efficiencies measured using the independent trigger method and

using pmcs.

separately using different regions of the muon system. The only two quantities that

are assumed to change are εMC and the number of candidates.

• The value of σZ→µ+µ− using only events where both muons lay in the wamus

was determined to be 287.9 ± 4.3 (stat) pb−1 .

• The value of σZ→µ+µ− using only events where both muons lay in the famus

was determined to be 286.3 ± 7.5 (stat) pb−1.

• The value of σZ→µ+µ− using only events where one muon lay in the wamus

and the other in the famus was determined to be 292.7 ± 4.1 (stat) pb−1.

As can be seen all three agree within the statistical uncertainty. The final cross

check was to vary the mass cut, from 40 GeV to 60 GeV, and see how the Z → µ+µ−

cross section varies. This led to changes in the number of candidate events, in εMC

and in the fraction of events attributed to background events. In addition the

theoretical correction factor used to obtain the Z → µ+µ− cross section from the

Z/γ∗ → µ+µ− cross section, as described in Section 9.1, changes.

The cross section changes by 0.4% and the statistical uncertainty on the change in

the candidate events is 0.3%. As there are other sources of uncorrelated uncertainty

this was assumed to be in agreement.
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8.3.2 Other Analyses using pmcs

These three analyses all use some of the authors work on the pmcs simulation and

are chosen to demonstrate the wide use and good performance of the simulation.

They also happen to illustrate three main types of studies that are performed with

electroweak bosons.

Study of Production of Electroweak Bosons in Association with Photons.

The first of the other analyses discussed is the study of events where an electroweak

boson is produced with a high ET photon [64, 65]. This measurement of these

cross sections is another test of Standard Model predictions. In addition the study

of the kinematics of these events can be used to measure the coupling between

the electroweak bosons and the photon, providing a further probe of the Standard

Model.

These measurements used the pmcs simulation to generate a series of events to

calculate the acceptances. Figure 8.3.2 shows a comparison of the transverse mass

of the Wγ system between the data and the pmcs Monte Carlo simulation. This

figure includes data from both the muon and electron channels.

Measurement of the Diffractive Z → µ+µ− Cross Section

The second analysis discussed is a measurement of the diffractive Z/γ∗ → µ+µ−

cross section. This measurement starts off from the sample of Z/γ∗ → µ+µ− events

selected in Section 6.1.1 and looks what fraction of these can be attributed to dif-

fractive production [66]. Diffractive events are where one or both of the incoming

hadrons remain intact after the hard scatter. Events of Z/γ∗ → µ+µ− are used as

they provide a clean tag, with little activity in the calorimeter, to study diffractive

processes.
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Figure 8.17: Comparison between of the transverse mass distribution of Wγ pairs

in data (points) and pmcs(black line). The contribution from background processes

is represented by the grey histogram [64]

The efficiency of this analysis was determined in the same way that εMC was

calculated in Section 8.3.1. The only difference was that this analysis used the dif-

fractive Monte Carlo generator, pomwig [67], to generate events instead of pythia.

Comparisons between distributions in the Monte Carlo samples and data were made,

such as that shown in Figure 8.18.

Search for Large Extra Spatial Dimensions in Di-muon Production

The final analysis is one of many that look for BSM physics by looking for new

resonant states. This analysis looks for the cases where these resonances decay

in the di-muon channel [68]. These resonant states are associated with gravitons

propagating through new extra dimensions. The model reduces the Planck scale to
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Figure 8.18: Comparison of η distribution in data (red points) and pmcs (black

line) for events attributed to diffractive Z → µ+µ− production.

much lower energies, which can provide an explanation of such features of the Stand-

ard Model as the hierarchy problem. The analysis uses the Z/γ∗ → µ+µ− peak as a

calibration tool, tuning the parameterisation and efficiencies. The parameterisation

used is that described in Section 4.3.1, although some of the parameters are retuned

to reflect the different track quality requirements in this analysis.
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Figure 8.19: Comparison between data and parameterised Monte Carlo. The blue

circles are data, the red line is Z/γ∗ → µ+µ− Monte Carlo. The signal expected to

be observed for different Planck scales are shown [68].
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Chapter 9

Indirect Measurement of the

Width of the W Boson

To calculate the width of the W boson using Equation 5.8 the ratio of the W → µν

to Z → µ+µ− cross sections, R, needs to be obtained from the results given in

Section 6.5. The first step is to obtain the Z → µ+µ− cross section from the

Z/γ∗ → µ+µ− cross section. This is done using a theoretical relationship, known

as the Drell-Yan correction, as described in Section 9.1. Then the results are com-

bined to calculate R in Section 9.2. In Section 9.3 the W boson width is obtained

from R and compared to other results in Section 9.4.

9.1 The Drell-Yan Correction

This section describes the theoretical correction used to obtain the Z → µ+µ− cross

section from the Z/γ∗ → µ+µ− cross section. The correction factor was derived to

replace the previous form which is included for comparison in Appendix C. The new

method is more efficient, removing the need to generate any Monte Carlo events.
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9.1.1 Derivation of the Drell-Yan Correction.

The Drell-Yan correction assumes the following relationship:

σZ → µ+µ−

σZ/γ∗ → µ+µ−
(theory) =

σZ → µ+µ−

σZ/γ∗ → µ+µ−
(expt), (9.1)

where the left hand side of equation 9.1 are theoretical predictions of the Z → µ+µ−

and Z/γ∗ → µ+µ− cross sections. On the right hand side is the Z/γ∗ → µ+µ− cross

section, as measured in Chapter 6, and the unknown Z → µ+µ− cross section. Equa-

tion 9.1 can be rearranged to

σZ → µ+µ−(expt) =
σZ → µ+µ−

σZ/γ∗ → µ+µ−
(theory)σZ/γ∗ → µ+µ−(expt). (9.2)

This can be expressed as

σZ → µ+µ−(expt) = Rσ σZ/γ∗ → µ+µ−(expt), (9.3)

where Rσ is the Drell-Yan correction, defined as

Rσ ≡
σZ → µ+µ−

σZ/γ∗ → µ+µ−
(theory). (9.4)

The values of these cross sections can be calculated using Monte Carlo programs

such as pythia [27] or mc@nlo [29].

9.1.2 Calculation of the Drell Yan Correction

The mc@nlo program is chosen to evaluate Rσ using the cteq6.1 PDF sets [54]. As

a cross check the value is also calculated using pythia. The values of the Z → µ+µ−
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pythia mc@nlo

σZ → µ+µ− [pb] 197.6 ± 0.3 236.4

σZ/γ∗ → µ+µ− [pb] 222.9 ± 0.3 267.2

Rσ 0.886 ± 0.002 0.885

Table 9.1: Values of the cross sections used to calculate the Drell Yan correction.

and Z/γ∗ → µ+µ− cross sections are summarised in table 9.1. The uncertainty on

the pythia cross sections is due to statistical limitations. The statistical uncertainty

on the mc@nlo figures is negligible.

The difference between the cross sections arise from the fact that pythia is a LO

generator as opposed to mc@nlo which is a NLO generator. However the fact that

the Drell-Yan correction is the same for the two generators would indicates that it is

insensitive to whether it is calculated to LO or NLO. The uncertainty due to choice

of PDF is evaluated, using the prescriptions described in Section 7, to be ±0.2%.

9.2 Measurement of R

This section describes the measurement of the ratio of the W → µν to Z → µ+µ−

cross sections, R. The Z/γ∗ → µ+µ− and W → µν cross sections are each evalu-

ated using Equation 6.1. Only the third data taking period in the Z/γ∗ → µ+µ−

analysis is used, which corresponds to the same data taking period as used by the

W → µν analysis. Restricting the data set used by the Z/γ∗ → µ+µ− analysis leads

to a negligible increase in the overall uncertainty, but makes the evaluation of the

correlations between the Z/γ∗ → µ+µ− and W → µν cross sections much simpler.

The Z → µ+µ− cross section is obtained from the Z/γ∗ → µ+µ− cross section using

the Drell Yan correction as described in Section 9.1.

Both trigger configurations from the W → µν analysis are used. The Z/γ∗ → µ+µ−
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analysis only used the ‘wide’ configuration of the single muon trigger, which was al-

ways available, even during the periods when the W → µν analysis used the ‘all’

configuration. The W → µν cross section is evaluated separately for these two con-

figurations and the Z/γ∗ → µ+µ− is evaluated once, with all quantities averaged over

the two configurations. The value of R is determined separately for the two config-

urations, using the separate W → µν cross sections and the averaged Z/γ∗ → µ+µ−

cross section. Averaging the Z/γ∗ → µ+µ− cross section over the two configurations

is acceptable because the Z/γ∗ → µ+µ− cross section exhibits no time dependence.

Section 9.2.1 describes an evaluation of the correlations between the W → µν

and Z/γ∗ → µ+µ− cross sections. After these correlations have been accounted for

the ratio itself is calculated in Section 9.2.2. This section describes the evaluation

of the ratio for the two different trigger configurations and the combination of these

two results into the final one.

9.2.1 Correlated Uncertainties

This section describes the evaluation of correlations between the systematic uncer-

tainties in the W → µν and Z → µ+µ− analyses. The only quantities that need

evaluating are the efficiencies of the event selection because the systematic uncer-

tainties on the integrated luminosity are completely correlated and the uncertainties

on the background fractions and number of candidate events are completely uncor-

related.

A detailed description of all the uncertainties on εMC for the Z/γ∗ → µ+µ− ana-

lysis is given in Section 8.3.1. A detailed description of most of the uncertainties on

εMC for the W → µν analysis is given in [42], although a few new sources of system-

atic are evaluated for consistency with the Z/γ∗ → µ+µ− analysis. The approach

taken to evaluating the correlations is to examine every systematic uncertainty on

both acceptances and determine the degree of correlation, commencing with that
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‘All’ ‘Wide’ Covariance

TevEWWG +0.7%/-1.4% +0.8%/-1.3% +0.7%/-1.3%

DØ +0.7%/-1.5% +0.8%/-1.4% +0.7%/-1.4%

‘old’ cteq ± 0.8% ± 0.9% ± 0.8%

Table 9.2: Summary of PDF Uncertainties using three different prescriptions.

due to choice of PDF.

The PDF Uncertainty

The PDF Uncertainty is evaluated using the cteq 6.1 PDF sets and the prescrip-

tions derived in Section 7. All the quantities used in evaluating R that are sensitive

to the choice of PDF are combined to produce an observable, X:

X ≡ RσεW→µν

εZ→µ+µ−
.

The fractional uncertainty due to choice of PDF on R is equal to the fractional

uncertainty due to choice of PDF on X, because the other quantities used to evaluate

R are insensitive to the choice of PDF.

The procedure adopted was to generate 92 million events for both the W → µν

and Z/γ∗ → µ+µ− analyses; 12 million of these for the central value and 2 million

for each of the error PDFs. These events were passed through the pmcs simulation

and used to determine the acceptances for the W → µν and Z/γ∗ → µ+µ− ana-

lyses. The uncertainty was then determined using the three prescriptions described

in Section 7. These are summarised in Table 9.2. As expected, the old cteq pre-

scription underestimates the uncertainty. The DØ and TeVEWWG prescriptions

give very similar answers. Both are quoted here, though the answer that gives the

largest uncertainty is chosen.
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The central value is evaluated using the cteq6.1 NLO PDF sets and the pythia

generator. The acceptances are also evaluated using the cteq6 LO PDF sets and the

difference quoted as a systematic uncertainty. This leads to a systematic uncertainty

of 1.0% for the ‘wide’ data taking period and 1.8% for the ‘all’ data taking period.

This uncertainty can also be thought of as an indication of a source of systematic

uncertainty due to theoretical errors in the PDF fitting which are not fully covered

by the PDF uncertainty above. All other sources of theoretical uncertainty, such as

that on αs, were treated as being negligible.

The Syst-stat Uncertainty

The syst-stat uncertainty was evaluated using the technique described in Section 8.2.4.

It was determined for the W → µν and Z/γ∗ → µ+µ− analyses to be 0.9% and 0.6%

respectively. Adding these two uncertainties in quadrature yields a syst-stat un-

certainty of 1.1%. The spread of the value of R when evaluating the uncertainty

is shown in Figure 8.8. This ignores the fact that the syst-stat uncertainty on the

Z/γ∗ → µ+µ− and W → µν are correlated.

This correlation results from the use of the same set of Z/γ∗ → µ+µ− events

to determine the tracking and muon identification efficiencies. The tighter quality

requirements in the W → µν analysis made on tracks, and muons results in effi-

ciencies that differ between the two analyses. To evaluate the correlations between

the two analyses the tracking and muon identification efficiencies in the W → µν

analysis were each replaced by two efficiencies. In the W → µν analysis the track-

ing efficiency was replaced by the efficiency for a track to be reconstructed, i.e. the

tracking efficiency as used by the Z/γ∗ → µ+µ− analysis, and then the efficiency for

a reconstructed track to meet the track quality requirements used by the W → µν

analysis. Similarly the efficiency for a muon to pass the medium quality cuts was re-

placed by the efficiency for a muon to pass the loose quality cuts and the probability

for a muon passing the loose quality cuts to pass the medium quality cuts.
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‘All’ ‘Wide’ Covariance

Correlations modelled 1.1% 1.2% 0.6%

Correlations ignored 1.1% 1.2% 0.6%

Table 9.3: Summary of syst-stat Uncertainties with correlations properly accounted

for and ignored.

No attempt was made to model the correlations in the trigger efficiencies, due

to the complexity of the model used. This leads to a small overestimation of the

overall uncertainty. The effect cannot be large as the syst-stat uncertainty in the

Z/γ∗ → µ+µ− analysis is dominated by the tracking and muon identification effi-

ciencies.

The syst-stat uncertainty was then recalculated by fluctuating the tracking and

loose muon efficiencies coherently in the two analyses. The results are summarised

in Table 9.3. The two different rows show the systematic for the case where the

correlations are modelled and the case where the correlations are ignored. The un-

certainty on R is the same for both methods, which is not what would be naively

expected. This is due to the fact that the data samples used to measure the efficien-

cies for the W → µν and Z → µ+µ− analyses are slightly different, due to the tighter

data quality requirements made by the W → µν analysis. This leads to statistical

fluctuations diluting some of the correlations.

pmcs-dmcs Discrepancy

In the Z/γ∗ → µ+µ− analysis the value of the efficiency of the selection cuts was eval-

uated using the dmcs simulation. The difference between the efficiency as evaluated

using dmcs and using pmcs is quoted as a systematic, as described in Section 8.3.1.

No such cross-check was made in the W → µν analysis. The fractional systematic

uncertainty on the Z/γ∗ → µ+µ− cross section was taken as the fractional systematic
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uncertainty on R. This is an overestimate as the effect of any discrepancy between

the two simulations would affect both analyses in a correlated fashion.

Boundary Variations

The W → µν analysis was found to be insensitive to the definition of the octant

boundaries, even when the loose efficiency is used. Therefore the systematic un-

certainty caused by the definitions of the octant boundaries is the same as the

systematic uncertainty on the Z/γ∗ → µ+µ− analysis, namely 1.0%.

Backgrounds in the Efficiency Samples

In the Z/γ∗ → µ+µ− analysis a systematic uncertainty was calculated to account

for backgrounds in the data samples used to determine the muon identification,

tracking and triggering efficiencies. No such assessment was made in the W → µν

analysis. The fractional systematic uncertainty on the Z/γ∗ → µ+µ− cross section

was taken as the fractional systematic uncertainty on R. This is probably an over-

estimate as the effect of backgrounds in the efficiency samples are correlated leading

to cancellation on the ratio.

pmcs parameterisation

There are several uncertainties caused by the parameterisation of the detector sim-

ulation. Some of these, such as the "ET parameterisation, leading to an uncertainty

of 0.6%, are restricted to only the W → µν analyses. Others such as the pt tuning

and the tuning of the vertex distribution affect both analyses.

The largest uncertainty in both analyses caused by the pmcs parameterisation

was due to the modelling of the z distribution of the beamspot. Both analyses

used the same model for the beamspot distribution, a Gaussian of width 26.7 cm,
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which was obtained by tuning to W → µν data. However the two analyses adopted

different approaches to evaluating systematic uncertainties.

The W → µν analysis reevaluated the acceptance using the upper and lower

bounds of the beamspot tune [42] to produce a change in the acceptance of 0.6%

in the ‘all’ region and 0.8% in the ‘wide’ region. When this approach is used for

the Z/γ∗ → µ+µ− analysis the resulting uncertainty is 0.2%. The Z/γ∗ → µ+µ−

analysis adopted another, more conservative approach, as described in Section 8.3.1

resulting in an uncertainty of 0.6%. The approach taken in the ratio is to treat 0.2%

as being correlated between the two analyses and retain the rest, resulting in an

error of 0.8% in the all region and 1.0% in the wide region.

The only other component of the parameterisation that could be correlated is the

pt tuning. It was difficult to assess what fraction is correlated and as the systematic

was only small the uncertainties are treated as being uncorrelated.

Choice of pythia parameters.

An estimate of the sensitivity of R to the choice of pythia parameters was made

by re-evaluating the acceptances using the default set of pythia parameters. This

resulted in a 0.2% increase in the Z/γ∗ → µ+µ− acceptance and a 0.4% increase in

the W → µν acceptances. This results in a 0.2% decrease in R, which is quoted as

a systematic uncertainty.

Other Systematic Uncertainties

This section lists the remaining systematic uncertainties on the efficiencies.

• Time Variation of the Efficiencies

Only the W → µν analysis was found to be sensitive to time dependence of the
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efficiencies, due to the requirement of hits in the smt [42]. The Z/γ∗ → µ+µ−

analysis was tested for time dependence but found to be insensitive [36].

• Cosmic and Isolation Cut Efficiencies

Both analyses have uncertainties assigned to both these efficiencies, but they

can both be taken as completely uncorrelated. This is because the manner in

which these cuts are applied and the method by which their efficiencies are

determined are different.

• Opposite Sign Charge Cut

As this cut is only present in the Z/γ∗ → µ+µ− analysis, there is no correlation

in this systematic between the analyses.

9.2.2 Determination of R.

In this section the measurements of the Z/γ∗ → µ+µ− and W → µν cross sections

are combined to determine R. The values of R for the two trigger configurations are

combined to produce the final value which is then used to determine the W width.

Table 9.4 lists all the quantities used to determine R for the two data taking periods.

It concludes with a calculation of R for the two trigger configurations.

These two values of R are then combined according to their uncorrelated un-

certainties. To do this all the uncertainties are summed up in Tables 9.5 to 9.7,

noting in particular the covariance between the two different trigger configurations.

They are split into different tables for uncertainty caused by limited statistics in

the number of candidate events (Table 9.5), the uncertainty caused by uncertain-

ties on the backgrounds (Table 9.6) and the uncertainty caused by uncertainties on

the efficiencies (Table 9.7). The analysis is dominated by systematic uncertainties,

particularly by those on the efficiencies.

Combining all the sources of uncertainty R is determined to be
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‘All’ ‘Wide’

Rσ 0.885

Nev (Z/γ∗ → µ+µ−) 11556

Cbk (Z/γ∗ → µ+µ−) 0.986

ε (Z/γ∗ → µ+µ−) 0.317∫ Ldt (Z/γ∗ → µ+µ−) (pb−1) 109.4

Nev (W → µν) 29159 33126

Cbk (W → µν) 0.918 0.926

ε (W → µν) 0.211 0.186∫ Ldt (W → µν) (pb−1) 41.9 53.7

R 10.41 10.56

Table 9.4: Summary of the numbers used to calculate R.

‘All’ ‘Wide’ Covariance

Z/γ∗ → µ+µ− 0.9% 0.9% 0.9%

W → µν 0.6% 0.6% 0

Table 9.5: Summary of the uncertainties due to the statistical limitations on the

number of candidate events.

R = 10.50± 0.11(stat) ± 0.30(syst)+0.08
−0.15(pdf).

9.3 Width of the W Boson from R

Rearranging Equation 5.8 the width of the W boson can be obtained using

ΓW =
1

R

σW

σZ

(
ΓZ

ΓZ → µ+µ−

)
ΓW → µν (9.5)
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‘All’ ‘Wide’ Covariance

QCD Backgrounds 0.8% 0.8% 0.8%

Electroweak Backgrounds 0.4% 0.4% 0.4%

Cosmic Backgrounds 0.2% 0.2% 0.2%

Table 9.6: Summary of the uncertainties on the backgrounds.

‘All’ ‘Wide’ Correlated

PDF +0.7%/-1.5% +0.8%/-1.4% +0.7%/-1.4%

PDF (theory) 1.8% 1.0% 1.0%

pmcs-dmcs Discrepancy 1.1% 1.1% 1.1%

Syst-Stat 1.2% 1.2% 0.6%

Octant Boundaries 1.0% 1.0% 1.0%

pmcs parameterisation 1.0% 1.2% 1.0%

Backgrounds in Efficiency Samples 0.6% 0.6% 0.6%

Modelling of ISR and FSR

Isolation Efficiencies 0.9 % 0.9% 0.1%

Cosmic Cuts (Z/γ∗ → µ+µ−) 0.6% 0.6% 0.6%

Opposite Sign Efficiency (Z/γ∗ → µ+µ−) 0.1% 0.1% 0.1%

Modelling of Veto 1.5% 1.5% 1.5%

Time Variation of Efficiencies 0.6% 0.6% 0.6%

Biases in efficiency measurements 0.4% 0.4% 0.4%

Table 9.7: Summary of the uncertainties due to uncertainties on the acceptances.
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The ratio, σW /σZ , is calculated at NNLO level using the cteq 6.1 PDF sets, to

be 3.369 ± 0.003(scale) ± 0.014 (PDF) [55,56,69]. This is in good agreement to the

value used in [70] which calculates σW /σZ = 3.361 ± 0.016 GeV.

The ratio, ΓZ/ΓZ→µ+µ− , is taken from experimental measurements made at LEP

to be 0.033658 ± 0.000023 [2]. The partial width, ΓW → µν , is measured to be

226.4±0.3 MeV [2].

These values are combined with the value of R as measured in Section 9.2. The

uncertainty due to choice of PDF is reevaluated, to account for correlations between

R and σW /σZ , to be +0.8%/-1.2%1. Thus the width of the W boson is determined

to be

ΓW = 2168 ± 22(stat) ± 62(syst)+24
−16(pdf) ± 4(other) MeV,

where the stat uncertainty is due to limited statistics in the number of Z/γ∗ → µ+µ−

and W → µν candidates. The syst uncertainty is a summary of most systematic

uncertainties. The remaining uncertainties are due to theoretical factors; the PDF

uncertainty is due to the choice of PDF and other covers theoretical uncertainties

in the extraction of the W width from R.

9.4 Discussion

The Standard Model prediction for the width of the W boson is ΓW = 2.0921 ±
0.0025 GeV [2]. The Current World average of experimental measurements of the

W width is ΓW = 2.138 ± 0.044 GeV [2]. This world average includes indirect

measurements of the width, from UA1, UA2, CDF Run I and DØ Run I, and direct

1This is evaluated using the DØ prescription which provides slightly larger (0.1%) uncertainties

than the TevEWWG prescription.
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measurements of the width from CDF Run I, DØ Run I, Aleph, Delphi, L3 and

Opal [2].

Since the compilation of this world average, further measurements of the W width

have been made by DØ and CDF Run II and LEP have updated their measurement.

As well as this measurement DØ has measured R in the electron channel. Using an

integrated luminosity of 177 pb−1, the width of the W Boson was found to be ΓW

=2.080 +0.054/-0.052 GeV [71].

CDF has also measured the width, using this indirect method. The first meas-

urement is performed with 72 pb−1 of data using both the muon and electron chan-

nels. This determined that the width was ΓW =2.079 ± 0.041 GeV [72]. This

measurement has been updated in the muon channel with 200 pb−1 providing a

width of ΓW =2.056 +0.044/-0.048 GeV [73]. DØ has also directly measured the

width by looking at the shape of the mT distribution in W → eν events. This

measurement is made with the same data sample as the indirect measurement and

determines the width to be ΓW =2.01 ± 0.14 GeV [26]. The updated LEP result is

ΓW =2.196 ± 0.083 GeV [74], although this is highly correlated with the previous

LEP result used in the PDG average.

Figure 9.1 displays the result obtained in this thesis and compares it to the Stand-

ard Model prediction and the other experimental measurements. The experimental

results are displayed as points with error bars and the Standard Model prediction

is displayed as a solid line.

It can be observed that the measurement is in good agreement with both the Stand-

ard Model prediction and other experimental results. The uncertainty is slightly

larger than the other results from the Tevatron using the ratio method. This is a

result of the smaller data set used by this analysis.

When this measurement is repeated using a larger data set a reduction in the

overall uncertainty will be observed. Work has already commenced to use the larger
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Figure 9.1: The Standard Model Prediction for the width of the W boson. The

experimental measurements from DØ and CDF Run II are shown as points with

error bars. The PDG average of all other experimental results is shown as a point

with an error bar.

amounts of data to refine the detector simulation [75]. In addition to the improved

statistical power there will be improvement in understanding of the systematic er-

rors, such as a better understanding of the octant boundary structure, and improved

theoretical tools, such as a replacement for the pythia generator.
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Chapter 10

Conclusions

In this thesis the width of the W boson is determined using the indirect, ratio,

method to be

ΓW = 2168 ± 22(stat) ± 62(syst)+24
−16(pdf) ± 4(other) MeV,

in agreement with the theoretical prediction [2] and other experimental measure-

ments [2,26,71–73]. This provides another confirmation of the success of the Stand-

ard Model in describing the properties of fundamental particles.

The indirect method, described in Section 5.3, uses the ratio of the W → µν to

Z/γ∗ → µ+µ−cross sections1. The determination of these cross sections are described

in Chapter 6 and are interesting measurements in their own right. The cross sections

have been calculated to NLO [55,56] with small uncertainties, so they have been used

as benchmarks, testing the performance of the DØ experiment and cross checking

the determination of the luminosity. They have also been vital in understanding

the detector, in particular the parts used to detect muons. One such example is the

effect of the octant structure of the muon detectors, which was first studied in this

analysis.

1The ratio actually uses the Z → µ+µ− cross section, which is obtained from the Z/γ∗ → µ+µ−

cross section by a theoretical correction.
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The work performed to understand the detector has been used to improve the

simulation of the DØ detector. One example of this is given in Chapter 8, which

describes the work done on the parameterised Monte Carlo simulation of the DØ de-

tector, pmcs. This used Z/γ∗ → µ+µ− events to model the resolution and efficiency

of the central tracking system and the muon detectors.

The pmcs simulation has been used in physics analyses, some of which are de-

scribed in Section 8.3. In particular there is a description of the determination

of the efficiency of the Z/γ∗ → µ+µ− event selection. As well as describing new

techniques in modelling the detector resolution and efficiencies this thesis describes

new procedures developed to estimate the uncertainty due to the choice of PDF in

Chapter 7.

The new techniques will be used to repeat the measurements described in the

thesis with the larger amounts of data now available. These new measurements

will build upon the work performed in this thesis, which has resulted in the first

measurement of the width of the W boson at DØ Run II using the indirect method

in the muon channel.
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Appendix A

Normalising Backgrounds

A background can be normalised in two ways, the first is with respect to the sig-

nal and the second is with respect to the number of candidate events. The first

method is used if the background, and its normalisation with respect to the signal,

is understood. For instance this method is used in both analyses to determine the

Z/γ∗ → τ+τ− background. The second method is used when less is known about

the background. For instance this method is used in both analyses to determine the

background from cosmic rays.

A.1 Normalising to the Signal

Here it is known that the number of background events, B, is equivalent to some

fraction, f , of the number of signal events, S. Therefore the total number of events,

N , will be given by

N = B + S (A.1)
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N = fS + S (A.2)

N = S(1 + f). (A.3)

Inverting this to get the number of signal events from the total number of events

gives

S =
N

1 + f
. (A.4)

A.2 Normalising to the Total Number of Events

In this case it is known that the background represents a certain fraction of the total

number of events. Thus

N = fN + S, (A.5)

which can be rearranged to give the signal as a fraction of the total number of events

S = N(1− f). (A.6)
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Appendix B

Definition of the Octant

Boundaries

The muon chambers are divided into octants as can be seen in Figure 3.7. The

definition of the octant boundaries is different in the famus and the wamus. There

are three regions

• In the octant boundary (region=2).

• On the edge of an octant boundary (region=1).

• Away from the octant boundary (region=0).

B.1 The Central Region (The wamus)

The octant boundaries in the central region are defined solely in terms of φ. The

size of the octant boundaries is treated separately for the ‘diagonal’ boundaries1

1These boundaries appear as diagonal lines when looked at in the xy plane.
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Region 2 1

Diagonal 0.01 0.03

Other 0.01 0.02

Table B.1: Octant Boundaries in the Central Region. The table lists the distance,

in φ, from the edge of a given region to the centre of the octant boundary.

(φoct = π
4 , 3π

4 , 5π
4 , 7π

4 ) and the other boundaries (φoct = 0, π
2 , π, 3π

2 ) . Here φoct is the

φ value at the centre of an octant boundary.

The diagonal boundaries are treated separately because the gaps between the

muon chambers are larger in the diagonal boundaries. Table B.1 lists the size of

the different regions in the central region. There are two rows, one for diagonal

boundaries, one for non-diagonal ones.

The numbers describe the distance in φ between the centre of the octant bound-

ary and the edge of the region. The first column gives these numbers for the first

region, the second for the second region.

B.2 The Forward Region (The famus)

Again the diagonal and non diagonal boundaries are treated separately. This de-

scription will begin with the non diagonal boundaries. A muon is considered to lie

within the horizontal boundary region (region = 2) if y is less than 3 cm and on

the edge of the octant boundary region (region = 1) if y is between 3 and 5 cm. A

muon is considered to lie within the vertical boundary region (region = 2) if x is

less than 3 cm and on the edge of the octant boundary region (region = 1) if x is

between 3 and 5 cm. The diagonal boundary regions are defined as diagonal strips

by the following equations.
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(y − Ywidth) < x < (y + Ywidth)

(−y − Ywidth) < x < (−y + Ywidth)

The in boundary region (region 2) has Ywidth = 10 cm and the edge of the

boundary region (region 1) has Ywidth = 20 cm.
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Appendix C

Old Form of the Drell Yan

Correction

Section 9.1 describes the theoretical correction to obtain the Z → µ+µ− cross section

from the Z/γ∗ → µ+µ− cross section. The form of this correction was derived by

the author to replace the old form which is described below.

The method of calculating the Z → µ+µ− cross section, used in Run I and early

Run II results [76], was to evaluate the acceptance using Z → µ+µ− Monte Carlo

and treat the photon exchange and interference terms purely as background. This

is illustrated by

σZ → µ+µ− ∝
CDY

εZ → µ+µ−
, (C.1)

where εZ→µ+µ− is the acceptance for Z → µ+µ− and CDY is the fraction of the events,

in the kinematic range chosen by the analysis, attributed to Z → µ+µ−. The factor

CDY is evaluated as follows
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CDY =
σZ → µ+µ−εZ → µ+µ−

σZ/γ∗ → µ+µ−εZ/γ∗ → µ+µ−
, (C.2)

where εi is the acceptance for process i and σi is a theoretical prediction for process

i. Here process i can be either Z → µ+µ− or Z/γ∗ → µ+µ−. It can be seen that

CDY can be expressed as

CDY = Rσ

εZ → µ+µ−

εZ/γ∗ → µ+µ−
. (C.3)

Substituting this into equation C.1 εZ → µ+µ− cancels, leaving

σZ → µ+µ− ∝
Rσ

εZ/γ∗ → µ+µ−
(C.4)

as in Section 9.1.

This method is no longer used as it requires the evaluation of the acceptance

using both Z/γ∗ → µ+µ− and Z → µ+µ− Monte Carlo and therefore requires the

generation of twice as many events. The new approach has superseded this one as

the standard form of correcting from the physical to Z → µ+µ− cross section at DØ.
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