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This dissertation is dedicated to the experimental analysis ofjet fragmentation, the

process of formation of jets of particles produced in high-energy collisions, and to the

comparison of the results to the predictions of resummed perturbative calculations within

Quantum Chromodynamics. Data used in this analysis were obtained by the Collider

Detector at Fermilab (CDF) Experiment in proton-antiproton collisions with the center-

of-mass energy 1.8 TeV produced by the Tevatron collider at Fermi National Accelerator

Laboratory.

Jet fragmentation, because of its softness (typical transverse momenta of particles

in jets with respect to the jet axis is 200-300 MeV), was long considered as an essentially

non-perturbative, and thus incalculable, QCD process. Recent calculations performed in

the framework of Modified Leading Log Approximation (MLLA) have made an attempt
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to expand the perturbative domain to include the fragmentation phenomenon. Validity of

the MLLA approach can only be verified experimentally.

Early experimental measurements have shown a good qualitative agreement

between the lower energy data and the MLLA predictions. However, some of these

results appeared to contradict each other.

Studies presented in this work significantly expand the area of the fragmentation

studies by analyzing a much wider range ofjet energies, reaching far beyond what could

be achieved at e+e- colliders. They also provide a good testing ground for the universality

of the jet properties at e+e- and hadron collisions. Important MLLA predictions of scaling

were studied for the first time and found to be supported by the data.

The analysis presented in this work shows a high level of consistency between the

data and the MLLA predictions. This proves that the jet fragmentation is largely a

perturbative process in agreement with the assumptions that are the basis of MLLA.

Essential model parameters are extracted and extensive cross checks of the model self-

consistency were performed.
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CHAPTER 1

QUANTUM CHROMODYNAMICS AND JET FRAGMENTATION

For the last 30 years, there has been an agreement that all the matter of the

Universe is built of fermions (leptons and quarks) that interact with each other via the

vector boson exchange. These interactions are described by gauge theories, and to

properly describe a particular interaction, one needs to find an appropriate gauge

symmetry and a particular representation of the theory.

All leptons are divided into three generations: the first generation consists of the

electron and electron neutrino (e‘ and Vg), the second of the muon and muon neutrino (|ir

and v^), and the third of the tau and tau neutrino (T and v-^). The same is true for quarks:

the first generation of quarks consists of u and d-quarks, the second of c- and s-quarks,

and the third of t- and b-quarks.

Three known kinds of interactions, apart from gravitation, are electromagnetic,

weak and strong interactions. Electromagnetic interaction involves electrically charged

particles (all fermions except neutrinos) and the corresponding exchange boson is photon

(Y). The weak interaction is responsible for the well-known radioactive beta decay

processes and involves all fermions mentioned above; the weak interaction is mediated

by three bosons: W+, W- and Z. The strong interaction is the interaction between the

nuclei constituents (quarks and gluons) and is responsible for keeping nuclei constituents

together. The strong interaction involves all quarks and is mediated by gluons (there are 8

different species of gluons).

1
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The electromagnetic and weak interactions are the oldest known interactions and

are the best studied and understood. The Standard Model of Electroweak Interactions [1]

defines the dynamics of both the participating particles and the exchange vector bosons.

It allows the calculation of cross-sections of different processes with a high precision

(sometimes it requires sophisticated calculations, but there is a well-defined systematic

procedure of performing such calculations). The Standard Model is tested in various

experimental studies and shows a very high level of consistency with the data, even

though the last particle comprising the Standard Model, the Higgs boson responsible for

generation of particle masses, has not yet been formd. The experimental finding of the

Higgs boson is one of the most important discoveries yet to be made by the high-energy

physics, and a lot of effort and resources are applied in this direction.

The strong interaction is strikingly different fi'om the electromagnetic and weak

forces because its strength becomes larger and grows very quickly with the distance

between the interacting quarks, while it almost disappears when the distance becomes

small. This effect is called asymptotic fi’eedom. Both electromagnetic and weak

interactions show different behavior: their strength rapidly falls with distance.

1.1 Perturbative QCD

Early experiments of proton-proton scattering [2] showing a low rate at large

scattering angles were interpreted to suggest that the proton consists of an ensemble of

loosely bounded cloud of non-interacting constituents incapable of absorbing a large

momentum transfer. However, later deep-inelastic scattering (scattering of an electron on

a proton) studies [3] have shown a substantial rate of high momentum-transfer
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interactions, inconsistent with this hypothesis and, therefore, have rejected the initial

picture of the strong interactions. It also revealed the so-called Bjorken scaling [4].

Bjorken scaling essentially says that the proton structure, as seen by the electron, does not

depend on the momentum transfer. Later, Bjorken [4] and Feynmann [5] proposed the

model of asymptotically free partons. However, at that time no gauge symmetry was

known to carry the feature of asymptotic freedom.

In parallel, Gell-Maim and Zweig, based on the studies of hadron spectroscopy,

suggested a quark model with then three (u-, d-, s-, the other three quarks, c-, b-, and t,

were discovered much later) species of quarks [6]. However, this model, to not contradict

Fermi-Dirac statistics, required the introduction of a new, seemingly unnatural, quantum

number - “color”, proposed by Han, Nambu and Gell-Mann [7].

In the early 1970s, Pollitzer, Gross and Wilczek discovered the existence of

asymptotically free field theories [8] among the class of non-Abelian gauge theories. It

appeared natural to assign the color to be the gauge quantum number, and the total

symmetry to the local gauge group SU(3). The model became known as Quantum

Chromodynamics (QCD).

The solution of the renormalization group equation leads to the following form of

the running coupling constant (to one loop) [8]:

1

“^"boln(0/A)

where bQ=l l-2/3nj; nj— number of quark flavors, Q is the momentum transfer, and A is a

parameter having the dimension of energy that comes from the renormalization procedure

and depends on the renormalization scheme.
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Experimental measurements of the mass scale A (in the modified minimal

subtraction scheme [9]) yield values of around 200 MeV [10]. The form of the coupling

constant suggests that the perturbation theory is valid (a^ is small) only when Q is larger

than about 1 GeV.

1.2 Resummed QCD Calculations and Applicability for Jet Fragmentation

When using perturbative QCD for parton-splitting problems, such as parton

branching, one has to remember that “parton counting” depends on the resolution (the

smaller the spatial scale of the probing, the more partons will be resolved). Technically,

this means the importance of taking into account large logarithmic corrections of the

form aghxQ.

At large Q, even though the running coupling is small, the logarithm can be large,

making the product a^lng of the order of 1. Such logarithmic corrections appear in all

orders and require resummation of their contributions. This means that the fixed-order

calculations in perturbation theory are just not sufficient for reliable predictions. The

physical sense of this is that QCD parton multiplication processes have large probabilities

and this fact needs to baproperly handled.

For the case of deep inelastic scattering, similar logarithmic corrections appear

(scaling violation [11]) and reflect the fact that by increasing Q, one increases the

resolution of the probing of the scattering quark or gluon, and starts seeing finer sub-

structure of the virtual parton, observing more and more gluons sitting there, similar to

the well-known example of equivalent photons in QED.
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The Leading Log Approximation (LLA) [12] was developed to quantify the

expected logarithmic violation of the Bjorken scaling. In the LLA, one keeps track of

contributions to the structure function of the order

n ^

and neglects terms without large log.

The Double Logarithmic Approximation (DLA) [13] emerged when first attempts

to understand the dynamics of soft particles in jets were made. DLA was used for pure

gluonic system and was keeping track of contributions (for each splitting) of the order

2 2 9
In {Q ) and neglecting contributions of the order ln(0 ) and .

It was found that color coherence effects result in a strong “angular ordering” [14]

in QCD bremsstrahlung. Angular ordering means that the sum of the diagrams

corresponding to consecutive emissions of gluons of a parent parton are equivalent

(within the DLA precision) to one diagram with angular ordered emissions, as illustrated

on Figure 1.1. This was a very important observation that allowed significant

simplification of resumming large contributions into the scattering amplitude in all

orders. Again, a similar effect of enhancement of particularly “ordered” emissions can be

foimd in QED with the example of equivalent photons.

The DLA approach, even though it revealed many important features of the

parton cascade development, was not very successful in providing quantitatively

reasonable predictions. To properly correct the DLA, one had to include Single Log

contributions. Because of the similarities of this new scheme to the standard Leading Log
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Approximation, this improved approximation was called Modified Leading Log

Approximation (MLLA) [15].

Figure 1.1: Angular Ordering results in effectively producing the consecutive emissions

at smaller and smaller angles with respect to the parent parton.

1.2.1 Modified Leading Log Approximation (MLLA)

Inclusion of the Single Logarithmic effects results in a large increase of the

number of interference diagrams that need to be analyzed.

The only MLLA parameter, serves to regularize the soft and collinear

divergences, being a cut-off on the minimal allowed parton transverse momentum (with

respect to the parent parton). At the same time, it sets a lower limit on the parton mass

playing the role of an effective parton mass.

Qg£f can be viewed as the scale that separates perturbative parton showering from

the stage of non-perturbative soft hadronization. In other words, a gluon emitted with

' hardly be treated as a gluon at all, as it is immediately forced to hadronize.

The value of is not defined in the model and has to be found experimentally. A

relatively low value of
Qeff^^

strongly preferred. If Qeffis large, the number of partons, at

currently achievable jet energies, is low and the transition of these “partons” into soft

hadrons will be fully in hands of the phenomenological hadronization model. This can be
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Figure 1.2: Depiction of the jet fragmentation. There are three scales in the problem: the

hard-scattering scale Mjj, scale at which perturbative parton branching stops and the

hadronization starts, and, finally, the scale at which the formation of hadrons is finished

and that has the order of light hadron mass m„. The lower the the smaller the region

ofphenomenological hadronization, and larger the role of the perturbative stage.

pictured as it is shown on Figure 1.2: if is high, the area of our ignorance

(phenomenological hadronization region between perturbative partons and final hadrons)

is wide and may dominate over the perturbative effects making these calculations

completely useless. However, if the 0g^is low (200-400 MeV), this area shrinks and the

influence of the perturbative stage will grow. Together with the Local Parton-Hadron

Duality hypothesis, distussed in the next section, that assumes local hadronization,

' MLLA has a chance to end up being a model that can coherently describe the jet

fragmentation.

Figure 1.3 shows the distribution of the transverse, with respect to the jet

direction, momentum of the particles in jets. Note that with the conventional cut-off of

the order of 1 GeV, the vast majority of particles are not accounted for by the
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perturbative description. To be successful, any model of the jet fragmentation inevitably

has to be able to deal with sufficiently low (of the order of a few hundred MeV)

momentum transfers.

Figure 1.3: The distribution of the transverse (with respect to the jet direction) momenta
of particles in jets for dijet events. Only charged particles within a cone of size 0.28 rad

around the jet are counted. Three different dijet masses are compared to the predictions of

Herwig 5.6 Monte-Carlo. The shaded area corresponds to the region where track

parameters cannot be measured correctly due to looping of the track in the magnetic field.

15

Cone 0.28

DATA (points) vs Herwig/QFL(line)

Ejet= 41 GeV (lower set)

Ejet=1 15 GeV (middle set)

Ejet=314 GeV (upper set)

0 0.5 1.0 1.5 2.0 2.5 3.0
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1.2.2 Local Parton-Hadron Duality Hypothesis (LPHD)

LPHD hypothesis [16] assumes that the hadronization, the process of formation of

colorless hadrons from the QCD partons, is local and happens at the end of the parton

showering.

The key assumption of the LPHD is that the conversion of partons into hadrons

occurs at a low virtuality scale, of the order of hadronic masses, independent of the

primary hard process, and involves only low momentum transfers [17]. Such local duality

is naturally connected with the “pre-confinement” properties [18] of the QCD cascades,

which ensures that the colors are locally compensated.

This effectively means that the properties of hadrons are closely related to the

partons they originate from and that the collective effects of color exchanges with partons

producing other hadrons are small. It is true that parton distributions are smeared by low

kf exchanges and, on an event-by-event basis, hadron distributions differ from the parton

ones. However, according to LPHD, sufficiently inclusive distributions that are averged

over many events should reproduce the original parton distributions.

In its simplest interpretation, LPHD predicts that the momentum distributions of

hadrons and partons in jets are identical apart from a possible normalization. The same

will be true for inclusive mean particle multiplicity and can be written as:

hadrons partons
^gluon - ^LPHD^gluon

LPHD is asymptotically correct: i.e., it becomes exact in the limit of infinite jet

energies. Therefore, it should work well enough at sufficiently high jet energies.

Quantification of the term “sufficiently high” can only be made experimentally.
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1.3 MLLA Predictions

In this section, particular predictions of the Modified Leading Log Approximation

that can be verified experimentally and are relevant to this work are discussed. Most of

the MLLA predictions are presented for a gluon jet, and the third sub-section discusses

how these can be reapplied to the quark jet.

1.3.1 Momentum Distribution of Partons in Jets

MLLA+LPHD scheme gives a very firm and experimentally verifiable prediction

for the shape of the inclusive momentum distribution of particles in jets. The momentum

distribution of partons in a gluon jet within a restricted cone of size 0^ around the jet axis

is given by [15]:

g/uon

X

4 iV ^ ^ dr

7t/ 2
n

iB/2

cosh a + (1 - 2Q sinh a

y
a

sinh a

4N, a

sinh a
( cosh a + (\ - 2Q sinh a ) ,

( 1 . 1 )

with important variables:

P , 1 P , EjetQ cone
t=ln-, x = -d—, 7 = ln-^^

,

X Ejet Qeff

where B and b are QCD constants (.5=101/81 and b=9 for the number of colors

N^-?> and the number of effectively massless quarks A^3), and Ig is the modified Bessel

function of order B.

Other variables are defined as follows:
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E
^ =l-y, a=ao + ix, tanhao = 2^-l

MLLA calculations are carried out in the assumption x«l. Transition to the

particle-level distribution utilizes the LPHD hypothesis and can be expressed as:

dN hadrons iw partons

gluon _ „ gluon- ^ LPHD -

The peak position of the momentum spectrum is given in MLLA by [19]:

= -^T + V^-c, where c = 0.29for n =1

( 1 .2)

(1.3)

The third term, the constant, just falls out of the MLLA spectrum function (1.1).

Though, strictly speaking, the next-to-MLLA terms may contribute to the peak position at

this level [19].

1.3.2 Mean Charged Particle Multiplicity

Mean parton multiplicity is nothing but an integration of the previous equation

over ^ and can be expressed as the following [19]:

v2;
Ib+\(2 )> where z = ^\6NcY /b (1.4)

The corresponding expectation for hadron multiplicity in a gluon jet is a trivial

generalization of (1.2):

N\
hadrons
gluon

— V f.Tpartons- ^LPHD^gluon (1.5)
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1.3.3 On Differences Between Quark and Gluon Jets

In MLLA, momentum distributions in quark and gluon jets are different only by a

simple normalization factor r, equal to the ratio of gluon and quark color charges C^/Cp

[19]:

dNzr
xr

Then, for the ratio of multiplicities in gluon and quark jets, one will have:

( 1 .6)

(1.7)

For the case of jets that are a mixture of quark and gluon jets (like at the

Tevatron), the prediction for the parton-level momentum distributions will take the form:

^J^parton JXTparton

•mix _p gluon quark

^ gluon ^ quark ^

Using Eq. (1.6) and = 1 ,
one obtains:

( 1 . 8)

dNP^'on dNTr 1

^ gluon ^ ^ gluon ^
/I 1 ^“ +n M gluon

r r

^dNzr
(1.9)

Finally, to make this formula usable for real particles, one needs to apply the

LPHD hypothesis Eq. (1.5):

dN .ma _ y~ ^LPHD ^
K- + (l--)£-gluon

^dNzr
(1.10)

The result for the multiplicity is a trivial integration of Eq. (1.10):

^mix ~ ^LPHD ^
^1 1

^
- + (1

^parton
gluon ( 1 . 11 )
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1.3.4 Next-to-MLLA Corrections

Strictly speaking, the next-to-MLLA calculations are not the next order

calculation of the contributions into the amplitudes of the branching processes. Instead,

the term “next-to-MLLA” conventionally refers to “improved” solutions of the same

primary MLLA evolution equations.

The effect of the next-to-MLLA corrections is an increase in the total multiplicity

of partons in gluon and quark jets. These corrections can be represented by two

modifications: parton multiplicity in a gluon jet must be scaled by the next-to-MLLA

correction factor
,
and the ratio of multiplicities in gluon and quark jets r deviates

firom its classical value of 9/4. Both and r are weak function of the jet energy. The

shape of the spectrum changes too, but this change is much less significant. Inclusion of

these corrections modifies the formula for the momentum distribution as follows:

fjjhadrons
mix

4
- ^nMLLA ^LPHD ^

next—to—MLLA

+ (I Mgluon

\dNP?rtons
gluon

( 1 . 12)

MLLA

Analogous relation is preserved for the multiplicity:

j^hadrons
mix - ^nMLLA ^ f^LPHD ^

1

next-to-MLLA

It is convenient to rewrite the formulas as follows

-\-(\ M gluon
r r

partons
^ gluon MLLA

(1.13)

hadrons
mix = Kx

next-to-MLLA

(1.14)

MLLA

where
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^ ~ ^nMLLA ^ ^LPHD ^
1 ^

- + (^—Kuon (1.15)

There are several published calculations [20,21,22] of the correction factor

and the value of the ratio of multiplicities in gluon and quark jets, r. These papers use

different methods of calculating the corrections, and there is a disagreement among them

as to the exact values of and r. However, they all agree that both parameters are

practically constant for a wide range of energies, which allows them to be treated as

constants. According to the three different calculations, the factor takes values of

1.13+0.02 [20], 1.50±0.08 [21], and 1.40dL0.01 [22]. Ratio r, meanwhile, takes the values

1.75+0.01, 1.60±0.05 and 1.79±0.07, respectively. The uncertainties shown with the

values correspond to the range of changes in these parameters over the range of jet

energies relevant to this study (roughly 40 to 300 GeV).

In this analysis, when extracting quantities from the experimental data that require

knowledge of the correction factor
, the “average” value of =1.3 was used

with a “theoretical uncertainty” of 0.2 to account for the apparent disagreement

[20,21,22]. The ratio r was treated as a free parameter and its value was extracted from

the data.



CHAPTER 2

EARLY EXPERIMENTAL RESULTS AND MOTIVATION

A number of publications [23, 24] coming from e+e" and ep experiments testing

whether perturbative QCD can indeed handle jet fragmentation have appeared over the

last ten years. Generally, they have shown that MLLA is rather successful in describing

the hadron distributions in jets, and obtained a number of important results. However,

some of the results appeared to be inconsistent and revealed some unanswered questions

regarding the experimental procedure. This clearly calls for an independent verification

of the MLLA predictions and a more thorough check of the consistency of the model

with the experimental data.

A variety of predictions, such as (0^ is the opening angle in which

the hadrons are counted) scaling of the MLLA, have never been verified experimentally,

nor was the consistency of the energy evolution of the results thoroughly checked.

In e+e" experiments, with their fixed center-of-mass energy, the range of

available jet energies is very limited, as the majority of the data is represented by two-jet

events with the energy of each jet being simply a half of the total energy. Use of the

“Mercedes-like” three-jet events always results in a very limited dynamic range, given

the relatively low center-of-mass energy. Several LEP experiments attempted to use these

three-jet events to compare gluon and quark jets (at e+e-, the three-jet events are

combinations of two quark and one gluon jet). However, the methods used for selecting

15
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and separating the gluon jet are not straightforward. Results on the ratio of hadron

multiplicities in gluon and quark jets, for the same ranges of energies, evolved very

significantly from earlier measurements of r~1.0 to the most recent of r~1.5 with

typically very small errors, indicating potential problems with the experimental

procedure.

MLLA predictions regarding the evolution of the momentum distribution within

restricted cones around jets were never experimentally verified at all. This would make

an important measurement, given the role of angular variables in MLLA.

For years, it was a common belief that analyses of properties of particles in jets,

such as the jet fragmentation studies, are best done at the e+e- machines with its clean

environment and low backgrounds. However, apart from the obvious need for

clarification of existing inconsistencies, there are clear advantages of performing such

studies at hadron collider experiments. The much higher energies of the jets available at

the Tevatron open a direct way for verifying the consistency ofMLLA over a large range

of jet energies, particularly with regard to the scaling suggested by MLLA.

Quark and gluon jets are readily available in hadron collisions and allow the direct

comparison of their properties without running into the necessity to use complicated

techniques.

At CDF, previous jet fragmentation studies [25] were concentrated on verification

of the approximate scaling behavior at the higher momentum region of the momentum

spectrum and not in the region of the soft fragmentation. Early CDF studies of the jet

shapes [26] had a limited coverage in terms of the jet energies and were only studying the

tranverse flow of the jet energy.



CHAPTER 3

CDF AT FERMILAB: EXPERIMENTAL FACILITY OVERVIEW

Collider Detector Facility at Fermilab (CDF) is one of the two major collider

experiments (the other one is DO), located at the Fermi National Accelerator Laboratory

(Batavia, IL). It detects events from the collision of proton and anti-proton beams

produced by the Tevatron, the world’s most powerful accelerator of colliding beams, with

center-of-mass energy of 1.8 TeV and peak luminosity L~l.6- cm^s'L Initsnominal

configuration, the Tevatron used 6 proton and 6 antiproton bunches with the beam

revolution frequency 50 kHz.

CDF was built in the 1980’s, detecting first proton-antiproton collisions in 1985.

The first physics run with an essentially complete detector started in 1987. Since then,

CDF underwent a number of upgrades designed to improve the capabilities of the

detector by employing the latest technological advances to match the growing energy and

luminosity of the beams produced by the Tevatron. Figure 4.1 shows the picture of the

CDF detector (opened-iQ)) in the assembly hall, giving a feel for the size and complexity

of this five thousand ton high-precision device.

In 1994, CDF (simultaneously with DO) announced the discovery of the top-quark

[27], the heaviest, and the last quark required to complete the family of quarks as

prescribed by the Standard Model of elementary particles. Major advances were made in

other areas of the experimental high energy physics, particularly in QCD, electroweak

physics and exotic new particle searches.
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3.1 Collider Detectors in High Energy Physics

In fixed-target experiments, the center-of-mass energy grows only as a square root

of the original beam energy. With the technological obstacles of producing a beam of

very high energy (large size, and cost, of the accelerator ring, complicated magnetic

system etc.), any significant advance in the center-of mass energy would be very costly

and all but impossible.

Colliders became a major step forward in experimental High Energy physics.

Unlike the fixed-target case, the center-of-mass energy produced by colliding beams is

twice the energy of the original beams and grows linearly with the energy. The

introduction of colliders allowed a large increase in the center-of-mass energy, and,

therefore, have paved the way for studying physics at much higher energy scale.

Figure 3.1; The view of the CDF Detector in the Assembly Hall during the maintanance.
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3.2 Collider Detector at Fermilab: Design and Overview

CDF is a multipurpose collider detector serving for detection and identification of

particles in high energy collisions. CDF has a number of major subsystems providing

complementary measurements necessary to reconstruct the decay products of a proton-

antiproton interaction. A detailed technical description of the CDF detector can be foimd

elsewhere [28].

Figure 4.2 shows the drawing of one quarter of the CDF detector with the

interaction point shown in the right lower comer. Major detectors that make up the CDF

detector, starting from the interaction point, are:

Figure 3.2. Drawing of the CDF detector. One quarter view.
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• Silicon Vertex Detector (SVX) designed for precise measurement of the

position of the interaction vertex in the r-(p plane.

• Vertex Tracking Detector (VTPC), a wire chamber, which measures the z-

position of the interaction.

• Central Tracking Chamber (CTC), a multi-layer proportional chamber that

measures the momentum and spatial parameters of the particle’s

trajectories (tracks) in the magnetic field (B=1.4 T).

• Full set of electromagnetic (EM) and hadronic (HA) calorimeters that

measure the energy of the jets of particles produced in the collision.

• Muon System (made of layers of drift chambers and scintillators),

positioned (partially) behind a special protective steel wall, which absorbs

all particles that may escape the calorimeter except muons.

In the rest of this chapter a more detailed description, including the resolutions

and essential parameters, of each of the CDF subsystems substantially used in this

analysis is presented.

3.2.1 Vertex Detectors (VTPC and SVX)

The Silicon Vertex detector (SVX) is the closest component to the beam pipe. It is

roughly 60 cm long and covers the radial region fi-om 3.0 to 7.9 cm. It consists of several

layers carrying silicon strips parallel to the beam line. The r-(p tracking allows a very

precise measurement of the transverse position of the event vertex and contributes to the

track momentum distribution (default tracking links Central Tracking track segments

with the SVX hits). Surrounding the SVX is the Vertex Time-Projection Chamber
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(VTPC). VTPC consists of an array of 8 adjacent (in z) drift chambers. VTPC provides r-

z tracking information that is used to determine the position of the interaction in z-

direction. Vertex information provided by SVX and VTPC is instrumental for a vast

range of experimental studies.

3.2.2 Central Tracking Chamber (CTC)

The Central Tracker extends fi'om a radius r=31 to r=132 cm, and is 3.2 m long

barrel-shaped drift chamber. It has several layers of radial and stereo wires (stereo wires

are tilted at 3 degree angle with respect to the radial wires). The amount of the material in

fi-ont of the CTC (as seen from the interaction point) ranges from 4-6 radiation lengths in

the central part (more than 30 degrees with respect to the beam line) and grows to about

10 radiation lengths for smaller angles at 20 degrees.

Table 3.1; Selected parameters of the CDF Central Tracking Chamber.

Number of layers 84

Number of superlayers 9 (5 axial + 4 stereo)

Drift field -1350 V/cm
Resolution <200 pm per wire

Efficiency >0.98 per point

Double track resolution <5 mm or 100 ns

Maximum drift distance 40 mm
Maximum hits per wire >7

Z-resolution 4 mm
Momentum resolution h pj / Pt ~ 0.002 • pj
D
^max 1.32 m
Magnetic field B 1.4 r
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CTC is used to measure the momentum and spatial position of the particle

trajectory by arranging hits produced by the passing particle into layer segments and then

linking segments into a full trajectory. A Tracking algorithm then fits the obtained hits

for the parameters of the track trajectory. This information allows precise reconstruction

of the particle momentum and its spatial position inside the CDF detector. The

momentum resolution of the CTC is better than b Pj / Pj ~ 0.002 • pj.

.

Table 4.1 shows

some of the essential parameters of the CTC.

3.2.3 Electromagnetic and Hadronic Calorimeters

The set of calorimeters consists of several electromagnetic and hadronic

calorimeter systems: CEM (Central Electromagnetic Calorimeter), PEM (Plug

Electromagnetic), CHA (Central Hadronic Calorimeter), WHA (Wall Hadronic) and

PHA (Plug Hadronic). In addition, there are Forward Electromagnetic (FEM) and

Hadronic (FHA) calorimeters. CDF Calorimeter system provides a full 2n coverage in <p,

and in pseudorapidity r\ it covers region ofup to 4.2. Rapidity coverage and segmentation

of each of the calorimeter components are given in Table 4.2.

All calorimeter detectors are segmented into sets of towers pointing towards the

center of the detector. Each tower consists of several layers of absorber (that forces the

high energy particles to shower) and active medium (that collects the light produced by

the showers that can be converted into the energy measurement). The CEM uses lead as

the absorber, while CHA and WHA calorimeters use 4.5 interaction lengths of iron. All

central and wall calorimeters use scintillator as the active medium. The components used

in the study presented in this dissertation were CEM, CHA and WHA. The single particle
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energy measurement resolution of the CEM is 13.7%/

®

2% ,
for the CHA it varies

with the angle but on average is 50%/V^ ® 3% ,
for the WHA it is 15%/yfE ® 4% . Jet

energy resolution /Ej^, of the calorimetry system in the central region is better

than 11% for 30 GeV jets and improves to ~7% at higher jet energies (~100 GeV and

above).

Table 3.2: CDF Calorimeter System coverage and detector segmentation in T|-(p.

Central Calorimeter

Name Rapidity Ti-(p segmentation

CEM 0.0 - 0.9 0.1 X 15

CHA 0.0- 1.1 0.1 X 15

WHA 0.7- 1.3 0.1 X 15

Forward Calorimeter Systems

PEM 1.1 -2.4 0.1 X 5

PHA 1.3 -3.4 0.1 X 5

FEM 2.2 - 4.2 0.1 X 5

FHA 2.3 - 4.2 0.1 X 5

The plug and the forward-backward calorimeter systems use gas proportional

chambers and were not used in the current analysis.

3.2.4 Other Sub-Detectors

In addition to the described above components that were directly used in this

analysis, CDF has a number of other sub-systems that are important for a variety of

experimental studies. Among them are: Muon System designed to register muons and,



using tracking information, determine their parameters, and Beam-Beam Counters used

to estimate the luminosity by using coincidences of hits in the coimters on two sides of

the detector.

3.3 CDF Data Readout and Processing

For every bunch crossing, the full data is read out by the electronics of each of the

components of the CDF detector. This data is written into the so-called Level 1 pipeline

and is stored there until specially designed, fast (hardware implemented) algorithms

determine whether this particular event is of any interest in terms of physies. If the

decision is positive, a special signal (LI Accept) is sent to the readout eleetronics by the

Level 1 Trigger, and the data for this event is sent to the Level 2 pipeline.

Simultaneously, a more thorough, and therefore slower, analysis of the data takes place.

If the event is found to be sufficiently interesting, the Trigger sends a L2 Aceept signal

and all data banks from all CDF sub-detectors are read out. On Level 3, the data

vmdergoes last check-ups to ensure that no information is lost or corrupt and the event

gets written on disk or tape.

The data then is passed to the offline reconstruction package that converts the

low-level data (hits in the chambers, raw amplitudes in the photo-multipliers etc.) into

physically meaningful information (vertices, clusters of energy, tracks).

At CDF, the offline reconstruction package consists of several modules each

responsible for particular type of measurement. The most important modules for this

analysis were VXPRIME, JETCLU, and TrackControl. VXPRIME module uses the

information from the vertex detectors to reconstruct the spatial position of the event
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vertex (or vertices). JETCLU uses the calorimeter information and searches for clusters

of energy deposited in the calorimeters and runs the jet algorithm to identify jets.

TrackControl module is responsible for the tracking reconstruction. It uses the

information from the CTC and (with default options) from the vertex detectors (VTPC

and SVX) to find tracks and their parameters.

After running the production executable, the higher-level information is packed

into banks and is written out in one of several adopted at CDF formats: the raw data, DST

(semi-raw data) or PAD (high-level information). More complete information on the

readout process, electronics specifications and the reconstruction procedure is published

and available elsewhere [28].

In the analysis presented in this dissertation, the latest version 7.12 of the CDF

offline production was used to re-process the DST data. The reason for not using the data

in a PAD format was the need for a non-standard tracking reconstruction (no information

other than from the CTC was used to identify tracks and determine their parameters).

This was required to match the procedure of determining the CTC tracking inefficiencies,

as discussed in the Appendix. Other modules were used in a standard configuration.



CHAPTER 4

DATA ANALYSIS TOOLS

Monte-Carlo generators have become indispensable tools in high-energy physics.

Initially, the Monte-Carlo technique was invented to handle mathematical problems that

would otherwise require complicated multi-dimensional integrations. Monte-Carlo

technique has much faster convergence of the calculations and is indispensable for

numerical calculations in many applications.

In high-energy physics, one often has to deal with complex problems involving

hundreds of particles that cannot be handled by usual methods. A typical example is the

simulation of a high-energy collision, in which often dozens of particles are produced

flying with various energies and in all directions. Particle detectors, such as CDF, have

different detection inefficiencies that vary depending on the kind of particle, its energy

and many other parameters. Analytical calculation of this process, even if all parameters

are known will be impossible. Monte-Carlo technique, in contrast, breaks the complex

problems in steps and is capable of tracing every single particle as it passes through the

detector experiencing various interactions, deflections etc.

4.1 Monte-Carlo Event Generators

Simulating a high energy processes using theoretical calculations that predict the

probabilities of various kinds of interactions is the main purpose of Monte-Carlo

generators. Comparison of real data to Monte-Carlo events simulated according to

26
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particular theoretical predictions allows distinguishing between correct and incorrect

theoretical predictions.

In practice, there are a number of calibrated and adjusted Monte-Carlo generators

that incorporate accurate theoretical calculations and are used by experimentalists in the

High Energy physics. Having a good event generator and a detector simulation program

allows correcting the data for the detector inefficiencies in order to reconstruct true

physical properties of particular processes.

Several event generators, such as JETSET [29], PYTHIA [30] and HERWIG [31],

are widely used by experimentalists all over the world. Choice of the generator is usually

determined by the kind of a physics problem at hand. For example, JETSET uses the so-

called independent fragmentation model [32] to convert partons into hadrons and is

definitely a bad choice for studies of the QCD color coherence effects. On the other hand,

JETSET with its emphasis on the primary production process, proved to be very useful in

exotic searches.

In this analysis, the Herwig 5.6 Mote-Carlo event generator was used. Herwig is

a multi-purpose event generator that has a number of built-in processes. For QCD hard

scattering, the dominant process in jet production, it uses Leading Order QCD

calculations and has an 'option of linking different parton distribution function

parameterizations (PDF).

With regard to the jet fragmentation, Herwig incorporates the knowledge of

various color coherence effects, such as the Angular Ordering, and uses resummed

Leading (Double) Log Approximation for the parton showering.
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Hadronization in Herwig is done using the so-called cluster model of

hadronization. This is implemented as follows: at some value of the transverse

momentum, the branching stops, all gluons get split into pairs of quarks and anti-quarks.

Then, the nearby quarks are grouped to create colorless clusters. Depending on the mass

of the cluster, the cluster then either decays into final hadrons according to the available

phase space or is forced to decay into smaller clusters, and those smaller clusters than

decay into final hadrons. Very heavy imstable resonances are also forced to decay into

lighter hadrons according to their decay modes and branching ratios.

Herwig is probably the most advanced generator in terms of handling the color

coherence effects and this was the primary reason for choosing Herwig to estimate

corrections that were applied to the data.

In general, the better the generator reproduces the data, the more reliable

estimation of the necessary corrections can be obtained. Historically, Herwig was tuned

and adjusted to reproduce data at LEP for e+-e- collisions with the center-of-mass energy

around the Z pole. The energies at the Tevatron are much higher than those at LEP, and

possible imperfectness in Herwig, negligible at LEP, could grow into a serious

discrepancy at the Tevatron energies. This makes it very important to make sure that the

Monte-Carlo predictions are in agreement with the data. In Chapter 7, the CDF data is

compared to Herwig and the implications of those comparisons are discussed.

4.2 Detector Simulation

Event generators, such as Herwig, generate the “physical” events, i.e. a list of

particles and their momentum, with which they would leave the interaction point. In
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practice, the data obtained in real experiments always suffers from detector inefficiencies

and incomplete acceptances. As a result, a fraction of particles always escape undetected

while those that are detected can be reconstructed with deviated parameters.

To reproduce actual distributions in the data, one has to additionally “smear” the

predictions of the event generator to simulate the detector response. At CDF, a special

package, called QFL [33], is used for these purposes.

QFL receives properly formatted data as a list of particles with corresponding

parameters from a Monte-Carlo Event Generator and propagates them through the

detector. While simulating the passage of the particles through the detector, QFL includes

all appropriate effects, like multiple scattering of the particles, short-living particle

decays, conversions in the material of the detector. It also reproduces the geometrical and

instrumental inefficiencies of the detector. To properly compare the data with the Monte-

Carlo simulations, one needs to use one of the event generators (Herwig in this study) and

the QFL package to simulate the detector response.



CHAPTER 5

FEASIBILITY OF THE JET FRAGMENTATION STUDIES AT CDF

Although there is an obvious interest in performing jet fragmentation studies at a

hadron machine such as the Tevatron, there are factors complicating the analysis as

compared to the efe- experiments that have to be properly accounted and appropriately

corrected. First of all, the background environment is much less trivial because of the

presence of the underlying event (the remnants of the original proton and anti-proton that

participated in a hard scattering). Given the higher hadronic cross-sections, the

probability of having more than one interaction in the same bunch crossing (secondary

events often referred as the “pile-up”) is rather high. Incoming jet radiation needs to be

properly subtracted. In hadron collisions, a part of the total energy, associated with the

underlying event, always escapes the detector limiting the control of the jet energy

measurement (in e+e-, one knows a priori the total energy that would be deposited in the

calorimeter).

There are purely detector related factors, such as the tracking inefficiency,

falorimeter response corrections and many others that are not imique for the hadron

collider experiments, but are more complicated than at e+e- experiments. For example,

the occupancy of the tracker is much higher, as compared to LEP, and inevitably leads to

larger inefficiencies in tracking. This problem had to be specifically addressed in this

analysis, and is discussed in detail in the Appendix.
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As it was discussed previously, MLLA predicts the shape of the momentum

distribution of particles in jets, their multiplicities, as well as differences in quark and

gluon jets. Corresponding calculations predict a particular dynamics of these distributions

as functions of the jet energy and the restricted cone aroimd the jet, in which particles are

counted. All these predictions can be verified experimentally, as well as the expected

^je^c ! Qeff
scaling of these predictions.

A possible program for a thorough investigation of how well MLLA agrees with

the data, is;

• Extensive scan of the angular and jet energy dependencies of the particle

properties in jets, by dividing data into sub-samples according to the jet

energy and fitting distributions for particles falling into restricted cones of

several sizes. Analysis of the distribution shapes should allow for

extraction of the MLLA parameter g^^and serve as the consistency check

of the MLLA.

• Measurement of the peak position of the momentum distribution for

combinations of jet energies and the cone-sizes aroimd the jet core. If

plotted as a fimction of this would allow verification of the

predicted by MLLA scaling E.^^^ /

.

• The second constant, the normalization of the distributionK can be used to

extract the LPHD parton-to-hadron conversion parameter and also

the ratio of multiplicities in gluon and quark jets (the CDF data is a mix of

gluon and quark jets).
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• Inclusive multiplicity of particles in restricted cones around jets. This is a

largely independent measurement of the same quantities. Experimentally,

given that the MLLA parameters will not be required to follow the exact

shape of the distributions only following the prescribed by MLLA energy

evolution of the total multiplicity, such a measurement will represent

additional cross-check on whether the possible coincidence is accidental

or predetermined. The ratio of multiplicities, r, in gluon and quark jets and

the LPHD parameter Kipfj^ can be extracted as a result of this

measurement.

• The parameter r has a well-defined model independent meaning. Given

the model dependence of the parameters that could be extracted as

described above, which is good for testing the MLLA self-consistency, it

would be also interesting to compare these parameters with a model-

independent measurements. One of the possible measurements is the

comparison of the charged particle multiplicities in dijet data vs photon +

jet data (enriched with quark jets) to extract the ratio r of multiplicities in

gluon and quark jets.

The research program outlined in this section along with comparisons of the data

to Herwig Monte-Carlo event generating program has been brought to realization at CDF

and corresponding experimental results are presented in this dissertation.



CHAPTER 6

DATA SELECTION, CORRECTIONS AND ERROR ESTIMATES

In this section, the selection of the data sample is explained in detail along with

the corrections that were applied to the data. Dominating contributions into the

systematic uncertainty of the measurement are discussed, as well as techniques in

estimating these uncertainties.

6.1 Data Selection and Quality Cuts

The analysis is based on the data collected in Rim IB (1993-1995) with total

accumulated luminosity of ~95 pb'*. The 30, 50, 70 and 100 GeV jet Ej triggers were

used, the first three were prescaled by the factors of 1000, 400 and 8, respectively.

Event selection was rather standard for CDF and can be summarized as follows:

• A “good” run was required (this means that all the sub-detectors and

components of the CDF detector were fimctioning properly during the

whole run, that typically lasted for 8-20 hours, depending on the lifetime

of the beams);

• The allowed number of jets in the event was from 2 to 4 (third and fourth

jets were allowed if soft to avoid a bias towards the narrow jets, as at

sufficiently high energies a single astray track can be identified as a jet.

For the lower dijet masses this requirement was insignificant);
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o If there were three jets in the event, for the raw jet energies, the

requirement was <5%x(E^"‘' +Ep‘^)\

o If four jets: Ep‘^ + ^ < 5% x ^
)

;

• For the two leading jets, it was additionally required that

< 0.9, ^ 0.9 (this cut ensures that the jets fall into the central

and the most robust part of the detector);

• The number of good vertices had to be no more than 2 (requiring only one

vertex would significantly cut the statistics, allowing more than 2 vertices

would introduce additional complications because of a larger number of

tracks);

• The vertices had to be in the central region of CDF: |z,.| < 60cm (large

displacement of the vertex affects the jet Ej. measurement in the

calorimeter and has larger probability of falling out of the central region of

the CDF. Interactions were distributed around the center of the detector

with a width of approximately 30 cm, so this cut was not very strict);

• In the case of two good vertices, sufficient spatial separation between the

vertices was required: |z, -Zj| > 10cm (to avoid ambiguity with assigning

tracks to a particular vertex).

After applying primary cuts, the energy of the jets was corrected, as discussed

later in this chapter, and the following cuts were applied:
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Good balance (within the resolution of the calorimeter) of the two leading

jets in transverse direction;

— jet\ Jet2

Et Et <l5%x|£:f' +Ep‘^

• 0-angle of the dijet direction in the center-of-mass system was required to

satisfy 45“ <|0^|<135‘’ (otherwise, the complimentary cone subtraction

discussed later could not be performed; only a negligible fraction of the

events that have passed previous cuts were not satisfying this requirement)

Table 6. 1 : Bin-sizes and mean values for nine sub-samples of the dijet data.

Range of Dijet Masses

(GeV/c2)

Mean Dijet mass in the bin

(GeV/c2)

072 < Mjj < 094 <Mjj> = 81.86

094<Mjj< 120 <Mjj> = 104.27

120 < Mjj < 154 <Mjj>= 129.98

154 < Mjj <200 <Mjj>= 166.99

200 < Mjj < 260 <Mjj> = 217.36

260 < Mjj < 340 <Mjj> = 282.99

340 < Mjj < 440 <Mjj> = 365.31

440 < Mjj < 570 <Mjj> = 472.54

570 < Mjj < 740 <Mjj> = 600.45

After all the cuts mentioned above were applied, the selected data sample had

approximately 100,000 events. The data was further divided into bins according to the

values of the dijet masses as shown in Table 6.1. The energies corresponding to the

boundaries of the nearby dijet mass bins differed by a factor of -1.3 in the dijet mass

(further in the analysis, the size of the cones around the jet in which the particles were

counted, was also varied by the same factor: 0^ =0.17, 0.22, 0.28, 0.36, 0.47). The factor
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of 1.3 was chosen to be larger than the error of the dijet mass measurement

hMjj !M^
~ 7-10% due to the finite calorimeter energy resolution.

6.2 Corrections to the Data

The corrections that were applied accoimt for physical effects as well as for the

detector inefficiencies and non-linearities. They can be divided into two categories: jet

corrections and track reconstruction corrections.

6.2.1 Jet Corrections

CDF defines jets using a cone algorithm defined in its Snowmass convention [34];

full details of its implementation at CDF can be found elsewhere [35]. The algorithm

searches in cones of radius R = -J(A(p)^ =0.7 around the calorimeter seed

towers (any tower with the transverse energy Ej- above 1 GeV) and adds towers with E-^

above 0.1 GeV. If two or more adjacent towers are found within R-OJ, they are merged.

The coordinates of the jet axis are calculated as weighted sums of the (p, and Tj, of towers

assigned to the jet, the wei^ts being proportional to Eji- Merging continues until a stable

set of clusters is found.

The jet energy reconstruction has several effects, both physical and instrumental,

that have to be properly corrected. First, there is the underlying event contribution, i.e.

the deposition of energy in the calorimeter by the remnants of the initial proton and

antiproton. Second, there is a contribution associated with the secondary interactions in
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the same bunch crossing that also tends to increase the measured energy of the jet with

respect to the true value. Third, some of the particles that actually belong to the jet are

emitted under sufficiently large angles with respect to the jet axis. Their contribution can

fall out of the cone in which the jet is defined. This effect tends to slightly decrease the

measured energy ofthe jet and also needs to be accounted for.

In addition to physical effects, there are purely instrumental inefficiencies that

also had to be corrected. First, the response of various towers of the calorimeter is non-

homogeneous. Second, there are cracks between the towers of the calorimeter, and if the

jet is pointing towards this crack the energy deposition will be smaller than if it were

directed into the center of the tower. There are other effects, such as the non-linear

response of the calorimeter as a function of the jet energy and the ratio of energy

deposited in the electromagnetic and hadronic parts of the calorimeter.

These corrections are rather standard for various studies performed at CDF and

are very well investigated. In this analysis, the standard JTC96S package was used to

incorporate all required corrections to reconstruct the energy of the initial parent parton.

Another effect closely related to the jet energy measurement is the migration of

events between the dijet mass bins. Given the jet energy resolution mentioned above (7-

1 1 %), a jet’s measured end'gy can fluctuate and be reconstructed with noticeably higher

or lower energy. When the fluctuation is large, the whole event may be reconstructed

with sufficiently higher dijet mass and fall into a wrong bin in the dijet mass. Then,

taking into account that the dijet mass spectrum is close to a falling exponential, so that

for any two adjacent bins the one to the left has much larger number of events, this

smearing of the dijet mass spectrum results in average effective migration of the events to
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the higher masses. Figure 6.1 shows the spectrum of dijet masses for a particular bin as

reconstructed by the CDF detector (solid line) and the true (dashed line) dijet mass

distribution. This plot was obtained by using Herwig 5.6 event generator and QFL

detector simulation package.
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Figure 6.1; Example of the effects of the jet energy smearing. The solid line histogram

corresponds to the dijet mass spectrum as reconstructed by the calorimeter (Monte-Carlo

events were selected by the QFL), while the dashed line shows the true dijet mass

distribution of the same events as obtained from the Herwig.

There are two ways to properly account for the migration effect. In the first case,

the measured values are corrected based on the Monte-Carlo simulations (Herwig+QFL).

This can be safely done if the Monte-Carlo generator reproduces the data well or the

measured quantity is not very sensitive to the jet energy. In the second case, one has to
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use the Monte-Carlo predicted spectrum of the dijet masses (that are reproduced well) for

each particular bin when determining the mean values of the dijet mass. For the fits of the

momentum distributions, the data has to be fitted using the theoretical prediction

convoluted with the unsmeared dijet mass spectrum, and not the detector reconstructed

one. Essentially, the difference between the two approaches is that in the first case one

unsmears the data, and in the second one - the theory is getting smeared. In this study, for

the mean multiplicity measurement the unsmearing was used, while for the fits of the

momentum distribution the Monte-Carlo predicted dijet mass spectrum was used to

convolute the theoretical predictions. Because of the logarithmic dependence of the

results on the energy, these corrections were not large.

6.2.2 Tracking Corrections

Track parameters have been determined using tracking (CTC) information only.

SVX vertex detector information was not used for tracking to avoid necessity of studying

the SVX inefficiencies and, especially, effects related to how track hits linked between

the CTC and SVX. Relevant track parameters were: the momentum of the track

(determined fi’om the curvature of the particle trajectory in the magnetic field), the

azimuthal and radial direction of the particle flying from the interaction point. To

distinguish particles originating in different vertices, two important parameters were

used: dz, defined as(z,^„^j^ vertex)^ the track z measured at the point of closest

approach of the trajectory to the beam line, and the impact-parameter d defined as the

minimal distance between the fitted trajectory of the particle and the beam-line.
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Several corrections applied to the data dealt with the reconstruction of the

individual particles inside the jets. The first correction applied was designed to

compensate for the CTC tracking inefficiencies: tracks in high energy jets often overlap

and cross each other resulting in losses or mismeasuring the parameters of particles. CTC

inefficiency is a complicated issue. It proved to be very important for this analysis, and a

special detailed study was performed to correctly account for this effect. The Appendix is

entirely dedicated to the CTC tracking inefficiency correction estimation.

Then, there are several physical effects to be considered. First, there are a fi'action

of particles fi-om the underlying event falling into the cone around the jet. Second, there

are Tevatron induced backgrounds (beam losses), cosmics etc. To compensate for this

effect, two “complementary” cones were defined: they were of the same size as the cones

around the jet, in which particles were counted, and were located in the same way with

respect to the beam line, but rotated so that they were at 90° with respect to the jet axis

(i.e. as far as possible). This can be done as long as the 9-angle of the dijet direction in

the center-of-mass system satisfies 45" <|0^|<135". Thus defined cones statistically

contain the same amoimt of the background tracks not associated with the jet, as the

cones around jets. This allows subtracting the contribution of the uncorrelated

background, as illustrated on Figure 6.2. This correction was found to be almost

independent of energy, as one would expect.

Another contamination comes from the decays of and the electrons produced

in y-conversions in the material of the detector. This contribution is correlated with the jet

and cannot be removed by complementary cone subtraction. This effect was compensated

by counting only tracks that were measured to originate in the primary vertex (by using
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Figure 6.2: Complementary cone subtraction illustration. The upper histogram shows the

corrected distribution, and the lower line shows the subtracted background contribution.
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Figure 6.3: Distribution log(pj) vs log(d) for tracks (after complementary cone

subtraction), pj is measured in GeV, d in cm.
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appropriate vertex cuts, particularly the impact-parameter d). Figure 6.3 shows the

distribution of log(pj) vs log(d) after applying the complementary cone subtraction.

The impact parameter allows separating real particle tracks from those produced

in conversions and decays. In the course of this analysis, it was found that a very clear

separation of the conversion tracks can be found if one plots a distribution log(pj) vs

log(d). In this case, conversions produced at a certain radius appear as straight lines of

negative slope with the intercept determined by the radius, at which the conversions

occurred. In Figure 6.3 one can clearly see a concentration of tracks to the right of the

main region. This concentration has a roughly linear shape and is due to the conversions.

The source of the conversions was traced to the cables between the VTPC and the CTC.

To exclude these backgrounds a cut was chosen as shown by a solid line on Figure 6.3a.

The dz cut was found to be not very important given that most of the backgrounds

this cut is designed to handle were eliminated by the complementary cone subtraction.

Still, to remove tracks coming from the neighboring vertex, the cut-off was chosen to be

|d'z[<6.

For a cross-check, the QFL was additionally adjusted to match the resolution in

determination of the impact parameter d, as measured in data, and it was verified that the

cut-off parameters chosen result in a reasonable agreement between the Herwig+QFL

with the conversions turned on and the original Herwig.

6.3 Systematic Uncertainties and Methods of Evaluation

Major sources of systematic errors can be listed as follows;
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• Jet direction definition. Incorrect determination of the jet direction is

especially dangerous for observables associated with the smaller cone-

sizes around the jet axis.

• Jet energy determination systematic errors. The overall energy scale

uncertainty (as much as 5%) and the uncertainties in the relative

corrections associated with the calorimeter geometry affect the final

measured parameters.

• Imprecise knowledge of the CTC efficiency correction. It affects most of

the measured values.

• Choice of the track vertex cuts (impact-parameter d and dz). This choice

affects how many valid, but mismeasured, tracks are rejected and how

many irrelevant (background) tracks are included.

• For observables obtained fi'om fitting the track momentum distributions,

there is another systematic error; the choice of the fitting range. This is

especially pronoimced when a theoretical curve does not perfectly fit the

data.

The fitting uncertainties are discussed in Chapter 7 where the fitting is described,

and the procedure is explained in detail.

6.3.1 Systematics Associated with the Calorimetry

Incorrect definition of the jet direction (or, to be more precise, the direction of the

parton that produced the jet) will result in incorrect assigning angles of tracks with
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respect to the jet. Tracks, which are actually inside the cone, because of the incorrectly

determined jet direction, may fall out of cone. Obviously, this effect should be larger for

smaller cones and lower energies (at higher energies, jets are very narrow: thus, their

direction is much better defined and, also, even if the jet direction is incorrect, vast

majority of tracks still falls into the cone). We used Herwig in conjunction with QFL to

check how significantly jet direction could be mismeasured. Figure 6.4 shows the angle

between the true jet direction (parent parton direction as given by Herwig), and the

direction obtained by QFL for three dijet mass bins with the average dijet masses Mjj=S2,

229 and 628 GeV. As a crosscheck, the resolutions of the 5(p^. =(p-'"' distribution

for the two opposite jets were measured and were found to be in a good agreement with

the Herwig/QFL predictions.

To estimate the significance of this effect and to obtain a quantitative result for

the corresponding systematic error, the jet direction in the data was additionally smeared

using the obtained values of the angular resolutions. Thus obtained “second-order”

affected distributions were fitted (in case of the quantities obtained from fits) and the

results of the fits were compared to the original values. The difference between the

nominal value of each observable and the deviated one was assigned as the systematic

xmcertainty.

Estimation of the uncertainties associated with the determination of the jet energy

is rather straightforward and utilizes previous studies of the jet energy reconstruction,

which resulted in the corrections used by JTC96S. Those corrections were obtained by

fitting the actual calorimeter data to, for instance, the test-beam data. The uncertainties in

the values of the corrections were estimated and built into JTC96S package. For the
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“scale correction” (the other one is conventionally called “relative correction”), all data

was reprocessed and re-binned by applying the JTC96S correction with energy scale

shifted “up” and “down”. All observables were recalculated using deviated

parametrizations, the largest difference with nominal values was considered as systematic

uncertainty.

Figure 6.4: The angle between the true direction of the jet (extracted from Herwig Monte-

Carlo) and the one reconstructed by the detector (QFL). One can see that the effect, as

expected, is less significant for the higher dijet masses.

For the relative correction that compensates for cracks between the towers of the

calorimeter and other geometry effects in jet energy determination, a similar approach
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was used. In the past, the studies of the jet energy balancing (when the Ef of one jet is

used as a reference and the second jet serves as a “probe” to see how the “probe” jet

reconstructed energy depends on the jet direction) were performed to estimate the

geometrical correction. There is a special option in JTC96S that determines whether the

default or one of the two (upper and lower bound of the expected range of the correction

value) deviated corrections is used. After reprocessing the data with deviated corrections,

the results (parameters obtained from the fits of the distributions or the charged particle

multiplicities) were compared to the originals obtained using nominal correction, and the

difference was assigned as the systematical uncertainty. This effect was noticeably

smaller than for the “scale” systematic error in the jet energy determination, as one could

expect. Nevertheless, all systematic errors for each observable were calculated and

included into the final uncertainties.

To evaluate the uncertainties due to the jet energy smearing, the detector

resolutions in the QFL detector simulation package were adjusted to better match the data

and the difference in observed values for the adjusted and the default case were taken as

the systematic errors. With a relatively low scale of the correction, these uncertainties

were estimated and found to be negligible.

In addition, the data was checked to have no biases with respect to the trigger

fiiresholds due to selecting events with particular properties. Mean particle multiplicity as

well as the charged energy fraction were used as the reference and no unexpected

changes at the vicinity of the thresholds were found. Continuity of all measured values

also suggests that the trigger effects did not affect the results.
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6.3.2 Systematics Associated with the Tracking

The uncertainty in the CTC efficiency is a direct contribution to any tracking

related measurements. The systematic effects in the CTC correction were evaluated and

details can be found in the Appendix. To evaluate the effect of this uncertainty on the

measured parameters, the CTC correction function was used in its nominal definition, and

then with the deviated assumptions. All measured parameters were recalculated and the

spread of the measmed values was assigned as the systematic uncertainty.

To determine systematical uncertainty due to the vertex track cuts (impact-

parameter d and dz), we investigated how the measured quantities (multiplicity, fitted

parameters etc.) depended on possible variations in the vertex cuts. It was found that

variation of the dz parameter had little effect. To conservatively estimate the effect of

variations in the impact-parameter d, a stricter cut was applied to define the relevant

tracks (dashed line on Figure 6.3 a). Effectively, this cut eliminated all tracks with a

distance to the vertex position more than the CTC resolution imcertainties. Together with

the nominal cut, this allows obtaining a conservative estimation of possible systematic

errors related to the choice of cuts. The difference between the measured values for the

default value of the cut-off and the deviated one was assigned as the uncertainty due to

the choice of the vertex cuts. All parameters were calculated for the nominal choice and

the deviated case. The change in the measured values was assigned as the corresponding

systematic error.



CHAPTER 7

RESULTS AND COMPARISONS TO THE PREDICTIONS OF THE MODIFIED
LEADING LOG APPROXIMATION (MLLA).

In this chapter, the main experimental results that were obtained in these studies

are presented. The results can be grouped into three categories: measurement of the

inclusive momentum distributions and multiplicities of charged particles in jets, model-

independent measurement of the ratio of multiplicities in gluon and quark jets using

photon + jet data, and comparisons of the properties of particles in jets to the predictions

ofHerwig Monte-Carlo.

The chapter is organized as follows. In the first section, the momentum

distribution measurement is discussed, including the fit of the distributions with the

MLLA limiting spectrum for the distribution normalization K and MLLA parameter

Then, the distributions are fitted for the peak position to extract and to verify the

MLLA predicted Ejg^inQg/Qgff scaling. Next, the angular dependence of the

normalization parameter K is discussed, and, finally, the LPHD parameter and

the ratio r of multiplicities in a gluon and quark jets are extracted fi*om K dependence on

\

the jet mass. The second section is dedicated to the measurement of inclusive charged

particle multiplicity, the extraction of the LPHD parameter ,
and the ratio of

multiplicities in gluon and quark jets r. The third section presents a model independent

measurement of the ratio of charged particle multiplicities in gluon and quark jets using

48
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the photon + one jet data. The fourth section presents comparisons of the data to Herwig

Monte-Carlo. Discussion and conclusions are presented in the last section.

7.1 Measurement of the Momentum Distribution of Charged Particles in Jets.

Inclusive momentum distributions of charged particles in jets were measured for 9

available dijet mass sub-samples, and for three cone-sizes 0c=O.28, 0.36 and 0.47.

The raw momentum distributions were corrected for effects discussed in Chapter

6. The order of applying these corrections is important and was as follows. First, the data

was corrected for the contributions associated with y-conversions, backgrounds and K^, A

decays by applying vertex cuts. Second, the CTC efficiency correction (see the Appendix

for details) was applied. Then, the complementary cone subtraction was performed to

eliminate the uncorrelated background tracks coming from the underlying event, multiple

interactions in the same bunch crossing, Tevatron induced backgrounds, cosmics etc.

The final distributions were fitted with the MLLA limiting spectrum to extract the

MLLA parameters, and, separately, for the peak position of the distribution to extract

Qgff.
The fit procedure and the evaluation of the systematic uncertainties in the fitted

parameters are discussed in the next sections.

7.1.1 Fits of the Distributions with the MLLA Limiting Spectrum.

Each of the 27 obtained distributions was fitted with the MLLA limiting spectrum

function (Eq. 1.14) to extract the distribution normalization K, as well as the MLLA

parameter The measured momentum distributions, along with the fit curves for the
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largest cone of size 0(.=O.47, are shown on Figure 7.1. The results of the fit can be found

in Table 7.1.

10

8

6

4

2

^
Mjj=628 GeV

Figure 7. 1 : Evolution of the momentum distribution with energy for cone size 0.47. x is

defined as p/Ej^t (p is the particle momentum).
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Table 7.1 : Results of the fit of the data for all combinations of dijet masses and cone
sizes. Data was fitted with classical MLLA gluon function. First uncertainty is the fit

uncertainty in the fitted parameter for the default distributions, second — the systematic

imcertainty. ”x2“ corresponds to the fit with default corrections.

Dijet Mass

GeV/c2
Cone 0.28 Cone 0.36 Cone 0.47

82

ii:=0.590±0.007±0.04

e^^250±5±41

x2/n.d.f=85/21

^=0.632+0.005±0.04

Qe£h262±5±45

x2/n.d.f=85/23

Js:=0.657±0.007±0.04

0e#=28O±3±45

x2/n.d.f.=128/26

105

/s:=0.596±0.007±0.03

Qef!^2Al±\±A\

)c2/n.d.f.=42/23

ii:=0.634±0.006±0.04

0e7^261±2±44

x2/n.d.f=47/26

^=0.649+0.00810.03

ee#=27911144

x2/n.d.f.=57/28

140

^=0.581±0.005±0.03

Qeff=256±\±A2

%2/n.d.f.=95/26

ii:=0.592±0.005±0.03

Qeff^247±\±42

x2/n.d.f.=l 01/29

ii:=0.62910.00610.04

0e7^26511142

y2/n.d.f=86/31

183

/s:=0.560±0.004±0.03

0e^237±3±39

x2/n.d.f=220/29

^=0.579±0.003±0.03

0e^243±l±41

x2/n.d.f=229/31

is:=0.59810.00510.03

Qeffi=260±3±4l

x2/n.d.f.=272/34

229

^=0.540±0.003±0.04

Qeff^226±\±2>l

x2/n.d.f=175/31

is:=0.561±0.003±0.04

0e^236±l±4O

x2/n.d.f.=258/34

^=0.57210.00410.03

0e#-25 112140

x2/n.d.f.=230/36

293

/s:=0.536±0.004±0.03

ge^230±3±38

x2/n.d.f=227/33

^=0.56810.003+0.03

Qe£f^244±2±4l

x2/n.d.f.= 182/36

.fi:=0.58610.00410.03

^^#=25012140

x2/n.d.f=269/39

378

/:=0.525±0.008±0.04

0ei^23O±3±38

x2/n.d.f=130/36

i^=0.535±0.005±0.03

ge#=227±2±39

x2/n.d.f.=l 17/39

^=0.55710.00510.03

Qeffi=245±4±39

x2/n.d.f.=l 18/41

488

/:=0.484±0.006±0.03

Qeff^2\2±A±2>5

x2/n.d.f=65/39

A:=0.502±0.005±0.04

0e^227±2±39

x2/n.d.f=73/41

^=0.51310.00710.03

2e#=24115138

x2/n.d.f=74/44

628

7s:=0.433±0.010±0.04

Qe_ff^\99i9±33

x2/n.d.f=82/41

A:=0.448±0.009±0.04

QeJj^206±S±35

y2/n.d.f=89/44

.^:=0.45710.01 010.04

Qeff^221±%±36

y2/n.d.f.=83/46

Uncertainties in the fitted parameters were obtained for the potential sources of

the systematics that could have affected the measurement of the momentum distributions.

Major sources of the systematic uncertainties were: the background track subtraction

(vertex cuts), systematic uncertainty in the CTC efficiency measurement, and the
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uncertainties associated with the jet energy and direction measurement. For each source

of errors, the assiimptions (cuts or the scales of the corrections) were varied to obtain a

new distribution that was re-fitted for K and ^ described in Chapter 6. New

parameters were compared to their original values, and the differences were assigned as

the corresponding systematic uncertainties in the fitted parameters.

In addition to the above listed uncertainties, there was another effect directly

related to the fitting procedure, namely the choice of the fitting range. Momentum

distributions have to be fitted only in a sufficiently soft part of the spectrum, in which the

MLLA calculations are applicable (and, fortunately, where the absolute majority of the

particles reside). However, this range is not strictly defined, and the somewhat arbitrary

choice of the boundaries brings a new uncertainty into the fitted values ofK and The

nominal boundaries were defined as ^ = 1.6 and ^ = log(£'^^, xsinG^/SOOMeF)
. ^ > 1.6

corresponds to x<0.2 and satisfies the limit ;c« 1 ,
in which the MLLA calculations are

performed. The right-hand border was chosen by requiring that particles should have

transverse momentum > 300MeV (MLLA cannot describe partons with kj lower than

and the fits suggested the 0g^to be around 250 MeV).

To evaluate the corresponding uncertainty systematically, the fit boundaries were

varied in such a way that in one case the spectrum was mostly following the left-hand

side and the peak region of the measured momentum distribution, and in the second case

the fit curve was forced to follow the right-hand side and the peak region of the measured

distribution. In practice, it was achieved by shifting the right boundary to the left by 4

bins (2 bins for small cones) in one case, and shifting the left side boundary by the same

amount to the right, in the other. Table 7.2 lists the contributions of individual systematic
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uncertainties into the final error on the example of the fitted normalization of the

distributions K for the cone of size 0.47. Note that the systematic errors associated with

the variations of the fitting range were never dominating.

Table 7.2: Major uncertainties (in %) for the fitted parameter K, restricted cone 0.47.

Dijet

Mass
Fit range

effects

CTC
Efficiency

Vertex

cuts

Jet Energy

(scale)

Jet Energy

(relative)

82 1% 1% 4% 3% 1%
105 1% 1% 3% 3% 1%
140 2% 1% 5% 3% 1%
183 2% 2% 4% 2% 1%
229 2% 2% 4% 3% 1%
293 3% 2% 4% 2% 1%
378 1% 3% 5% 1% <1%
488 <1% 4% 5% 1% <1%
628 1% 7% 6% 1% 1%

The results presented in Table 7.1 show the fitted parameters K and Qejf^ well as

the uncertainties: first quoted uncertainty is the statistical error, while the second one

includes all mentioned systematic vmcertainties added in quadrature. The values of% ^ do

not include systematic effects and are referenced as they were obtained fi-om the fit with

the nominal corrections..

There are several observations to be made before proceeding further.

Quantitatively, the fit is far from being perfect: the % ^ values are high and one can see a

clear, though small, excess of data over the MLLA prediction to the left of the peak. This

indicates that MLLA cannot be considered as an ultimate all-describing model. At the

same time, the qualitative agreement is very good, showing sufficiently high level of

consistency between the theory and the data. This is especially important given the fact
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that theory has almost no handles for tuning, as the shape of the distribution (e.g. the peak

position and the width) are fully determined, for all masses and cone sizes, by a single

parameter Qg^. Detailed discussion of the parameter K is presented in sections 7.1.4 and

7.1.5.

7.1.2 Qgffirom the MLLA Fit

For the MLLA to be consistent with the data, parameter to be constant for

all combinations of dijet masses and cone-sizes. Figure 7.2 shows the scan of the values

of Qeff^ a function of the dijet mass for the three cone-sizes.

0.5

0.4

0.3

0.2

0.0

Figure 7.2: Fitted values of the parameter Qg^obtained from the inclusive momentum

distributions of charged particles in jets for nine dijet mass bins and three cone-sizes

0c=O.28, 0.36 and 0.47.

CDF Preliminary
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Clearly, there are trends not predicted by the MLLA: tends to get smaller for

larger energies and smaller cones (systematic uncertainties are correlated and cannot

accoimt for these trends). However, these deviations are moderate over a large range of

energies, and could be due to the higher order effects and naive assumption of one-to-one

parton-hadron correspondence about the hadronization. From Table 7.1 and Figure 7.2

the reported value for the
Qgff

is 240±40 MeV, where 40 MeV represents the scale of the

variations in the measured value of as well as the range of the systematic

uncertainties.

7.1.3 Fit for the Peak Position of the Distributions. MLLA Scaling. Extraction of

Qeff

According to Eq. (1.3), the peak position of the momentum distribution is

predicted to depend only on parameter to be independent of the normalization K.

The distributions obtained as described in the previous section were fitted for the peak

position with a regular gaussian. This measurement is somewhat different firom the one

based on the fitting the data with the limiting spectrum because the measurement of the

peak position is decoupled fi’om the width of the distribution.

The study of the systematic uncertainties was performed in the exact same way as

when fitting the distributions with the MLLA limiting spectrum. The uncertainties

associated with the fit range were smaller in the case of the peak measurement, as in this

case there is no problem associated with the fitting fimction not fully reproducing the

data. Table 7.3 presents the results of the fit of the peak position for different cone sizes

along with statistical and systematic errors.
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Table 7.3: Results of the fit of the data for the peak position of the momentum
distribution. All combinations of dijet masses and cone sizes. The first uncertainty is the

uncertainty in the fitted parameter for the default distributions, and the second one is the

sum of all systematic vmcertainties added in quadrature.

Dijet Mass

GeV/c2
Cone 0.28 Cone 0.36 Cone 0.47

82 2.63±0.02±0.09 2.7810.0110.11 2.9010.0110.09

105 2.84±0.02±0.09 2.9710.0210.12 3.0710.0110.09

140 2.99±0.01±0.10 3.1310.0110.13 3.2510.0110.10

183 3.19±0.01±0.11 3.3110.0110.13 3.4410.0110.10

229 3.35±0.01±0.11 3.4910.0110.14 3.6010.0110.11

293 3.49±0.01±0.12 3.6210.0110.15 3.7210.0110.11

378 3.65±0.01±0.12 3.8210.0210.15 3.9110.0110.12

488 3.8810.02+0.13 4.0010.0210.16 4.1010.0210.12

628 4.0510.04+0.13 4.1810.0410.17 4.3110.0310.13

An important verification of the consistency of the MLLA with the data can be

performed using this measurement. Eq. (1.3) shows that the peak position of the

distribution depends not just on
Qgff

but on a combination of parameters, namely ^jet

i.e. the theory predicts a clear and verifiable scaling of the data on

sinQc/Qeff.

Figure 7.3 shows the evolution of the peak position as a fimction of MjjSinQ^. The

data unambiguously agrees with the MLLA prediction. For illustration purposes, the data

fi"om e+e- and ep experiments [36] is also shown on the same plot and is in agreement

with the CDF measurement. A fit of the CDF data yields =256±13 MeV in

agreement with the result of the previous section. For comparison, the predictions of the

Leading Log Approximation and the fi-agmentation without color coherence (both models

predict the slope of the corresponding lines) are shown and are clearly not supported by

data.
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CDF Preliminary

Figure 7.3; Peak position of the inclusive momentum distributions plotted against Mjj

sinQ^ (0^ - opening angle). The MLLA fit gives Qeff~ 256 ± 13 MeV.

7.1.4 Dependence of the Fitted ParameterK on the Size of the Cone

Figure 7.4 shows the momentum distributions and the fit results for the three

cone-sizes and a fixed dijet mass 378 GeV/c^. According to Eq. (1.15), the parameter AT,

being a function of the jet energy, does not depend on the cone size in which particles are

counted. From Table 7.1 one can see that, indeed, K remains fairly constant. However, a
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more closer look shows that this is not completely true: there is a small trend ofK getting

smaller for smaller cones.

Note that the variations in K are not very large; the change in K is of the order of

6% while the height of the distribution changes by 20%. Also, it was found that refitting

all available data together with one single Qg^rndkes these variations all but disappear.

CDF Preliminary

Figure 7.4: Fitted inclusive momentum distributions for dijet mass 365 GeV for 3

available cone sizes.
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7.1.5 Extraction of the LPHD Parameter and the Ratio of Multiplicities in

Gluon and Quark Jets r

According to Eq. (1.15), extraction of the parameters r and requires

knowledge of the quark and gluon fractions in the data sample. These fractions depend on

the jet energy and are determined by the dynamics of the hard scattering and the parton

distribution functions (PDF), which determine the quark and gluon content in the original

colliding particles, protons and antiprotons.

These fractions can be extracted sufficiently reliably using the Herwig Monte-

Carlo and the detector simulation. The jets in the data used in this study were produced in

the Leading Order QCD hard scattering (jet energy balance requirement explicitly

suppresses NLO contributions), and the LO QCD is properly implemented in Herwig.

Regarding the PDFs, these are known sufficiently well at the values ofx relevant to this

analysis. To estimate the systematic uncertainty, one can use different existing

parametrizations ofPDF and compare the results.

To ensure that events in the Monte-Carlo are selected in exact same way as in the

data, the QFL detector simulation package was used, and the event selection was

performed with the same cuts as in the data. Fig 7.5 shows how the gluon jet fraction

changes as a fimction of the dijet mass for several choices of PDFs: CTEQ4M [37] (used

as the default), CTE4HJ [38] (increeised gluon content at high x). For comparison, an old,

but standard for Herwig, Duke-Owens 1.1 parametrization [39] is also shown.

Eq. (1.15) predicts that K should depend linearly on the gluon jet fraction in the

dijet mass bins, and a linear fit of the data allows extracting r and {in
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combination with the theoretical next-to-MLLA correction factor see Chapter

1). Figiire 7.6 shows the values of the parameter as a function of the gluon content in 9

dijet mass bins, for the largest cone-size 0^ =0.47.

Figure 7.5: The evolution of the gluon jet fraction in the dijet mass bins as a function of

the mean dijet mass in the bin.

The data was fitted for parameters, and the fit yielded .^r^^^^'^=0.58±0.11

(assuming F’^^^=1.3±0.2, see the discussion of the next-to-MLLA corrections in

Chapter 1), and ^1.8±0.4. The fit took into account the correlations of the systematic

uncertainties of the same kind between the data points. The degree of correlations was

varied to estimate the sensitivity of the result to this unknown parameter, and the range of



61

variations in the fitted values was added to the systematic uncertainty of the

measurement.

Figure 7.6: Evolution of the parameter Kasa function of the gluon jet fraction in the dijet

samples. Cone 0.47. Gluon fractions were extracted using Herwig 5.6 Monte-Carlo and

detector simulation.

> 7.1.6 Summary

The momentum distribution of charged particles in jets follows the predictions of

the Modified Leading Log Approximation well for a large range of jet energies and

several cone-sizes. Quantitative disagreement, such as the high % values of the fits of

the momentum distribution, indicates presence of other effects, not described by MLLA.
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These effects could be due to higher order (with respect to MLLA) corrections and

hadronization effects (remember that LPHD is clearly too naive to be true in all details).

We report the measured MLLA cut-off parameter Qeff^^ be 240+40 MeV (256±13 MeV

based on the peak position). LPHD parton-to-hadron conversion

=0.58±0.1 1, and the ratio of multiplicities in quark and gluon jets r=1.8±0.4. The MLLA

suggested sinQ^/Qgj^scalmg is verified for the first time and is supported by data.

7.2 Measurement of the Inclusive Charged Particle Multiplicity. Comparisons to

the MLLA Predictions. Extraction of the Ratio r and LPHD Parameter

Charged particle multiplicities were obtained for tracks falling into three restricted

cones with 0^=0. 17, 0.28 and 0.47 around the jet axis. All multiplicities quoted below are

per jet. To reconstruct the true charged particle multiplicities from the raw data, the same

cuts and corrections as in the case ofmomentum distributions had to be applied.

Additionally, a small fraction of tracks coming from y-conversions and decays

that were not removed by the vertex cuts had to be subtracted. The Herwig 5.6 Monte-

Carlo was used to evaluate the number of the remaining contamination. QFL detector

simulation package has the option of turning these effects on and off Two Monte-Carlo

samples were generated to compare the multiplicity and to estimate this effect. The scale

of this correction was 0.3 (0.8) tracks per jet for the lowest (highest) dijet mass data

samples (for cone size 0,,= 0.47).

Also, the effect of the event migration related to the jet energy resolution was

handled differently than for the momentum distributions. As it was mentioned in Chapter
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6, the exponential form of the dijet mass distribution results in the fact that each dijet

mass bin always has an adjacent bin to the left with much higher number of events than

the bin to the right. Because of the finite jet energy resolution, events are routinely

getting reconstructed with higher or lower energy than they really have and occasionally

fall into a wrong bin.

To estimate the scale of the migration effect and corresponding correction, the

Herwig Monte-Carlo together with the QFL dectector simulation were used. To simulate

the migration, nine large Monte-Carlo samples (one for each dijet mass bin) were

produced. The multiplicity was calculated first when the events in the bin were selected

according to the “true” dijet mass energy (i.e. the di-parton mass taken from Herwig) and,

second, when events were selected by the QFL detector simulation package. Relative

correction was calculated as the ratio of the two measured multiplicities. This estimation

is reliable given that Herwig reproduces the slope of the multiplicity as a function of

energy well (see the section of this Chapter dedicated to the Herwig comparisons).

Associated systematic uncertainty was estimated by varying the detector resolution in

QFL and was found to be negligibly small.

Other systematic uncertainties were estimated in a standard manner. Major

sources of systematic uncertainties and their contributions into the final systematic

' uncertainty for the example of the multiplicity in the cone 0.47 are listed in Table 7.4.

Table 7.5 summarizes the multiplicities for three jet opening angles and all dijet

mass data samples. One has to remember that the uncertainties from a given source are

strongly correlated between different dijet mass samples and such correlations have to be

properly taken into account in the data analysis.
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Table 7.4; Major uncertainties for charged track multiplicity in dijet events for a

restricted cone 0.47. Systematics are believed to be strongly correlated.

Dijet

Mass
Multiplicity Stat

Error

CTC
Efficiency

Vertex

cuts

Jet Energy

(total)

Total Syst

error

82 12.3 0.1 0.2 0.9 0.4 1.0

105 13.8 0.1 0.2 1.0 0.4 1.1

140 15.0 0.1 0.2 1.0 0.4 1.1

183 17.4 0.1 0.3 1.1 0.4 1.3

229 18.8 0.1 0.4 1.2 0.3 1.3

293 20.6 0.1 0.5 1.4 0.3 1.5

378 22.7 0.2 0.8 1.9 0.1 2.0

488 24.3 0.2 1.0 1.8 0.1 2.0

628 25.0 0.4 1.4 2.1 0.5 2.5

Table 7.5: Measured values of inclusive charged particle multiplicity per jet for tracks

falling into restricted cones with opening angles 0^=0. 17, 0.28 and 0.47. The first error is

statistical and the second one is the total systematic uncertainty. Systematic vmcertainties

are strongly correlated.

Dijet Mass
GeV/c^

Nevents Cone 0.17 Cone 0.28 Cone 0.47

82 4,148 2.9±0.0±0.2 4.5±0.0±0.3 6.1±0.0+0.5

105 1,968 3.4±0.1±0.3 5.1±0.1±0.4 6.9±0.11:0.5

140 3,378 4.0±0.0±0.3 5.8±0.1±0.4 7.5±0.0±0.6

183 12,058 4.9±0.0±0.3 6.8±0.0±0.4 8.7±0.0±0.6

229 31,406 5.2±0.0±0.4 7.3±0.0±0.5 9.4±0.1±0.6

293 23,206 6.0±0.1±0.4 8.2±0.2±0.5 10.3±0.1±0.7

378 7,153 6.7±0.1±0.5 8.9±0.2±0.7 11.3±0.1±1.0

488 1,943 7.4±0.1±0.6 9.7±0.2±0.8 12.2±0.1±1.0

628 416 7.5±0.2±0.7 9.9±0.2±0.9 12.5±0.2±1.3

Figure 7.8 presents a plot of multiplicity for the largest available cone ©^=0.47

compared to predictions ofMLLA corresponding to different values of the ratio of gluon

and quark multiplicities r. The set of smooth lines corresponds to r running from 1 (upper

curve) to r=9/4 (classic MLLA, lower curve). The plot makes it visually evident that the

most likely value of r is between 1 .4 and 2.0.
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Figure 7.7: Mean charged multiplicity for the largest available cone 0^=O.47 compared to

predictions of MLLA corresponding to different values of r - ratio of gluon and quark

multiplicities. The set of smooth lines corresponds to r running from 1 (upper curve) to

r=9/4 (classic MLLA, lower curve).

The model has two parameters: Q^^and
,
and the presence of quark and

gluon jets brings the third one - r. However, due to correlations between and

’
average multiplicity measurements alone do not allow the extraction of all

three parameters,
,
r and . Therefore, was fixed at 240 MeV, as

obtained from the fits of momentum distributions, and the data was fitted with the

function (1.13) for two parameters: r and the combination '^PnMLIA •

Fit yielded the following results: r=1.7±0.3±0.0±0.0 for the ratio of multiplicities

and 4 =0.74±0.04±0.06±0.04. The first uncertainty comes from the
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statistical and systematic experimental errors, the second one from variations of Qgffhy

±40 MeV, and the third one from using different PDFs. Apparently, the choice of

and PDF had little effect on the measurement of r. Assuming, as before,

F„utj 4-^. the data yielded =0.57±0.06±0.09. The first uncertainty

includes all statistical and systematic uncertainties discussed above, while the second one

comes from the theoretical uncertainty in j 4 .

In summary, the mean inclusive charged particle multiplicities in dijet events, for

a range of dijet masses and three cone-sizes, were measured. The data was compared to

calculations carried out in the framework of the Modified Leading Log Approximation

complemented with the hypothesis of the Local Parton-Hadron Duality. Assuming that

multiplicity evolves with the energy as prescribed by the MLLA, the ratio of parton

multiplicities in gluon and quark jets r = ^^quark'
was measured to be 1 .7±0.3

and the LPHD parton-to-hadron conversion constant to be 0.57±0.1 1.

7.3 Comparison of the Photon±Jet and the Dijet Data. Model-independent

Measurement of the Ratio of Multiplicities in Gluon and Quark Jets r.

So far, the results on the ratio of multiplicities in gluon and quark jets were

extracted in the context of MLLA, i.e. the measurement of r obtained above has strong

model dependence. At the same time r, being the ratio of multiplicities in gluon and

quark jets, has a well-defined model-independent meaning. It is interesting to compare

the previously found value of r to a model-independent measurement. One of the ways to

perform such a measurement is to compare the inclusive charged multiplicity for two
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samples with different fractions of quark and gluon jets in them. Dijet data from the

lower energy bins is enriched with gluon jets (see Figure 7.5). One of the possible

choices for the second data sample, enriched with quark jets is the photon + one jet data

(as photon does not couple to the gluon, the gluon jets are suppressed).

The photon + jet data selection was very similar to the one used for the dijet data.

The photons were selected by requiring a single electromagnetic cluster with almost no

energy deposit around it and no CTC tracks in a cone of size 0.4 around the photon

candidate direction. The fraction of real photons was determined using the efficiencies of

the photon conversions in the CPR that allowed events with one photon to be statistically

distinguished from the events with a neutral pion decaying into two photons - the major

background.

The photon + jet data was binned according to the photon+jet invariant mass in

the same way as for the dijets. The lower cross-section of the photon+jet production

limited the analysis to the comparison of the two data samples for the three lowest energy

bins only.

The inclusive charged particle multiplicity in the jet opposite to the photon

candidate was calculated and compared to the multiplicity in the jets coming from the

dijet data. Uncorrected multiplicities for both samples are shown in Table 7.6. The

' fraction of the quark jets in the pure photon+jet sample were estimated from the Herwig

Monte-Carlo in the same way as for the dijet data. The fraction of the gluon and quark

jets among the fake photon (neutral pions in a low multiplicity jets) + jet data was also

determined using Herwig. Table 7.7 shows these fractions.
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The ratio of multiplicities in gluon and quark jets r was calculated and can be

found in Table 7.8. Figure 7.8 shows the dependence of r on the jet energy.

The measured ratios for the three jet energies are consistent with the expectation

of r being a weak function of energy. The model independent result obtained in this

section is in a good agreement with the ratio measured in the context ofMLLA.

Table 7.6: Inclusive charged multiplicity in dijet and and y-jet samples. CTC corrections

are not applied. Uncertainties are statistical only.

Mean Jet

Energy
Jet-Jet Multiplicity

Photon-Jet

Multiplicity

40 GeV 5.77±0.03 4.80±0.05

53 GeV 6.48±0.05 5.59±0.08

67 GeV 7.18±0.03 6.19±0.14

Table 7.7: Comparative properties of the dijet and y-jet samples. The first uncertainty in

the fraction of real photons in the y-jet sample is the statistical imcertainty ofusing the

CPR method, while the second one is the systematical error.

Mean Jet

Energy
Fraction of real

photons in y-jet

Fraction of gluon

jets in dijets

Fraction of gluon

jets in pure y-jet

40 GeV 0.72±0.05±0.05 0.62±0.03 0.1610.02

53 GeV 0.89±0.08±0.06 0.59+0.02 0.2410.03

67 GeV 0.96±0.12±0.07 0.5610.03 0.2610.03

, Table 7.8: Measured ratio of multiplicities in gluon and quark jets. The first uncertainty is

statistical and the second one is systematical.

Range <Ejet> Ratio r— Ng|uou/Nqua|.j^

36<Ej,,<47 40 GeV 1.7610.1110.15

47<Ej,.<60 53 GeV 1.5910.1210.10

60<Ej,,<77 67 GeV 1.6510.2010.24
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Figure 7.8; Measured ratio of charged particle multiplicity in gluon and quark jets.

Statistical and systematical errors added in quadrature.

7.4 Particle Properties in Jets and Comparisons to Herwig Monte-Carlo

In general, the use of the Herwig Monte-Carlo could be unsafe for estimation of

corrections and systematic uncertainties in the measurements presented above. This

would be the case, if the Monte-Carlo were not well reproducing the data. As it was

mentioned in Chapter 2, Herwig uses resummed perturbative calculations similar to

MLLA for parton branching, and the cluster model of hadronization. However, it was

tuned to reproduce the data at LEP for center-of-mass energies around the Z-pole. No

special tune-ups were ever made to Herwig to reproduce the data at the Tevatron. Given
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that the energies at the Tevatron are much higher than those at LEP, it is important to

make sure that, after expanding towards larger energies, Herwig is still in agreement with

data. Should a discrepancy between data and Herwig be found, it would complicate

estimation of the corrections and systematic uncertainties and make Herwig Monte-Carlo

unusable for describing particles in jets.

To make sure that such use is justified, a series of measurements were performed

and the results were compared to the predictions of Herwig (plus the detector

simulations).

7.4.1 Mean Charged Multiplicity

Figure 7.9 shows how the average charged particle multiplicity in three restricted

cone-sizes changes with M^- and how it compares to Herwig Monte Carlo. The error bars

are statistical and systematic uncertainties added in quadrature. Herwig predictions on

Figure 7.9 were scaled by a factor 0.89 to follow the data, as it was found that Herwig

predictions were systematically higher than the data points.

Normalizing Herwig by a constant brings data and Monte-Carlo predictions

closer. The data was fitted with Herwig, assuming that the normalization is a firee

parameter. The fit was done separately for the three data sets corresponding to the three

cone sizes, and the results can be foimd in Table 7.10.

Fit results suggest that an additional normalization is preferred, and the desired

scale factor was A^=0.89±0.06. From this measurement alone, the discrepancy is only a

2a effect and it is not possible to determine whether the Herwig simply overestimates the

total multiplicity or it fails to reproduce more properties of the particle in jets on a more
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fundamental level. Further studies have shown that simple normalization is sufficient, but

the level of the discrepancy in the normalization is more significant than what comes out

of the multiplicity measurement.

Table 7.10: Results of the fit of the Herwig to data for the Herwig overall normalization

of the multiplicity along with corresponding values of y}. Normalization was assumed to

be a free parameter.

Cone 0.17 Cone 0.28 Cone 0.47

N 0.89+0.06 0.89+0.06 0.88+0.05

X^lndf 11.02/8 6.69/8 3.88/8

CDF Preliminary

Figure 7.9: The average charged particle multiplicity in three restricted cone-sizes

changes with Mi; and how it compares to Herwig Monte Carlo.
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7.4.2 dN/d(kj) Distribution

The scatter plot of d^N/dkjdQ^ for A^y=230 GeV (Figure 7.10) clearly shows that

tracks tend to pile up at very low kf values (kf is the transverse particle momentum with

respect to the jet axis, 6^ is the angle between the jet direction and the particle).

3
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

.. Angle between the track and the jet (rad)

^ Figure 7.10: Scatter plot of the track transverse (with respect to the jet) momentum vs

angle between the track and the jet direction.

The triangular void at the bottom corresponds to the CTC track reconstruction

efficiency falling to zero for tracks with pj<300 MeV (pf is the momentum of particle in

the plane transverse to the beam-line and transverse to the direction of the magnetic field
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in the tracker). At lower momenta, tracks start looping inside the tracker. The line on the

plot corresponds to kf=^ = (300 MeV)xsinQ^ and is intended to indicate

where most of the tracks are being lost and no efficiency corrections can be applied to

recover for such losses. One may also notice a smaller gap along the vertical axis. This

one is quite physical: it corresponds to tracks with momenta close to the jet energy, where

the available phase space collapses. The main purpose of this plot is to indicate where the

unrecoverable CTC losses happen so that one could correctly interpret the next figure.

CDF Preliminary Cone 0.280

DATA (points) vs Herwig/QFL(line)

Mjj=82 GeV (lower set)

Mjj=229 GeV (middle set)

Mjj=628 GeV (upper set)

k-r (GeV)

Figure 7.11: Distribution of tracks as a function of the track transverse (with respect to

the jet direction) momentum.
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Figure 7.11 shows the dN/dkj distributions for 3 different dijet masses together

with the Herwig/QFL Monte Carlo. The cone size is 0^ =0.28 and, as seen from Figure

7.10, tracks with /tj’ above 150 MeV are trustworthy. Besides the fact that it is scaled by a

factor of 0.89, Herwig (plus the detector simulation) reproduces data very well over a

wide range of kf from ~150 MeV to a few GeV. Also note, that the origins of the

uncertainties for the high and low kj regions are very different. Therefore, it is very

unlikely that systematic uncertainties could make the measurement consistently lower by

11% over the whole range of measured kf.

7.4.3 dN/d(logp) Momentum Distribution

The dN/dlog(p) distribution is essentially the same as the dN/d^ spectrum studies

previously. Figure 7.12, apart from showing a good agreement with Herwig Monte-Carlo,

also emphasizes an interesting feature: the multiplicity grows mostly due to the partons

with higher and higher momenta and flying out at smaller and smaller angles, while the

soft part remains practically unchanged.

This effect is a direct consequence of the color interference. To understand this,

first, it should be reminded that the probability of a soft gluon emission does not depend

directly on the jet energy. Indeed, one can see on Fig 7.12 that the behavior of the soft

tracks in a jet is almost jet energy independent (apart from some normalization effects as

the fractions of gluon and quark jets change from ~60% to ~20%).

Second, one needs to recall that color interference can be effectively accounted

for (or visualized) as an angular ordering of emissions: emissions should occur at
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subsequently decreasing angles. So, even if all emissions occur at the minimum kj (it is

natural to assume that the minimum ^j’is of the order of Qcutoff~ ^QCd)^ then all further

and further emitted gluons would have to have larger and larger energies. Eventually,

such emissions are terminated as the result of phase space limitations and energy

conservation. The larger the jet energy is, the farther away those limits are. Thus, as the

jet energy increases, the multiplicity grows mostly due to the partons with higher and

higher momenta and flying out at smaller and smaller angles.

Herwig was found to describe data very well for the whole range of particle

momenta, apart from an overall normalization.

1 2

log(p)

Figure 7.12: dN/dlogp distribution for cone 0.47 and three dijet masses. Data is compared

to the Herwig (plus QFL detector simulation) predictions. Herwig was scaled by 0.89.
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7.4.4 Multiplicity Flow dN/dQ

Figure 7.13 shows the differential dN/dQ distribution of tracks in a jet as obtained

from the data, as well as the Herwig predictions (including the detector simulations).

Clearly, the agreement between the two is nearly perfect.

CDF Preliminary Cone 0.466

Figure 7.13; Multiplicity flow for three dijet masses and for the cone size 0.47. Data

(points with error bars) is compared to Herwig Monte-Carlo plus detector simulation

(histogram).
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Herwig, as before, was scaled by 0.89. The same argument as in the case of the

dN/dkj' distribution, leads to a conclusion that, without rescaling Herwig, the discrepancy

between the data and the Monte-Carlo will be significant. Should one suspect that the

corrections applied to data were not proper (e.g. the CTC losses are higher than

expected), it would be hard to believe that these corrections were uniformly lower

independently of the angle between the jet and the track. Track density is noticeably

higher for smaller angles than for the large ones, and, therefore, losses there cannot be the

same as in the large angle region.

7.5 Conclusions

Measurements performed in the course of this study show the dominant role of

perturbative QCD in jet fi^agmentation. The agreement between the data and MLLA

predictions holds for a wide range ofjet energies.

The MLLA cutoff-scale was measured fi’om the shape of the momentum

distributions (240±40 MeV) and the peak position (256±13 MeV) and agree with each

other.

MLLA predicted scaling is observed for the first time.

The LPHD parton-to-hadron conversion parameter is extracted fi-om

momentum distributions (A'^^“^=0.58±0.09) and, separately, from the inclusive mean

charged particle multiplicity (AT^^*‘'=0.57±0.11). The two measurements are foimd to

be in agreement with each other.
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The ratio of multiplicities r is extracted using the shape of the distributions

(^T8±0.4), as well as the total multiplicity (r=l.7+0.3), and found to agree.

The model independent measurement of r, not relying on the MLLA assumptions,

resulted in r=1.75±0.1 1+0.15 and is in good agreement with the MLLA result, supporting

the MLLA model ofjet fragmentation.

Even though the qualitative agreement is good, there are quantitative

discrepancies manifesting themselves in poor quality of the fits of the shape of the

momentum distributions to MLLA. This indicates the presence of effects that are not

described by MLLA+LPHD scheme.

Comparison of the data to Herwig Monte-Carlo has shown that Herwig

overestimates the overall multiplicity of particles in jets by approximately 11%. Apart

from this across the board scale problem, Herwig is shown to very well reproduce various

properties of particles in jets.



CHAPTER 8

SUMMARY OF THE EXPERIMENTAL RESULTS AND THEIR IMPACT ON
UNDERSTANDING OF JET FRAGMENTATION. FUTURE PERSPECTIVES

The results presented in this dissertation prove that perturbative QCD plays the

dominant role in the jet fragmentation down to a very low scale Qeff^^QCD- region

that was long believed to be governed by the non-perturbative hadronization stage.

Extensive tests of the predictions of the Modified Leading Log Approximation were

performed and the theory was found to be in a very reasonable agreement with data.

Important model parameters were extracted using several methods. The MLLA

cut-off scale g^^was measured using the inclusive momentum distributions of charged

particles in jets for a range of dijet masses and several opening angles. The values

obtained from the fits of the distributions {Qg^2AQ±A0 MeV) and from the evolution of

the distribution peak position (2^^256±13 MeV) are in agreement and have a plausible

value:
Q^ff,

being the cut-off scale of the model, shows the low limit of the applicability

of MLLA in terms of transverse momentum. Should this value be around 1 GeV, the

conventional cut-off scale used in many perturbative QCD calculations, the vast majority

of particles in jets would not be governed by the pQCD description forcing the

fragmentation phenomenon to be outside the perturbative domain.

As it was mentioned before, the LPHD is believed to be correct in the asymptotic

limit. The results of this study support the applicability of the Local Parton-Hadron

Duality hypothesis already at currently achievable jet energies. The obtained value of the

79
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parameter is in agreement with the desired approximately one-to-one rate of

the parton-to-hadron conversion . From isotopic invariance, one would expect

to be around and somewhat smaller than 2/3*. Measured value

(0.57±0.11 from the multiplicities, and 0.58±0.09 from the fit of the momentum

distributions) is in agreement with this expectation. can also be compared to a

model-independent experimentally measured value: the fraction of energy carried by

charged particles in jets with respect to the full jet energy. TASSO reported this ratio to

[38] in a good agreement with the measurement obtained in this study.

Regarding the ratio of multiplicities in gluon and quark jets r, the model

dependent measurement obtained in this study (r=l.7+0.3) is in agreement with the

model-independent measurement of the same value r=1.75±0.11±0.15. This agreement

shows the self-consistency of the MLLA calculations and its consistency with the

experimental data.

The data was compared to the predictions of Herwig Monte-Carlo. Herwig was

found to be very successful in describing the properties of the particles inside jets.

However, an overall rescaling of the particle multiplicity by 0.89 is preferred.

The evident success of the Modified Leading Log Approximation in describing

the jet fragmentation greatly reduces the “gray” area in understanding the process of jet

* If all hadrons were pions, one would expect the charged particles to be 2/3 of all.

Presence of isodoublets, such as kaons, shifts this ratio towards 1/2.
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formation. Further opportumties to expand the range of the achievable jet energies will

open with the upcoming run of the Tevatron at a new record center-of-mass energy of 2

TeV and a significant increase in the luminosity. This would allow expanding jet

fi'agmentation studies by analyzing data with dijet mass energies above 600 GeV, the

current limit. Data with higher jet energies will also allow obtaining samples of quark and

gluon jets with higher level of purity than those currently achievable.

Another important study to be performed in the coming run is an accurate model-

independent measurement of r, the ratio of multiplicities in gluon and quark jets, based

on samples like photon (also Z- or ^-boson) + one jet. High luminosity will allow

collecting sigmficant statistics for accurate measurement of r, verification of the

predicted weak dependence of r on the jet energy, as well as comparison of various

particle properties in quark and gluon jets (momentum distributions, jet shape etc.). These

studies will sigmficantly improve our understanding of the differences between gluon and

quark jets.

Other studies that could be performed and that were left out of the scope of this

study are related to the MLLA predicted momentum correlations for particles in jets and

multiplicity fluctuations (KNO-scaling etc.). These measurements, being not simple

inclusive distributions, would certainly make an important measurement improving our

' understanding of the extent of applicability of perturbative calculations to jet

fi'agmentation.

And, finally, the improved MLLA calculations and, particularly, narrowing down

the differences between the existing calculations (e.g. the 1 5-20% variation in the value

of the parameter as calculated by different working groups of theorists) will
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allow better separation between the perturbative and the non-perturbative contributions

into jet fragmentation.



APPENDIX
ANALYSIS OF THE CENTRAL TRACKING CHAMBER (CTC)

RECONSTRUCTION EFFICIENCIES

One of the most serious difficulties of this analysis was associated with not well-

known track reconstruction efficiency of the CDF Central Tracking Chamber. From very

simple consideration, it is clear that the tracking algorithm should become less effective

when track occupancies become large. Higher occupancy means that tracks are getting

close to each other, hits produced by these tracks in the chamber can overlap and lead to

incorrectly reconstructed or completely lost tracks.

Existing CTC efficiency parametrizations [40] were derived for very specific

cases, such as with respect to soft leptons for the tagging of b-jets. Those

parametrizations were obtained for particles in events with relatively low average track

occupancies and are not appropriate for particles in jets. Straightforward crosschecks

show that use of standard CDF efficiency parametrizations would result in unphysical

trends in behavior, as a function of the jet energy, of the mean particle multiplicity and of

the fraction ofjet energy carried by charged particles.

Another reason suggesting necessity of a special study of the CTC tracking is the

inappropriate, for our case, conventional definition of a “found” track. Traditionally,

these kinds of studies are based on embedding additional hits, corresponding to a track

with known parameters, into the raw CTC data banks, and then running full tracking

reconstruction. If the track with expected parameters is reconstructed, this track is

considered found. What to do if a track was reconstructed but with different parameters

83
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than the embedded one? In many cases, when one searches for particles with particular

properties, it is justifiable to consider such a track as a loss, simply because if this were a

real particle, it would not pass the definition of the kind of particle one is looking for. The

same reasoning will not work in case of particles in jets: if a particle was reconstructed

with incorrect parameters, it would still be included into the analysis. This means that

another definition of a “found” particle will be needed.

Complete parametrization of the CTC tracking efficiency for particles in jets may

depend on many parameters, such as jet energy, how close a particular particle track is to

the center of the jet, track momentum, how many other tracks are in the vicinity etc.

Given that such detailed studies require large statistics and very substantial CPU time, an

easier solution was found: not to derive a general parametrization but to find a correction

function suitable for this particular data sample and not necessarily for arbitrary jet data.

From each of the 9 dijet mass bins of the original set of dijet data, a smaller subset

was randomly chosen and used to find the required correction for this particular bin. All

major parameters of the smaller samples were checked to be in reasonable agreement

with corresponding full samples to ensure that selected sub-samples are statistically

representative and do not introduce additional biases.

Track Embedding Method and Monte-Carlo Testing

The method adopted in CDF [40] of embedding tracks on a hit level into the DST

format data (being next level after the raw data, this format preserves most of the low

level information) with further full event re-tracking was used with standard production

executable from OFFLINE reconstruction package (version 7.12). After that “old” tracks
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(the ones that existed before embedding plus the track to be embedded) and “new” tracks

(those found after retracking) can be compared to determine whether the track was found

or not. As it was discussed above, the definition of success and failure may vary

depending on what exactly is being studied. For the embedding procedure the C$TRK

routine CTADDH.CDF that embeds tracks with given helicity parameters into the CTC

data bank was used. When re-running the tracking reconstruction, the VTPC and SVX

data was not used (no track cross-detector matching was required). VTPC data was

retrieved before re-tracking to determine parameters of the vertices, and then dropped.

Exactly the same procedure was used when processing real data to avoid biases.

For track embedding, the CTC wire hit efficiency was adjusted layer-by-layer to

have a reasonable agreement with real data. In [41], the hit efficiencies were adjusted on

a wire-by-wire basis. In this analysis, the wires were adjusted collectively to reproduce

the average superlayer hit efficiencies.

The goal of this study was not to get a general parameterization ofCTC efficiency

as a function of a large number of parameters, but to determine one particular correction

function that will account for the CTC inefficiency effects and correct a particular

distribution of interest (inclusive charged particles momentum spectrum, in our case). It

was verified that tracks'embedded into the events were not random but closely represent

' the pool of the real data tracks. The following algorithm was developed:

1 . A real track fi-om one of the jets in the event is picked;

2. The track is “reflected” into the second jet around the vertex point

taking into account possible boost of the center-of-mass firame, and
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adequately recalculating new track position with respect to the

vertex (impact-parameter d, and dz);

3. Embed the “reflected” track with calculated parameters into the

second jet;

4. Determine whether the track was found after re-tracking (unlike the

usual determination of a found track we do not require the track to

have parameters very close to the parameters of the embedded

track). Remember parameters of both embedded and the matching

newfound track;

5. Repeat the procedure with all tracks in the event (to avoid possible

biases if track numbering in CTCS bank is not random);

6. Build a histogram containing parameters of all tracks that were

embedded and found, possibly with different parameters, build

another histogram containing parameters of the embedded tracks.

Ratio of the two histograms gives desired correction function.

To verify the correctness of this approach, it was tested on a ’’toy” Monte-Carlo

model. First, a number .of events were generated with tracks distributed according to a

particular function (sufficiently similar to the shape of the momentum distribution of

particles in jets), and called the “true” distribution. Then, a special routine was used to

lose tracks according to particular rules to obtain the “observed” distribution. The “true”

and “observed” distributions were playing the roles of the real momentum spectrum of

charged particles and the one affected by imperfectness of the CTC.
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Then, the embedding algorithm was applied: tracks from the “observed” pool

were embedded one-by-one into the opposite jet in the event. The same routine was

losing the tracks producing “the 2"^ order affected distribution”. Two histograms with

parameters of the embedded and reconstructed tracks were built, and their ratio gave the

desired correction function. This correction function was compared to the “true”

correction function (the ratio of the “observed” and “true” distributions). The results are

presented on Figure A. 1

.
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Figure A.l: Test of the algorithm based on a “toy” Monte-Carlo. Left plot shows the

hypothetical initial track distribution (solid line) and the one affected by the

“inefficiency”(dashed line). Right plot shows reconstructed efficiency (points with error

bars) and the “true” efficiency (dashed line). Inefficiency was due to a combination of a

smooth external function (all kinds of imperfectnesses of the CTC) and a correlated loss

of one or two tracks (with particular probabilities) if they are spatially close to each other.

Simulated track losses were coming from a combination of correlated and

uncorrelated effects. For uncorrelated losses, a smooth function of the track angular

direction was used (simulating inhomogeneous efficiency in different sectors of CTC).

To study correlated effects, the distance between the given track and the one closest to it
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was determined. Depending on how close these two tracks were to each other, one or

both tracks could be lost with particular probabilities.

There are limits of applicability of this algorithm: reconstruction efficiency itself

should not be very small (i.e. if all tracks of a particular sort were lost, the algorithm will

not be able to say anything about them). Also, the tracks inside the bins should not have

very different properties.

The second condition is satisfied for inclusive momentum distribution because of

strong correlation between momentum and the position of the track with respect to the jet

core. Nevertheless, for cross comparison, an “effective” efficiency correction was derived

fi'om the 2-dimensional correction, which involved as parameters not only but also the

angle between the track and the jet axis. The two were found to agree.

Track-Finding Algorithm

As it was already mentioned above, the used here definition of a “found” track

differs fi’om the conventional one. The “found” track is not required to have the same

parameters as the embedded one. This difference comes fi’om the fact that we are not

studying “what is the efficiency of finding particular track with correct parameters” but

' rather “how often we lose the track at all and how the tracks tend to change their

parameters”.

Track finding was separated into two stages. At the first stage, a “human-like”

algorithm was used. It was looking at the “old” (pre-existing tracks in the event plus the

embedded track) and “new” tracks (those found after full re-tracking) and eliminating all

pairs of tracks that were obviously the “old” and “new” version of the same track;
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1. All “old” and “new” tracks within restricted cone 0.5 (a priori large

angle) around the direction of the embedded track were identified and

recorded;

2. One-by-one, all “old” tracks were checked for the presence of a close

single “new” track, which could not be easily associated with any other

“old” track’. If such unambiguous matched pairs were foimd, they were

eliminated fi'om further consideration. The algorithm then proceeds to

the next “old track repeating the search for a match and so on. At some

point, the embedded track may be matched to its partner among “new”

tracks. If this happens, the embedded track is considered “found”;

3. If all tracks in the vicinity of the embedded track are matched, and the

embedded track has no partner, such a track is considered “lost”;

4. If neither of the cases described above took place, the algorithm

proceeds to the next stage with a substantially simplified pattern of

“old” and “new” tracks in the event;

5. Steps 1-3 are repeated several times with consecutively increasing size

of the “close” definition. It does not help to repeat these steps many

times because the saturation comes quite fast.

’ Technically, to match and eliminate a pair of tracks we require them to have

jl/ Pou “1/ Pnew\ <0-004, and the angle between the tracks |A0 ow-newl<0.002. If there are

no other “old” or “new” tracks within 3 times larger area, we eliminate both tracks fi'om

further consideration. If both particles have energy below 30 GeV, their charges are

required to be the same. These cut-off parameters were obtained from the study of how
far a pre-existing track can drift from its initial position as a result of re-tracking.
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Figure A.2 (open circles are the “old” tracks, the embedded one is marked by a

cross, dots represent tracks reconstructed after re-tracking) illustrates the algorithm

described above by showing the typical track configurations one has to properly handle.

It is important to simplify the pattern recognition by eliminating obviously

matching old and new tracks, and the first stage of the algorithm is designed to do exactly

that, even though in a somewhat crude marmer.
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Figure A.2: Examples of the algorithm decision-making (stage I). “Old” tracks are

denoted as the large gray circles, “new” tracks - as the black smaller circles, the

embedded track is shown as an “old” track with a cross, a) The embedded track is found,

b) The embedded track is lost, c) “Old” tracks 1 and 3 are eliminated with their “new”
track partners, no decision made on the embedded one at this stage, d) “Old” tracks 1, 2,

and 3 are eliminated with partner “new” tracks, no decision on the embedded on at this

stage.
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Before going further, the y} was calculated^ for all possible permutations of pairs

of tracks. If y} <100 (Figure A.4 justifies this cut-off) for any pair of “old” and “new”

tracks, such pair is considered matched and eliminated (Figure A.3 a). Again, this step

may eliminate the embedded track. In this case we consider it to be “foimd”.

In the second stage one usually had to deal with a fairly small number of tracks,

and have a limited number of possible situations. The possible situations and

corresponding actions were:

1 . There were a few “new” tracks, an embedded track and no other “old”

ones. The closest track (based on the y}') was chosen as a match, and the

embedded track was considered “likely found”, and the y} was recorded

(Figure A.3 b);

2. A few “old” tracks, including the embedded one, and a “new” one. If

the embedded track is the closest to the “new” one, it was considered

“likely found” and the y} was recorded. If the “new” one was close to

another “old” track, the embedded tracks was considered “unlikely

found” and the y} was recorded with a negative sign. (Figs. A.3 c and

A.3 d, where one needs to ignore the rightmost “new” track);

3. There were a few tracks of both kinds. A “new” track closest to the

embedded one was identified, and it was checked if the opposite was

true, i.e. whether the embedded one was the closest “old” track to the

^ We used conventional definition of y}: y} =(a (Cov -i)ij (^J„ew-^joid)^ where

and are the 5-vector helix of the “old” and “new” tracks, a =(co^6 , c, zO , dO ,

cpO)
, and Cov is the covariance matrix of the “new'” track.
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chosen “new” one. If true, the track was assigned as ’’likely found” and

the y} was recorded. If not, the track was marked as “unlikely foimd”

and the y} was recorded with a minus sign. (Figs. A.3 c and A.3 d).

The vast majority of questionable events fell into a simple category 2. Others

were distributed between the two others. Figure A.3 illustrates this part of the algorithm.

/ \ N
/

I

\ // / \

\

I

/

Figure A.3: Examples showing the second stage of the algorithm logic, a) The embedded

track is “likely found”, is recorded with a positive sign, b) “unlikely found”, x^ is

recorded with a negative sign, c) “likely found”, x^ is recorded with a positive sign, d) If

the x^ for the embedded one and the closest “new” track is less than 100 - “foimd”; if the

X^ is greater than a 100 - “likely found”, recorded with a positive sign.
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Figure A.4 shows the same distribution for those “likely” and “unlikely found”

tracks. Three (out of nine available) different dijet mass samples are shown for each of

the two cases.

Figure A.4: y} distribution for “unconditionally found” tracks (left) and for all others.

Three dijet mass samples.

Results and Cross-Checks

Because of a relatively small size of the sample (about 400 - 450 events for each

dijet mass sample), statistical errors were not negligible. If the bins in ^=log(l/x) were
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selected to be wide enough, the effects of tracks moving between bins (when parameters

of the newfound track are far from the parameters of the embedded one) were small, and

we dealt with a trivial binomial distribution.

To determine systematical errors in the efficiency determination, different ranges

of suggested by Figure A.4 were considered, as shown in Table A.l. The

“underestimated” efficiency was defined as when only unambiguously matched tracks

(“found” column in Table A.l) were considered found. Conservatively one can interpret

the tracks from the “likely found” category as the ones that were not lost but happened to

have very different parameters.

Ta ?le A. 1 : Distribution of tracks among the categories.

Dijet Mass
(GeV)

zL
Unlikely found

(Found)

Likely found
(Lost)-oo : -1000 -1000 : 0 100 : 1000 1000: +00

81 0.34 0.13 88.73 2.72 2.10 5.98
105 0.35 0.37 87.50 2.65 2.51 6.61

140 0.53 0.22 89.47 2.30 1.91 5.57
182 0.92 0.53 87.45 2.57 2.65 5.87
228 1.13 0.68 85.24 2.97 3.11 6.86
292 1.87 0.74 84.33 2.52 3.17 7.37
378 2.67 1.09 80.66 2.79 4.02 8.77
487 3.73 1.48 79.07 2.46 4.64 8.61

628 4.84 1.54 75.88 2.64 5.16 9.94

The “best” efficiency was chosen to be determined by unambiguously matched

tracks and also by those having 0< y} <+1000 (Figure A.4 justifies this choice). The

“overestimated” efficiency was defined as the case when all matched tracks and those

having -1000< y} <+oo were considered found.
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Figure A.5 shows the efficiency correction function for all nine dijet mass

samples for tracks within cone 0.47 around the jet axis. Figure A.6 shows the efficiency

correction for the tracks within cone 0.17. The shaded area represents the range of

systematic error in the efficiency determination as defined above.

Figure A.5: CTC efficiency correction function (points with error bars) along with upper

and lower limits that define the systematic error. Efficiency correction functions are

calculated for tracks within cone 0.47 around the jet axis. Dijet mass ranges are shown.
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The obtained efficiency was compared with the correction based on g-factor

parameterized efficiency [40], Figure A.7. It is obvious that the discrepancy becomes

substantial for tracks in jets of energy above 150 GeV, but both agree for lower jet

energies.

1.0

0.8

0.6

0.4

0.2

0

1.0

0.8

0.6

0.4

0.2

0
1.0

0.8

0.6

0.4

0.2

0

, Figure A.6: CTC efficiency correction function (points with error bars) along with upper

and lower limits that define the systematic error. Efficiency correction functions are

calculated for tracks within cone 0.17 around the jet axis. Dijet mass ranges are shown.
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For further cross-comparison of the results, the energy dependence of the ratio of

energy carried by charged tracks was considered, within a particular angle around the jet

axis, to the energy deposited in calorimeter (jet cone 0.7). First quantity was measured
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entirely using CTC. The second one used calorimeter information. To determine the

energy the standard module JTC96S [33] was used. Figure A.8 shows the results (error

bars represent the statistical errors, shaded areas - range of the systematic imcertainty)

along with the expectations based on Herwig + QFL detector simulation module (inverse

triangle and a line). Results obtained using the efficiency based on [40] are also shown.

Figure A.7: CTC efficiency correction function (points with error bars) compared to

efficiency correction obtained according to [40] (dashed-line histogram). Efficiency

correction functions were calculated for tracks within cone 0.467 around the jet axis.

Dijet mass ranges are shown.
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Dijet Mass. GeV

Figure A.8: Ratio of energy carried by charged tracks within restricted cone 0.47 around

the jet direction to total jet energy deposited in calorimeter (jet defined with cone 0.7).

Results obtained using the new efficiency correction (range of systematic uncertainty

shown by shaded areas) and the efficiency in accordance with [40]. Both are compared to

the Monte-Carlo predictions.

Conclusion And Limits of Applicability

The results obtained expand previous studies of CTC efficiency to include high-

energy jet events. There is a systematic agreement between the new parametrization and

results obtained earlier [40] at jet energies below 150 GeV (see Figure A.7). At larger

energies, track losses become visibly larger than predicted by the previous studies [40],

thus making this efficiency parametrization not usable.

There are indications that tracks at smaller cones are not completely recovered

even with the proposed method. These tracks correspond to tracks in a very close vicinity

of the jet core, where losses may be larger making the proposed approach less efficient.
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However, the MLLA analysis to be carried out based on this efficiency deals with

mostly soft hadrons and thus should not be significantly affected by the small remaining

discrepancy.
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