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Abstract

We present a measurement of the strong coupling constant from a single observable,
the inclusive jet cross section. We use 86 pb™! of data collected with the Collider
Detector at Fermilab (CDF) from pp collisions at /s =1800 GeV. The data was
analyzed and experimental systematic uncertainties estimated. The measured value
as(My) = 0.1129 4 0.0001(stat) 5 -o0es (exp.syst) is consistent with the world average.
The very small statistical error is due to the high statistics jet cross section. The
theoretical uncertainties associated with this measurement, which are mainly due to
renormalization scale uncertainty and input parton distributions, are estimated to be
+5%(theor.scale) and £10%(theor.PDF’). This is the first measurement which tests
the running of a;, over the wide kinematical range in a single experiment from 40 to

450 GeV. The results demonstrate very good agreement with the QCD predictions.
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Chapter 1

Introduction

Quantum Chromodynamics (QCD) is the theory of interacting quarks and
gluons, which are the fundamental constituents of hadrons. Although widely accept-
ed as the most successful theory of strong interactions for last three decades, QCD
still lacks good understanding of quark-gluon interactions at large distances, low mo-
mentum transfers, mostly due to the mathematical complexity of the theory and
the non-applicability of perturbative methods at this range. Despite mentioned diffi-
culties Quantum Chromodynamics achieved remarkable success in describing hadron
interactions at short distances, i.e. large momentum transfers, owing to the proper-
ty of asymptotic freedom - weakening of interaction at short distances. Asymptotic
freedom allows the application of well developed perturbative methods to processes
between quarks and gluons. Using perturbative techniques any process can be p-
resented as an expansion in powers of «y, the strong coupling constant. «,, which
reflects the intensity of strong interactions, is a fundamental free parameter of the
theory and must be measured from experiment.

Therefore, the determination of the strong coupling constant is the central measure-

ment of Quantum Chromodynamics.



One of the striking features of Quantum Chromodynamics is the “running”
of the strong coupling constant, namely, weakening of «, with decreasing distance.
The strong coupling constant has been measured by different experiments and at
different energy scales, ranging from 1 GeV in measurements of structure functions
in deep-inelastic scattering (DIS), all the way to 189 GeV at LEP-2. The consistency

of the various measurements is remarkable: o is indeed a universal parameter.

Although numerous measurements of a, were made at single energy scale,
there are only few results providing proof of the “running” of the coupling constant
and only in a limited momentum transfer range. Therefore, it is very important to
test «, dependence on energy scale for wide range of momentum transfers based on

the single source of experimental data.

The best possibility of measuring o, over extended momentum transfer range
lies with jet production in hadron collisions. Appearance of jets, collimated sprays of
hadrons produced in particle collisions, is one of the characteristic features of QCD. In
hadron-hadron collisions, jet production can be understood as resulting from point-
like collisions of a quark or gluon from one hadron with a quark or gluon from the
other hadron. From jet studies one can obtain information about parent quarks and
gluons. The high energies at which jets are produced provide an excellent opportunity

to test perturbative QCD.

With the high luminosity runs at the Tevatron, when the CDF experiment
collected 89 pb~! of data during 1994-1996, a new period started with the emphasis
being placed on precision measurements. QCD tests in pp collisions may not be
as clean as those at eTe™ annihilations, partly due to the complications associated
with partons in the initial state and the beam fragments. However, the variety and

diversity of hard processes, together with the enormous energy reach, provide us



with a potential not accessible in current ee~ experiments. A measurement of the
strong coupling constant at the Tevatron cannot be overestimated: it can provide
an extension of the a, measurements to the largest values of momentum transfers

available, and contribute to the reduction of uncertainties in other studies at Fermilab.

In this dissertation we present a measurement of the strong coupling constant
from inclusive jet production in pp collisions at /s =1.8 TeV. Our analysis is based
on the method proposed by W. Giele et al. [1]. This is the first determination of «
at the Tevatron, and the first measurement demonstrating the running of the strong
coupling constant in the wide energy range from 40 to 450 GeV. The results of this
study were included in the Review of Particle Physics 2000 by Particle Data Group [2]

and reported at numerous international conferences [3]-[5].

The dissertation is organized as follows: in Chapters 2 and 3 we present
two fundamental components of this study by giving overview of basics of Quantum
Chromodynamics and describing in detail the experimental apparatus, Tevatron and
CDF detector. In Chapter 4 we describe the process of interest, jet production in pp
collisions, and present the method used for «a, extraction from the inclusive jet cross
section. In Chapter 5 we explain how the data were collected and what triggers were
used. In the same chapter we also provide a description of the method used by the
CDF collaboration to correct the data for jet energy mismeasurements and for the
effects of the finite energy resolution on the inclusive jet cross section. In Chapter 6
we present the results of the g measurement from the inclusive jet cross section in
pp collisions at /s =1800 GeV, and compare our results with the theory. Chapter
7 is devoted to the analysis of experimental systematic uncertainties associated with
this measurement, and the sensitivity of the results to various sources of theoretical

uncertainties. In Chapter 8 we discuss our measurement in the context of the current



status of a;, and review future prospects for the determination of the strong coupling

constant at the Tevatron.



Chapter 2

Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of the strong interaction,
one of the four fundamental forces in nature. It describes the interactions between
quarks and gluons, which are the basic constituents of hadrons. QCD made its appear-
ance as a mathematically consistent theory in the 1970s, and presently is considered
as one of the cornerstones of the “Standard Model” of the elementary particles and
their interactions. The birth of QCD was the result of the assembling of many ideas

and experimental results, which we will review below.

2.1 Introduction

In 1963, Gell-Mann and Zweig [6] introduced a model that explained the
spectrum of particles that undergo strong or nuclear interaction in terms of funda-
mental constituents called quarks. According to their model mesons were expected
to be quark-antiquark bound states, and baryons were interpreted as bound states of
three quarks. To explain the electric charges and other quantum numbers of hadrons

it was necessary to assume three species of quarks, up (u), down (d), and strange
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(s). Additional discoveries since that time required the existence of the three more
species: charm (c¢), bottom (b), and top (). To make baryons with integer charges,
the quarks needed to be assigned fractional electric charges: +2/3 for u,c,t, and -1/3
for d,s,b. For example, the proton would be a bound state of uud, and the neutron
would be a bound state of udd. The six types of quarks are conventionally referred

to as flavors.

Despite the success of the quark model it had serious problems. Assuming
that quarks carry only the quantum numbers described by the model, the existence
of bound states of three identical quarks such as A™", violates the Pauli principle.
To reconcile the baryon spectrum with Fermi-Dirac statistics, Greenberg, Han and

Nambu [7] proposed that quarks carry an additional quantum number, called color.

Another approach to the quark model came from results of experiments
probing the structure of an individual proton by scattering high-energy charged lep-
ton, or deep-inelastic (DIS) experiments in which so called Bjorken scaling was ob-
served. Bjorken scaling is, essentially, the statement that the structure of the pro-
ton looks the same to an electromagnetic probe no matter how hard the proton is
struck. To explain the results of the experiment Bjorken and Feynman came up with
the following simple model [9]. One can assume that the proton contains point-like
constituents, called partons. Bjorken scaling implied that during rapid scattering
process, when the transit time across target is less than the time scale of internal
motion, interactions among partons can be ignored. We might imagine that partons
are approximately free particles over very short time scales corresponding to energy
transfers of a few GeV or more, although they have strong interactions on longer
time scales. The parton model was simple, but it suggested a conflict between the

observation of almost free particles and the basic principles of quantum field the-



ory. Thus the stage was set for the search for a quantum field theory suitable to
describe the strong interaction. The appropriate theory turned out to correspond
to the Yang-Mills fields [10], which were introduced in 1954, and were a theory of
non-Abelian fields that interact with one another as well as with external matter. In
contrast to the familiar example of Quantum Electrodynamics, the coupling constant
of a Yang-Mills theory can become weak at large momenta. This kind of behavior
is called asymptotic freedom, and was demonstrated in the early 1970’s by 't Hooft,
Politzer, Gross and Wilczek [11]. This result made use of the renormalization group
concept [12], which specifies the dependence of quantum field theory parameters on
scale variations. The theory of the strong interactions based on a Yang-Mills quan-
tum field acting on the color degrees of freedom has come to be known as Quantum
Chromodynamics or QCD. The quanta of QCD are called gluons, since they provide

the “glue” holding hadrons together.

2.2 Basics of Quantum Chromodynamics

Strong interactions are described by a local non-Abelian gauge theory of
quarks and gluons in which SU(3) is the gauge group and gluons are the gauge bosons.
Three colored quarks form a triplet in the fundamental representation of SU(3) and

eight gluons form an octet in the adjoint representation. The QCD Lagrangian is

L = ‘CYang—Mills + ‘Cgauge + ‘Cgh,osta (21)
1 _
Lyang mins = —ZF;%)F(G)W + Z W [0 P —my] W, (2.2)
f
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where the index f labels the flavor (f =u,d,c,s,t,b), m; is the quark mass, a refers

to color and assumes the values 1,---, N. — 1, N, = 3 being the number of colors.
P = (Vs.Du), (2.3)
(DM)U = 61J8M - ZgT;;AZ (2'4)
Fi% = 0,4% —0,A% + g, fupe AL AS (2.5)

where D is the covariant derivative acting on the quark field. F; ;9 is the non-Abelian
field strength tensor derived from the gluon field A}, T* are the SU(3) generators, and
g is the coupling constant which determines the strength of the interaction between

colored quanta. fu. are the structure constants of SU(3) defining its Lie algebra in

the commutation relationship
[Taa Tb] = ZfabcTc (26)

The QCD Lagrangian should be invariant under local gauge transforma-
tions, which means that the phase convention for a particle wavefunction can be set
independently at each space-time point x. The importance of the gauge invariance
property consists in the following: first, it requires the equality of the coupling con-
stants ¢ describing the quark interactions with gluons and gluon self-interactions;
second, non-Abelian theories are renormalizable (i.e. calculable) only when they are
gauge invariant; third, only non-Abelian theories can have the property of asymptotic
freedom.

However the process of quantization of Yang-Mills fields requires a choice of

gauge. The gauge fixing term is

A
Ewwz—dwmﬁ 1<A<oo (2.7)

8



This expression defines a set of covariant gauges, the most familiar being the Feyn-
man gauge (A = 1). Introduction of a gauge fixing term breaks the gauge invariance
of the Lagrangian. Due to gluons self-interactions the Lagrangian allows the produc-
tion of unphysical states. The general method to solve this problem was introduced
by Faddeev and Popov [13] and requires the addition of a ghost term to the QCD
Lagrangian

Lnost = (0*¢)(0,6° — gf**°Ab)cf (2.8)

where ¢, and ¢, are scalar ghost and antighost fields. The ghost fields anticommute,
despite their integer spin. The general physical interpretation of Faddeev-Popov
ghosts is that they are unphysical particles acting as negative degrees of freedom to
cancel the effects of unphysical states introduced by gauge-fixing term!.

The Lagrangian needed to derive the Feynman rules in a covariant gauge is

a sum of equations 2.2, 2.7, and 2.8:

1 a a)pv 7 A a 7 ac abc c
L=y FQFO % ) [op—mgw! = S(0"AL)° + (0"¢)(0,0° — gf " Ap)e
f

(2.9)
The Feynman rules for QCD are summarized in Fig. 2.1.

However all quantities calculated according to the rules are suffering a se-
vere problem after including diagrams with loops (Fig. 2.2). Since loop momenta
can be arbitrary, the integral becomes divergent. This type of divergences are called
ultra-violet (UV). To make the results of theory usable in practice, the procedure
of reinterpreting infinite quantities in terms of physical ones, known as renormal-
ization was used. The conversion of UV divergences to finite experimentally mea-

surable quantities can be divided on two steps. First, the divergent expressions are

'We will not discuss azial gauges which allow gauge-fixing with the advantage of not requiring
ghost fields. The price for this simplicity is a very complicated gluon propagator.
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Figure 2.1: Feynman rules for QCD.
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Figure 2.2: Divergent loops.

made mathematically “finite” by special procedure, called reqularization scheme. All
schemes introduce some parameter (e, or A), such that the original infinite integral
is recovered with A — oo (¢ — 0), but such that the integral is finite for finite A
(non-zero €). The most commonly used method of regularization is the dimensional
regularization, where the space-time dimension is set to when space-time dimension
D = 4 can be substituted by D = 4 — e. This substitution will make the integral
finite for arbitrary ¢, except in the limit ¢ — 0, where the new expression will behave
exactly as the original divergence. The other broadly used regularization schemes are

the ultraviolet cut-off method and mass (Pauli-Villars) regularization.

In the next step, regularized divergences of the theory are removed by ab-
sorbing them into definitions of physical quantities through a renormalization proce-
dure. This is done by some specified, although arbitrary prescription, which intro-
duces a new dimensional scale p. There are different renormalization schemes. The
momentum point subtraction requires a specific form for the propagator at some point
in momentum space. Two renormalization schemes are specifically linked to dimen-
sional regularization: the minimal subtraction M .S, and modified minimal subtraction
MS schemes by Bardeen, Buras, Duke, and Muta (1978). We will use MS scheme
throughout our analysis. All renormalization prescriptions must lead to the same

observable amplitudes.
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2.3 Running Coupling Constant

In order to introduce the concept of a running coupling «, let us consider
a dimensionless physical observable G that can be expanded as a power series in «,

assumed to be dimensionless, with possible UV divergent coefficients:
G:G(a7Q2751752"'75n); (210)

G depends on a single energy scale (), the coupling «, and some invariants s; - - - s,
constructed out of the momenta and masses of the process in question. In the process
of calculation we will be required to remove UV divergences by performing renormal-
ization, which will introduce a second scale p. However p is an arbitrary parameter,
therefore the physical quantity G cannot depend on it. The equation expressing the
invariance of G' under changes of the parameter p is known as the Renormalization
Group Equation (RGE)?.

d 0 Ja 0
2 2 2 = 2_7 2= - =
u de(Q /) = |p o + 1 0 90 G=0. (2.11)

By introducing the notation

QZ
t = ln(ﬁ), (2.12)
0
Bla) = u2a—;, (2.13)
Eq. 2.11 changes to
0 0 '
[—aﬁ-ﬁ(a)a—a] G(e',a) =0 (2.14)

To solve this equation we define a new function, the running coupling o, (Q?):

_ @) da 2y _
t—/a ) as(p’) = a. (2.15)

2Since G is a dimensionless quantity, ;1 can appear in the equation only in the ratio Q%/u?.
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We can see that

0:9) — pau@). (2.16)
90,(@Y) _ Hlon(@?)
e = g (2.17)

and hence G(1, o, (Q?)) is a solution of Eq. 2.14. As we can see all the scale dependence

in G enters through the running coupling constant a,(Q?).

Running coupling constant a(Q)
o o o
B2 N 2 w o
(4,1 N (4] w o =
T T T T T T

o
[
I

o
o
a
I
|

o

1 10 10° 10° 10*
Q (Gev)

Figure 2.3: Running of the strong coupling constant a,(Q?) in the leading order

approximation.

The ( function has a perturbative expansion
Blas) = —boa,2(1 + Va, + H'a,? + O(a,)). (2.18)

We should note that the sign of b, is crucial: with the opposite sign the coupling
constant increases as in the case of Quantum Electrodynamics. If we truncate this
series to the first term only the expression for «; relative to some fixed scale M is as

follows:
_ 0, (M?)
1+ B/ (4m)ers(M?) log(Q?/M?)

a,(Q%) (2.19)
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Here ) = 3N — 2n;, where N = 3 is the number of colors and n; = 5 or 6 is the
number of “active” flavors. Analyzing this dependence in Fig. 2.3 we can see that as
Q* — 00 a,(Q*) — 0. The theory therefore approaches a free theory in the ultraviolet
region. This property is called “asymptotic freedom”, which is an essential ingredient
of the parton approach to the structure of hadrons. Asymptotic freedom explains
why the methods of perturbation theory are useful at high energy, with the coupling

constant becoming smaller at large Q2.

@ @

(c) T

Figure 2.4: Typical effects of breaking a hadron

The other important consequence of Eq. 2.19 is that a,(Q*) — oo as Q* — 0,
so that perturbation techniques are not valid at small Q%. Due to gluon self-coupling,
the coupling between quarks increases with their separation The exchanged gluons
attract each other (unlike photons in QED), so the color lines of force are constrained
to a tube-like region between the quarks. The tubes have a constant energy density per
unit length, thus the potential energy of the interaction increases with the distance,
so the partons can never escape from the hadron. This so-called infrared slavery is
believed to be the origin of the confinement mechanism (see Fig. 2.4) and explains
why we do not observe free quarks and gluons [14].

As can be seen from Eq. 2.19 perturbative QCD predicts how the coupling

constant varies with the scale, but does not give the value of «y itself. The latter
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has to be obtained from the experiment. To compare different values of coupling
constant extracted from different experiments we should set common conventions .
The convenient reference scale is chosen as the mass of the neutral weak boson Z,
with MS scheme as fixed renormalization scheme. The resulting standard coupling

constant is called a z75(Myz).

The A parameter

The alternative approach, which was adopted historically and is still con-
venient for many purposes, is to introduce a dimensional parameter A. One way to

define it is as the constant of integration

Q2 - 00 d—l‘
In—5 = /%@2) e (2.20)

A represents the order of scale at which a,(Q?) becomes strong and perturbative the-
ory breaks down. However, values of A, which are in the neighborhood of 200 MeV,
depends on the precise definition of number of flavors and the choice of renormaliza-
tion scheme. Thus the preference is given to the «,(My) as the reference value for

different measurements.

2.4 QCD Formalism for Hard Processes

We now turn to the description of hadron interactions such as proton-
antiproton collisions. According to the parton model hadrons are composed of many
pointlike particles called partons. The basic diagram of the process, AB — CX,
is shown in Fig. 2.5. The inelastic collision between incoming hadrons A and B
with momenta P, and Py can be described as an elastic collision of parton a from

hadron A with parton b from hadron B, producing partons ¢ and d, which can be the
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same as a and b. The momenta of a and b are parametrized as x,P, and x, Pz with
0 < 4,7, < 1. The non-colliding partons in the hadrons are called spectator partons
or beam fragments. The factorization theorem of QCD states that the cross section
of the hard scattering process can be factorized into two parts, a “hard” part describ-
ing the colliding partons, which can be calculated in perturbative QCD thanks to
asymptotic freedom, and a “soft” part which carries information about the incoming
partons. This information is contained in the parton distribution functions (PDF)

f4(x,) and f5(x), which are probability densities of partons inside hadron.

Here we have to define the factorization scale pup, which is the scale that
separates “hard” and “soft” physics. This is a parameter that should be chosen to
be of the order of the hard scale ()* characteristic of the parton-parton interaction.
A parton emitted with a transverse momentum smaller than the pp-scale is included
in the hadron structure whereas a parton emitted with large transverse momentum

is part of the short-distance cross section.

Using the factorization theorem these two ingredients can be combined to

calculate the cross-section of interest: The cross section would be:

C

Figure 2.5: The schematic description of the hard-scattering process.
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do ' ' a 2\ rb 2 1
Bogro(AB = CX) = 3 [ day [ dns (o i) (o) —

abed 0

6DC (2.). (2.21)

C

The characteristic scale of the interaction is denoted by @Q?. The functions f§(z, u?)
are the non-perturbative parton distribution functions describing the probability den-
sity to find a parton of type a carrying a fraction = of the hadron A momentum, and
defined at the factorization scale p. The “hard” part (differential cross section) is
denoted by & = 9 (ab — cd), where V% is the invariant momentum transfer for the
parton sub-process ab — cd.

The PDFs are usually obtained by parametrizing data from various scat-
tering experiments at the scale ). The evolution of quark and gluon distribution
functions (G, G,) from one scale to another can be calculated using the Altarelli-

Parisi equations:

. B e / @ [qu(:r/y)qu(y,QQ) + qu(x/y)Gg(y,QZ)] (2.22)

dt 2m y
% - ozséf)/x %[qu(x/y)qu(y;QZ)+ng(x/y)Gg(y,Q2)} (2.23)

where t = InQ? and the P functions are splitting functions (for example, P, is the
quark — quark splitting function, describing the probability of a quark turning into
a quark.)

Colored quarks and gluons can be regarded as free during a hard collision,
but subsequently, because of confinement, color forces will organize them into colorless
hadrons, this process being called fragmentation or hadronization. In our scheme it
corresponds to the transformation of parton ¢ into hadron C. Typically it involves the
creation of additional quark-antiquark pairs by the color force field, and at sufficiently
high energies one expects the occurrence of jets, bunches of hadrons which all move

in similar directions.
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Fragmentation is governed by soft non-perturbative processes that have to
be described semi-empirically, guided by general principles. For a hadron C' produced
by a parton ¢ the probability to have momentum in the range from z to z + dz is
given by DY (z)dz, where DS (z) is called fragmentation function. The evolution of
fragmentation functions is described by equations analogous to the Altarelli-Parisi

equations.
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Chapter 3

Collider Detector at Fermilab

Almost all of the results in particle physics in the past half a century have
been crucially dependent on continued progress in the development of accelerators
at higher and higher energies and associated detector equipment. High energies are
necessary for two reasons: first, in order to localize the study to very small distance
scales, one has to be able to produce the smallest possible wavelengths and highest
energies; second, many of the fundamental particles have large masses and require high
energies for their creation and study. In this chapter we will describe the Tevatron

collider and the CDF detector - the experimental apparatus used in our study.

3.1 Tevatron

The Tevatron at the Fermi National Accelerator Laboratory is currently the
world’s highest energy particle collider. It is a superconducting synchrocyclotron,
two kilometers in diameter, which accelerates protons and antiprotons in opposite
directions and brings them into head-on collision. The Tevatron is the final stage

of an acceleration process involving several individual accelerators. Fig. 3.1 shows
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an overview of the various machines used to accelerate, store and collide beams of

protons and antiprotons at Fermilab.

Main Ring
Antiproton Storage Ring

——
/EAntiprotons Protons>\ \ >

Ny ,‘;//\:)\
/ :D / \ Booster

Tevatron CDF Linac

Cockroft-Walton

Figure 3.1: Schematic Overview of FNAL accelerator complex for pp collisions

The accelerator chain begins with charged negative ions of hydrogen (H ™),
which are accelerated by a Cockroft-Walton electrostatic accelerator to 750 KeV.
These ions are fed via a transport line into the 500 feet long linear accelerator
(LINAC), which consists, as well as all subsequent accelerators, of resonating RF
cavities. The LINAC boosts the energy of hydrogen ions to 400 MeV. Then the
H ™ ions pass through a carbon foil, where both electrons are stripped off, leaving
only bare protons, which are injected into the Booster, an 8 GeV synchrotron, 500
feet in diameter. Once at 8 GeV, the protons are extracted and transferred to the
synchrotron, called the Main Ring. The Main Ring, which can achieve a maximum
energy of 400 GeV per beam, occupies the same tunnel as the Tevatron and is similar
to the Tevatron, except that it uses conventional copper-coiled magnets. The Main
Ring is currently used to boost protons for the Tevatron and to provide primary

protons to the antiproton source.
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To produce antiprotons, the protons are accelerated to 120 GeV in the Main
Ring and then directed onto a nickel target, producing roughly 1 antiproton for every
10° protons striking the target. The antiprotons are collected in the Debuncher Ring
where they are stochastically cooled before being stored in the Accumulator. This
process continues for several hours until a sufficient number of antiprotons is available
for later injection into the Tevatron. About 5 x 10'*° antiprotons are made per hour.

The antiproton beam is transferred to the Main Ring where it is accelerated
to 150 GeV before being injected into the Tevatron. The proton beam is also injected
into the Tevatron in the opposite direction. The Tevatron accelerates both beams to
an energy of 900 GeV and circulates them in the same magnetic and RF fields in helical
orbits. During collider Run 1B, the Tevatron was operated with the colliding beams
grouped into six bunches each of protons and antiprotons. Electrostatic separators
keep the proton and antiproton beams in different helical orbits to minimize the
spreading of the beams from interaction. Quadrupole magnets focus the beams to
collide at the interaction points, by minimizing the beam’s beta function, 3, used to
characterize the beam’s width and its change during circulation in the accelerator.
The beams in the center of the CDF detector (BO point) are roughly circular in the
transverse plane, and have RMS spreads of o, and 0;. Longitudinally, the beam
bunches are approximately Gaussian in shape with a width of o;.

One of the most important characteristics of colliding beams in an acceler-
ator is the luminosity, £, which is defined by:

N,N,Bf

B 2n (02 + 03)

Flo1/57) (3.1)

where B is the number of bunches (6), N, and N, are the numbers of protons and

antiprotons per bunch, f is the revolution frequency (~57.3 kHz), F is a form factor
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Table 3.1: Some of the Tevatron parameters determining the luminosity during Run

1B.

‘ F ‘ g ‘aporap‘ B ‘ N, ‘ N ‘
| ~0.6 | 0.6m | ~ 35um [ 0.35m | 1-2x10™" | 4-7x10" |

which is a function of o;, and " is the value of the beta function at the interaction
point. Typical values of these parameters for Run 1B are given in Table 3.1. The

2

average luminosity during Run 1B was around 1.6x10%'cm™2s™!, with peak luminosity

reaching 2.8x10%'¢cm 2571

As the proton/antiproton beams circle around, N, and N; decrease due to
the collisions with each other and with the gas in the beam pipe (the beam also
undergoes emittance growth, an increase in it width). Thus, the luminosity decreases

with time, dropping by an order of magnitude after 10-12 hours. When the luminosity

becomes unacceptably low, the remaining beams are dumped.

3.2 CDF Detector

The CDF detector is a general purpose detector (see Fig 3.2) designed to
study pp collisions at the Fermi National Accelerator Laboratory’s Tevatron Col-
lider. The detector covers nearly 47 in solid angle with both azimuthal and for-
ward /backward polar symmetry. Event analysis is based on particle energy, momen-
tum, position and charge measurements. Particles coming from the interaction point
encounter in sequence tracking detectors, sampling calorimeters and muon detectors.

Tracks are bent by a solenoidal magnetic field of about 1.4 Tesla, generated

by a superconducting solenoidal magnet, 3 m in diameter and 4.8 m long. Events
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Figure 3.2: Schematic overview of CDF detector
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are analyzed in short time (a few microseconds) by a powerful and flexible trigger
system. A detailed description of CDF detector components can be found in [15].
In this chapter we will briefly discuss the full detector and describe the detector

subsystems which are relevant to our analysis in more detail.

CDF Coordinate System and Units

CDF employs a conventional right-handed coordinate system with positive
z-axis along the beam line in the proton direction (East), the positive y-axis pointing
vertically upwards and the positive x-axis pointing outwards in the horizontal plane
of the Tevatron ring. The origin is at the center of the detector, which is the nominal
interaction point. The pseudorapidity 7 is defined as = In[tan(6/2)],where the polar
angle 6 is measured from the proton direction. The azimuthal angle ¢ is an angle in
x — y plane measured from the positive z-axis toward the positive y-axis. The radius

r is the radial distance from the beam in the x — y plane.

3.2.1 Tracking

CDF is equipped with several charged particle tracking systems which are
positioned in a 1.5 Tesla magnetic field, provided by a superconducting solenoid
coaxial with the beam.

The tracking system is used to provide position, momentum and charge
information for charged particles along their helical trajectory. The primary compo-
nents of the tracking system include the Silicon Vertex Detector (SVX), the Vertex
Time Projection Chamber (VTX), and the Central Tracking Chamber (CTC), see

Figs. 3.2.
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The Silicon Vertex Detectors

Silicon Vertex Detectors [16] are placed very close to the interaction region in
particle colliders to provide very high precision tracking information close to the beam
collision point. This provides the ability to distinguish secondary vertices displaced
from the primary vertex, which are indicative of heavy quark decays. The SVX', a
radiation-hard version of the SVX that was installed in 1993, is a four layer silicon
microstrip vertex detector, which occupies the radial region between 3.0 and 7.9
cm from the beamline and provides precision r — ¢ measurement. It consists of
two cylindrical barrel modules placed end-to-end with their axes coincident with the
beamline. Each barrel is composed of twelve wedges and each wedge covers 30 degrees
in azimuth. The total coverage along the z direction is 51 cm. Axial miscrostrips
provide precision track reconstruction with a single hit resolution of 13 pym and an

impact parameter resolution of 17 pm.

The Vertex Time Projection Chamber

The VTX [17] is a gas drift chamber that surrounds the SVX. Its main
function is to provide precise tracking information for charged particles in the r — z
plane, to determine the location of the primary vertex along z and to distinguish
multiple pp interactions in the same beam crossing. The VTX provides tracking
information up to a radius of 22 cm. The VTX is divided in 28 modules along the z
direction. Each module is divided in two by a central grid, creating 15 cm long drift
regions. In addition, each module is subdivided into eight azimuthal wedges. The
inner section of the VI'X has a cavity built into it to contain the SVX. The VTX

provides a z-vertex resolution of about 5 cm.
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The Central Tracking Chamber

Both the VITX and SVX' are mounted inside a 3.2 m long drift chamber
called the central tracking chamber [18]. The radial coverage of the CTC is from 31
to 132 cm. The CTC contains nine cylindrical “superlayers” of wires, five of which are
strung parallel to the beamline to provide tracking information in the r — ¢ plane, and
other four are tilted by £3% in reference to the beamline, so together with the axial
wires they provide tracking information in the » — z plane. The two-track resolution
of the CTC is 3.5 pm and the spatial resolution is better than 200 ym in r — ¢ and
6 mm in z.

For our analysis the CTC provides in-situ calibration of the response of the
calorimeter to low energy particles along with a measurement of jet fragmentation

properties. The momentum resolution of the SVX-CTC system is

% = \/ [(0.0009P;)* + (0.0066P)?], (3.2)

where Pr is measured in GeV/c.

3.2.2 Calorimetry

Calorimeters are one of the important parts of the CDF detector for this
analysis. All calorimeters have “tower” geometry, chosen because of the importance
of jets in high-energy pp collisions. The calorimeters cover 27 in azimuth and |
n |< 4.2, see Fig. 3.3. Each tower has an electromagnetic shower counter in front
of a corresponding hadron calorimeter to allow comparisons of electromagnetic and
hadronic energy on a tower-by-tower basis. All towers are “projective”, i.e. pointing
to the nominal interaction point. The CDF calorimeters ( see Table 3.2) are sampling

calorimeters, consisting of a sandwich of the dense absorber and light active planes,
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allowing to sample only a fraction of the energy deposited by a particle.
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Figure 3.3: Calorimeter Segmentation map in 1 — ¢. The shaded area shows regions
with only partial coverage for the HAD calorimeters, due to the low-beta quadrupole.

The black area has no coverage due to the hole for the beampipe.

Two types of sampling calorimeters are used at CDF. Scintillator sampling
was chosen for the central and endwall calorimeters because of its good energy res-
olution. In the forward region the energy resolution is not as important, although
finer transverse segmentation is required to obtain the same spatial resolution as in
the central calorimeter. This was achieved by using gas sampling in the forward and

plug calorimeters.

The Central Calorimeters

The Central electromagnetic calorimeter (CEM) [19] covers | n |< 1.1. The
CEM is made up of 48 physically separated modules, called wedges, each covering 15°
in ¢. In the 7 direction all wedges are divided into 10 towers. The basic layout of a

module is shown in Fig. 3.4. The aluminum inner plate, located at 173 cm from the
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Table 3.2: The Summary of the CDF Calorimetry.

Calorimeter 7] coverage Energy Resolution | Thickness
Central | EM | |n|< 1.1 13.7% /v Er ®2% | 18 X,
Had || | n]< 0.9 50%/v/ Er @& 3% 4.5 \g

Endwall | Had || 0.7 <| 5 |< 1.3 | 75%/VEr ©4% | 4.5 A
Endplug | EM || 1.1 <|n|< 2.4 | 22%/VEr 2% | 18-21 X,
Had || 1.3 <| n|< 2.4 | 106%/VEr ®6% | 5.7 Ao
Forward | EM | 2.2 <|n|< 4.2 | 26%/VEr 2% | 25 X,
Had | 2.4 <|n|< 4.2 | 137%/VEr ©3% | 7.7 X

beam line, is used as a base for the CEM calorimeter. The CEM contains 30 layers
of 3.2 mm thick lead, interleaved with 31 layers of 5 mm thick plastic scintillator. In
order to maintain a constant radiation length thickness as polar angle varies, acrylic

is substituted for lead in some layers in some towers.

All towers of each CEM module use the same signal collection method. The
light coming from the scintillator is captured by wavelength shifters, which are in-
serted in the gap between the steel cover plates and scintillator/absorber sandwiches,
and transmitted by rectangular lightguides, which run radially out of the calorimeter
to photomultiplier tubes. The photomultiplier tubes, which are positioned on both

sides of each tower, can also receive light signals from the calibration system.

The CEM modules were initially calibrated with a 50 GeV electron test
beam. The electron energy resolution was measured to be o/E; = 13.5%//Er ® 2%
where E7 is the transverse energy of the electrons in GeV and the symbol @ indicates

that the independent contributions are added in quadrature.

Strip chambers are located near shower maximum, between the fifth and

sixth scintillator layers. The chambers determine shower position and transverse
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Figure 3.4: Layout of the CEM and CHA light-collection systems. The hadronic

section is located directly on top of the electromagnetic section.

shape by measuring the charge deposition on strips and wires.

The CEM calorimeter is followed by the central hadronic calorimeters (CHA
and WHA) [19] at larger radius, which covers the range | 1y |< 0.9 for CHA and 0.7 <|
nqg |< 1.3 for WHA. These calorimeters use iron as absorber. The interaction length
of both CHA and WHA is 4.5 \y. For hadrons the single particle resolution depends
on angle and varies from roughly 50%/+v/Er ® 3% in the CHA to 75%/vEr ® 4% in

the WHA.
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The Plug and Forward Calorimeters

In the forward regions (1.1 <| 1y |< 4.2) calorimetric coverage is provided

by gas proportional chambers [20].

The two Plug Electromagnetic Calorimeters (PEM) cover the regions 1.2 <|
ng |< 2.4. They are cylindrical in shape and are made up of four 90° quadrants. The
projective towers cover 5° in ¢ and there are 16 towers segmented in 7,;. The first
tower, at | ng |= 2.4, is of size of 0.09 in unites of 7y, the next four towers are only

half that size, and the remaining 11 towers have a size of 0.09 again.

The PEM consists of 34 proportional layers sandwiched between lead plates.
Each layer has a set of pads and anodes. Ten of the layers have finely grained
strips etched into the back of the pad G10 boards for position and shower shape

determination.

The Plug Hadronic Calorimeter (PHA) covers the region 1.2 <| 4 |< 2.4. It
is arranged in twelve 30° sectors. The towers cover 0.09 units in 1, and 5° in ¢. The
PHA is a sandwich of gas filled proportional tube layers and steel. The construction

of proportional layers is similar to the PEM.

The forward electromagnetic (FEM) and hadronic calorimeters (FHA) cover
the region from 2.2 <| n; |< 4.2. The segmentation of these detectors is roughly
0.1 in n and 5° in ¢. The energy resolution for FEM calibrated with electrons is
o/Ep = 25%/VE; @ 2%. The forward hadronic calorimeter was calibrated with

pions and the energy resolution is o/Er = 130%/+/Er ® 4%.
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3.2.3 Muon Detection

The location of the muon subsystems in the outer region of the CDF detector
is motivated by the ability of the muon to penetrate matter. The material between
the interaction region and the muon detection system, primarily the calorimeters,
filters out the majority of electrons and hadrons. There are two separate systems to

detect muons at CDF [21].

In the central region, the Central Muon Detector (CMU) covers the region
| 14 |< 0.65 and is located on the outer edge of the central hadronic calorimeter, 3.47
m from the beam axis. There are approximately five interaction lengths of material
between the beam axis and CMU detector. The Central Muon Upgrade Chambers
(CMUP) were installed in 1992 to reduce false muon background from hadrons that
punch through the calorimeter, surround the central region of the CDF detector with
630 tons of additional steel. The CMU and CMUP cover 85% and 80% in ¢ respec-
tively. In the region 0.6 <| ny |< 1.0 two pairs of free standing conical arches support
the central Extension Muon Chambers (CMX). These chambers provide coverage of

67% in ¢ and are located behind the central and wall calorimeters.

In the forward region CDF has a forward muon system (FMU) which covers
the region of 2.0 <| 1, |< 3.0 and consists of a pair of magnetized iron toroids. The
drift chambers and scintillator counters instrumenting the toroids are used for muon

momentum and charge determination.

3.2.4 Triggers

During Run I the Tevatron was operating with six bunches of protons collid-

ing with six bunches of antiprotons. A crossing occurred every 3.5 us in the center of
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the CDF detector, corresponding to a rate of 285 kHz, with an estimated 12.5 x 10°
proton-antiproton collisions [22]. Each collision is termed an event as far as the data
and triggering systems are concerned. The rate of data taking is limited basically by
two factors: the rate at which events can be written to the tape, about 8 Hz, and the

rate at which physicists can analyze the data.

A three-level trigger system has therefore been developed at CDF, where
each level examines fewer events in greater detail than the previous level in such a

way that only events of particular interest are kept.

A trigger is a collection of physics requirements designed to select specific
kinds of events. Event selection criteria for the three trigger levels are described
in a trigger table which lists the software modules that are used to make a trigger
decision (the trigger logic path) and the thresholds for criteria that are used both in

the hardware and software in making these decisions (cuts).

The lowest level trigger is a hardware trigger, that selects the events at a
rate of a few kHz and introduces no dead time. Level 1 makes its decision based on:
(1) electromagnetic, hadronic, and total transverse energy, (2) the transverse energy
imbalance, (3) stiff tracks in the central tracking chamber, (4) muon candidates in

the muon chambers.

The Level 1 trigger uses trigger towers for looking at the calorimetry, with
a width of about 15° in azimuth (¢) and 0.2 in pseudo-rapidity (n). This corresponds
to two physical towers in 7 and one physical tower in ¢ for the central calorimeter or
three physical towers in ¢ for the plug and forward calorimeters. The jet triggers are
based on two calorimeter Level-1 triggers that require the presence of a tower with
CEM and CHA E; above thresholds. For the first of these triggers CEM and CHA

Er thresholds are 8 and 12 GeV respectively; for the second, both thresholds are 4
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GeV.

The Level 2 trigger processes events selected by the Level 1 trigger. It is more
sophisticated and requires ~ 10 us to make a decision. The Level 2 trigger consists of
custom-built hardware and uses the information from the readout electronics. This
trigger is responsible for the identification of photons, leptons and jets, and therefore
the largest number of events are rejected at this level. The Level 2 distinguishes
jet events based on the energy measured in single clusters. If an event deposits an
energy of at least 3 GeV in a single electromagnetic or hadron calorimeter tower,
the jet clustering algorithm starts. If any of the four neighboring electromagnetic or
hadronic towers records more than 1 GeV, it is included in the cluster. This process
continues until no more eligible towers are found, after which the energy is summed
to determine the total energy of the cluster. There are four jet triggers: Jet_20,
Jet_50, Jet_70, and Jet_100, each requiring a minimum energy of 20, 50, 70, and 100
GeV respectively. Since the cross sections for physical processes are usually falling
function of Ep, the low-energy triggers are prescaled, i.e. only a fraction of these
events is accepted.

If Level 2 accepts an event, a signal is sent to the front-end electronics on
the detector to digitize the event and for scanners to read out the full event. The
fully digitized event is then sent to the Level 3 processing system which runs event
reconstruction software consisting of physics algorithms to determine if the event
should be accepted or rejected. Most of the execution time is used for the three-
dimensional track reconstruction in the CTC. The events which passed this filter are

stored on magnetic tape for off-line processing at about 5 Hz output rate.
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Chapter 4

The Strong Coupling Constant in

Inclusive Jet Production

One of the most important areas of high energy studies consists of test-
ing Quantum Chromodynamics. Since the theory has only one free parameter, the
coupling constant «,, tests of QCD can be quantified in terms of comparison of
measurements of a, in different processes and at different energy scales. A precise

measurement of «, is motivated by a number of considerations [23]:

e QCD with its one parameter «a,, must account for the rich phenomenology
that is attributed to the strong interaction, including perturbative and non-
perturbative phenomena. The determination of o, from experimental measure-

ments that probe complementary processes is a fundamental test of QCD.

e The couplings of the electroweak theory, «.,, and sin?dy,, have been determined
with a precision of about 0.1%. In contrast, the strong coupling is presently
known only to about 5%. It is necessary to improve the accuracy with which

the strong coupling has been measured in order to place it on an equal basis
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with respect to the other interactions.

e The QCD [-function determines the evolution of the coupling. Accurate mea-
surements of o, over a wide range of momenta provide an additional fundamen-
tal test of the theory. Tests of the QCD [-function constrain physics beyond

the Standard Model, in particular the models with additional colored particles.

Hadronic collisions at the Fermilab Tevatron offer excellent opportunities
to study QCD over a broad range of energies ranging from a few GeV up to almost
half of the beam energy. The availability of calculations beyond leading order and
a better understanding of uncertainties associated with the experiment enabled a
measurement of a, from the inclusive jet cross section at CDF. Before discussing
the measurement method we first give a more detailed description of the process in

question.

4.1 Jets

As was discussed in Chapter 2, one of the characteristic signatures of QCD
is the appearance of jets in high energy collisions.

Jets were first observed in 1975 in ete™ annihilations at SLAC and later
at the PETRA collider [24]. However only at high energy pp colliders [25] did jet
identification and measurements become relatively unambiguous®.

The basic goal of jet studies is to perform “precision” measurements of

the strong interaction, since jets can be thought of as “footprints” of the partons

L At lower energies it is difficult to separate jets from the so-called underlying hadrons. In addition
to that the jet identification method in earlier experiments suffered from “trigger” bias. Events were
selected with high-momentum tracks, thereby favoring the appearance of jet-like structures due to
momentum balancing. To prevent this, jet triggers should not be biased by event shape features
such as the total transverse energy.
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participating in hard interactions.

The first question in studying jets is that of jet definition, which is rather
ambiguous.

From the theoretical point of view jets are simply manifestations of partons
(gluons or quarks) as relatively isolated sprays of energetic hadrons observed in the fi-
nal states of high energy collisions. In these processes the long-distance contributions
(such as hadronization) can be separated out from the hard collision (factorization
property) and therefore perturbative techniques are appropriate. The ideal jet def-
inition would allow to associate a unique set of final hadrons with the jet from a
single scattered parton. However, this can not be achieved in principle, since quarks
and gluons carry color charge and are considered massless in theoretical calculations,
whereas jets are colorless and often have large invariant mass.

From the experimental point of view jets are defined as large energy deposi-
tions in a localized group of calorimeter cells, see Fig. 4.1. These energy depositions
are identified with the help of a clustering algorithm.

To minimize the difference between theoretical predictions and experimental
measurements, the Snowmass [26] algorithm was proposed. It is called the cone
algorithm:

A jet is defined as the set of particles i whose momenta lie within an (1, ¢) cone of

radius R and centered on the jet axis (e, @jer):

V= 130)? + (60— d0)? < B (4.1)

The jet E7, pseudorapidity and azimuthal angle are calculated as averages over the

particles contained in the jet:

Ef' = ) Ep, (4.2)
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Figure 4.1: Lego display of a jet event from CDF.
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where E7 is the transverse energy in the cell. This process of finding the center and
then recalculating the cone is iterated until the cone center matches the jet center
(77jet, d)jet)-

CDF uses a slightly different clustering algorithm, which consists of the

following steps:
1. a list of towers with Er > 1.0 GeV is created;

2. preclusters are formed from an unbroken chain of contiguous seed towers with
decreasing tower Er; if a tower is outside a window of 3x3 towers surrounding

the seed, it is used to form a new precluster;

3. the preclusters are grown into clusters by finding the Er weighted centroid and
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collecting the energy from all towers with more than 100 MeV within R = 0.7

of the centroid;

4. a new centroid is calculated from the set of towers within the cone and a new

cone is drawn around this position;

5. steps 3 and 4 are repeated until the set of towers contributing to the jet remains

unchanged;

6. overlapping jets are merged if they share > 75% of the smaller jet’s energy; if

they share less, the towers in the overlap region are assigned to the nearest jet;

7. the final jet parameters are computed according to following formulae:

B = Y E, (4.5)

P, = ZEisin(Hi)cos(@), (4.6)
P, = i:Eisin(Hi)sin(@), (4.7)
P, = ZZ:Eicos(Qi), (4.8)
Gjor = tain*1 [P,/ P,] (4.9)

P2+ P?
sinfj,, = A (4.10)
P+ P+ P?

E)" = Esing,. (4.11)

The principal difference between the CDF and Snowmass algorithms is that CDF jets
are not massless.

The Snowmass algorithm has two main problems, the solutions of which
introduced the slight differences in the experimental definitions. First, global max-

imization (i.e. clustering over entire (1, ) space) is very time consuming, that is
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why local maximization or “seeds”!

are used, as in the CDF clustering algorithm.
Second, after performing the maximization, several jets can overlap, sharing parti-
cles. According to the Snowmass algorithm, two partons will be defined as separate
jets only if they are 2R apart from each other. The CDF algorithm is more efficient
in identifying overlapping jets, even if the distance between them is less than 2R.
Therefore an additional parameter was introduced in the parton clustering algorithm
applied in theoretical calculations: two partons have to be separated by more than
Rsep X R, (where R is the radius of the jet cone and R, is the new parameter) to
be considered as separate jets. This corresponds to 50% efficiency in jet separation,

ie. two jets at Ry, = 1.3 are merged 50% of the time and identified as individual

jets 50% of the time. The value Ry, = 1.3 gives the best agreement with data.

4.1.1 The Inclusive Jet Cross Section

The inclusive jet cross section represents the probability of observing a
hadronic jet with given FE; and rapidity in pp collisions. Since jets are produced
via scattering of small number of partons, it is a large angle scattering which in-
volves only short distance process (see Section 2.4), where the strong interactions
are relatively weak (small ), so that perturbative techniques are appropriate. The
non-perturbative corrections to the perturbative results are small, because we are
dealing with an inclusive process. The term inclusive process indicates that all jets
are included in the cross section measurement, regardless of the presence of additional

objects.

!The introduction of a precise definition of seed into the theoretical calculation makes the merg-
ing/splitting step infrared-unsafe. It was not noticed for a while, since divergences manifested them-
selves only in calculations of four-parton final states. Exact calculations for two jet cross sections
have only reached NLO, corresponding to the three-parton final states.
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In theoretical calculations the invariant cross section is expressed as:

Edc  d’c
dp  dyd’py’

(4.12)

where E and p are the jet energy and momentum, and on the right side of the equation
the same cross section is expressed in variables that have simple transformation under

longitudinal boosts:

y:%ln (gfi) (4.13)
y is the rapidity and pr is the transverse momentum of the jet.

In practice the rapidity is often approximated by the pseudorapidity n (see
Section 3.2):

n = —Intan (0/2), (4.14)

which coincides with rapidity in the massless jet limit m — 0. It is also standard to
use the transverse energy:

Ep = Esin, (4.15)

instead of the transverse momentum pr; again in the massless jet limit py = FEr.
These substitutions are motivated by convenience, since the angle # from the beam
direction is measured directly in the experiment and Ep is the quantity measured in
the calorimeter.

The cross section measured in the experiment is the number of jets N ob-

served in given Arn and AFE7 intervals and normalized by the total luminosity £:

fo N (4.16)
dEpdy — AEpAnL’ '
It is related to Eq. 4.12 by:
Ed3c 1 d*c
(4.17)

3 ’
d P 27TET dETd7’]

where the integration over the azimuthal angle ¢ has been performed.
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4.1.2 Monte Carlo calculations of jet cross section in hadronic

collisions

As discussed before, a particular jet algorithm can affect the number of jets
observed in a given event, and as a result the jet cross section will depend on the
procedure used to define an experimental jet. However, once the procedure is defined
at the experimental level, we will have a precisely determined number of jets for each

event.

In theoretical calculations, the jet algorithm plays an important role in de-
termining the minimal transverse energy of a jet, which determines how soft radiation
is removed. At the same time, the hadronic information is averaged out by replacing
all hadrons within the jet cone by a jet axis and energy. This allows to compare
the jet axis and energy from the hadronic shower with the jet axis and energy from
the partonic shower, calculated within perturbative QCD (pQCD). Of course, non-
perturbative hadronization effects are not predicted by pQCD, and neither are con-
tributions from the underlying event. The ideal jet algorithm minimizes these effects

and allows a more direct comparison between theory and experiment.

Leading order (LO) matrix elements for pp — n jets are computed for n <5
by using special techniques such as color decomposition, recursion relations and he-
licity amplitudes, to control the increase in the number of Feynman diagrams. The
jet cross section is calculated by Monte Carlo integration over the phase space of the
final state partons. This method allows for any particular experimental algorithm to
be applied. Important fact that one should not miss is that at LO, each jet is modeled
by a single parton, to which all jet defining cuts are applied. NLO calculations intro-

duce very important additions to the results: the dependences on the renormalization

42



and fragmentation scales (pp, p) are reduced, we can reconstruct parton shower by
combining two partons to form one jet, calculations become more sensitive to the
detector limitations. The exact order by order calculation corresponding to NLO has
been done for the case of the three-parton final state.

Full NLO matrix elements have been calculated by R.K. Ellis and J. Sex-
ton [30], with the analysis of the inclusive jet cross section available from Ellis, Kunszt,
and Soper [28]; and Giele, Glover, and Kosower [29]. The EKS program can generate
analytic predictions for jet cross sections as a function of final state parameters. The
JETRAD program by Giele, Glover, and Kosower generates weighted events with final
state partons. Cross sections are calculated by generating large numbers of events as
a function of final state parameters. The two programs agree exactly provided the

same input parameters are used.

4.2 «, from the inclusive jet cross section

One can define a class of inclusive observables X?“? that describe QCD
processes and hence are potentially sensitive to o,. X%CP can be separated into

perturbative and non-perturbative contributions:
XQCD _ Xpert _i_Xnon—pert' (418)

The perturbative contribution can in principle be calculated as a power series in a,
though in practice the large number of Feynman diagrams involved makes calcula-
tions beyond the first few orders unmanageable. An observable must be calculated to
at least NLO to reduce the dependence on the non-physical fragmentation scale. The
solution of the renormalization group equation to the same order can then be used to

translate consistently to a,(M%). The non-perturbative contribution, often called a
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“hadronization correction” in e™

e annihilations and pp collisions or a “higher twist
effect” in lepton-hadron scattering, is expected to have the form of a power-suppressed
series, i.e. A/QP, where @ is the physical scale of the hard process !. In general, due
to the presence of “renormalon ambiguities” in perturbation theory, the perturbative
contribution cannot be calculated without taking into account the non-perturbative
power-law contribution. For several inclusive observables the perturbative series has
been calculated to NNLO. The power-law corrections cannot in general be calculated.
Therefore, in any comparison of a QCD prediction with data, the uncertainties relat-
ing to both the uncalculated higher-order perturbative, as well as non-perturbative,

contributions should be estimated, and a theoretical uncertainty on the extracted

value of a, (M%) assigned accordingly.

However if we apply this very general method to the inclusive jet cross section
at hadron colliders we can see from the discussion at the beginning of this chapter
that non-perturbative corrections are small and perturbative calculations at next-to-
leading order are available. All this makes it very tempting to try to extract such a
fundamental parameter as a, from the process at hadron colliders. This method was

suggested by Walter Giele [1].
The details of the program for the extraction of a; is as follows.

We can calculate the perturbative expansion of our observable, the inclusive

jet cross section, and compare it with the data:

Xpert — Xdata' (419)

! The renormalon or dispersive method is frequently used to estimate non-perturbative corrections
by using the connection between divergences of the QCD perturbative series and low-momentum
dynamics.

44



The perturbative expansion can be written as:

Xpert = OCZL(,UR)X(O)K(OO) (CYS (HR)) “R/QR): (420)

where the scale Oy is the characteristic scale of the observable, in this case the jet

transverse energy distribution Ep. The leading order prediction is given by :
as(:U’R)X(O)J (421)
and all higher order contributions are included in the K-factor:

K™ (o(pr), 1/ Qr) = 1+ Z @y (r)ki(pr/Qr)- (4.22)

=1

For the inclusive jet cross section m = 2 and the K-factor is known up to the NLO,

giving K. Then

xrert = a?(NR)X(O)K(I)(as (kr), br/QR), (4.23)
X = al(up) X + ol (pr) X Vki (nr/Qr)- (4.24)

We can define:
);zt)a = a9 (4.25)

Using new definitions we can write the expression for a, at the n-order as:

(L)

agn) (NR) = (n) )
VEO (0, 10/ Q)

So for a; at next-to-leading order Eq. 4.26 will be substituted by solution of the m+1

(4.26)

order polynomial:

b/ Q) [0 )] " 4 [ )] - 0] =0 a2

To extract NLO «, we use next-to-leading order parton level Monte Carlo

JETRAD [29] which is based on the techniques we described above (see Section 4.1.2)
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and on the matrix elements of reference [30]. All the experimental jet cuts were
applied at the parton level. We calculated the leading order coefficient X(® and
the next-to-leading order coefficient k;. JETRAD uses specified parton-distribution
functions and associated ay(Mz) as input. There is an uncertainty associated with
the choice of PDF's which affects the final measurement.

The huge advantage of this method over existing ones is the possibility to
measure «; for different momentum transfers using the same data set. The range of
transverse energy distribution is very wide and allows to test the “running” of «; in

addition to extracting measurement at some common energy scale.
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Chapter 5

Data

For the measurement of the strong coupling constant we used the inclusive
jet cross section measurement from the data from Run 1B of the Tevatron Collider.
During 1994-1996 the CDF collaboration collected ~87 pb™! of data, which were
taken at /s = 1800 GeV. In this chapter we will discuss the data selection criteria

and the correction procedures used to obtain the inclusive jet cross section.

5.1 Data Selection

The data for the inclusive jet analysis [38] have been collected using the
trigger system described in Section 3.2.4.

The most important trigger requirement for jet analysis was at Level 2,
where jet events are identified based on the nearest neighbor clustering algorithm, in
which a cluster is defined to be a contiguous group of calorimeter towers with energy

above some threshold, surrounded by towers with no energy above threshold!.

'In comparison to the cone-algorithm used by the CDF offline analysis, this algorithm uses a seed
tower threshold of 3 GeV and a single tower threshold of 1 GeV, the Er of the calorimeter towers
was calculated with the assumption that the interaction occurs at the center of the detector.
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There are four jet triggers, requiring a minimum energy of 20, 50, 70 and
100 GeV respectively. The highest £ clusters came from the two unprescaled paths:
single cluster of Ep > 100 GeV, or a sum of Ep over all clusters > 175 GeV. The
jet_20 and jet_50 triggers have the additional requirement that they must satisfy the
Level-1 calorimetry triggers described in Section 3.2.4, whereas the jet_70 and jet_100
are required to pass any Level 1 trigger.

Table 5.1 shows the jet Er thresholds, prescale factors and E; ranges used
in triggers of different levels. The prescale factors are implemented for the purpose
of reducing the trigger rate to an acceptable level: only a fraction pz of events are
allowed to pass the trigger. The effective prescale factors were determined for each
of the low E; samples by calculating the ratio of this sample to the next highest Er
sample in the bins which overlapped. The uncertainties on these effective prescale
factors were taken to be half of the difference between the calculated factors and their
nominal values.

Level 3 trigger requirements were used to remove backgrounds that produced
clusters at Level 2. For Level 3 jets were reconstructed using the standard CDF jet
clustering algorithm, which is described in Section 4.1, and has lower E requirements
(see Table 5.1) than Level 2 triggers, because of the smearing of jet Ep’s, due to the
z-vertex mis-assignment.

The so-called raw data were required to pass additional clean-up cuts:

Bad runs and duplicate events

Total energy detected in the calorimeter < 1800 GeV

e Cosmic ray removal with COSFLT cut

¥r/\/ Er <6.0
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Table 5.1: Ep range and prescale factors (PS) for QCD triggers

Level 2 | Level 3 Offline PS
Trigger | Emn Erac | pmin | pmer | 19,1
Jet_20 20 10 40 75 25x40
Jet_50 50 35 75 100 1x40
Jet_70 70 55 100 | 130 8x1
Jet_100 100 80 130 | 440 1x1

® | Zyerer |< 60 cm

e 0.1 <| M4 |<07

Bad runs and duplicate events cut “Bad” runs are rejected by using the official
CDF “good run” list. This list contains the run numbers that are good for

general analyses and those good for analyses relying on muon detectors.

Total energy detected in the calorimeter < 1800 GeV cut Since Run 1B had
more background events from main ring leftover even after cosmic ray removal
and Ep cuts, an additional cleanup cut, requiring the total energy detected in

the calorimeter to be less than 1800 GeV, was introduced.

Cosmic ray removal with COSFLT cut Cosmic rays passing through the detec-
tor will leave large energy deposits that are unbalanced and could be a significant
source of events with large E. However, in general these energy deposits will
occur out-of-time with a pp bunch collision. Any tracks left of these cosmic
rays will point to the event vertex too. COSFLT rejects events by examining
the out-of-time energy in the hadronic calorimeter. All events with timing out-
side of the bunch crossing window (-20 ns< ¢ <30 ns, for central wedges, -25

ns< t <55 ns for the endwall calorimeters) and total energy of 6 GeV anywhere
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in the CHA or WHA are rejected.

Missing FE; significance cut Missing E; significance is defined as Frp/ \/E,
where F/p is the magnitude of the vector sum of the transverse energy in the event
and > Er is the total transverse energy. In generic jet events, /- mainly results
from fluctuations during shower propagation in the calorimeter. The effects of
undetected neutrinos from semileptonic decays of heavy quarks are small. The
cut of Br/+/>_ Er < 6.0 ensures that the By requirement is independent of the

E; of the jets.

Z vertex cut The pp interactions can occur anywhere in z along the beamline. For
each event, the vertex reconstruction is performed using the information pro-
vided by the VTX detector. The vertex distribution has a roughly Gaussian
shape with 30 cm width and centered within a few cm of 2 = 0. To ensure good
coverage of the central detector, each event is required to have a vertex within

| z |< 60 cm of the center of the detector (z = 0) along the beamline.

5.1.1 Trigger Efficiency

Trigger efficiencies are dominated by the Level-2 trigger. To estimate the
efficiency of a given Level-2 trigger, we use data collected with the next-lower thresh-
old trigger. For example, to estimate the trigger efficiency of the jet_100 trigger, we
look at jet_70 data. The efficiency as a function of jet E; will be equal to the ratio of
the jet E spectrum of events from the jet_70 sample that have a Level 2 cluster with
Er > 100 GeV to the E7 spectrum of all jet_70 events. This method was used for the
jet_100, jet_70 and jet_50 trigger efficiencies. For the jet_20 sample the second highest

Er jet was used to determine the ratio of the second jet Er spectra for events which
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Figure 5.1: The trigger efficiencies for jet_100, jet_70, jet_50, and jet_2- triggers.

had Level 2 Er > 20 GeV to the total second jet E; spectra. The efficiencies of the
triggers as a function of Ep are presented in Fig. 5.1. The uncertainty was estimated
using binomial statistics. To select events with high trigger efficiency (>95%) jet
Er thresholds of 130, 100,75, and 40 GeV were introduced in the offline analysis for

jet_100, jet_70, jet_50, and jet_20 samples respectively.

5.2 Jet Corrections

The measured cross section for the E; bins used in the analysis can be

calculated using the following formula:

1 /d do 11Ny 65.1)
An | “dErdy T AnLAEy '

ol



E;-bin | < B, > | number | d*o/dE,dn | §(d®c/dE,dn)
GeV GeV of jets | nb/GeV nb/GeV
Jet_20
1 40-45 | 42.26 22621 | 0.469x10? 0.132x10*
2 45-50 | 47.26 12277 | 0.246x10? 0.608x10°
3 50-55 | 52.27 7083 | 0.140x10? 0.324x10°
4 55-60 | 57.30 4046 | 0.794x10! 0.189%10°
5 60-65 | 62.34 2431 | 0.476x10" 0.127x10°
6 65-70 | 67.33 1655 | 0.323x10' | 0.969x107*
7 70-75 | 72.39 1062 | 0.207x10' | 0.729x107!
Jet_50
8 75-80 | 77.34 16819 | 0.142x10' | 0.189x107!
9 80-85 | 82.36 11609 | 0.948x10° | 0.128x10°!
10 85-90 | 87.36 8330 | 0.677x10° | 0.916x10 2
11 90-90 | 92.39 5897 | 0.478x10° | 0.764x1072
12 95-100 | 97.34 4368 | 0.353x10° | 0.624x1072
Jet_70
13 100-105 | 102.38 | 15097 | 0.256x10° | 0.290x10~2
14 105-110 | 107.38 11151 | 0.186x10° | 0.228x10°2
15 110-115 | 112.36 8501 | 0.141x10° | 0.186x1072
16 115-120 | 117.40 6541 | 0.108x10° | 0.157x1072
17 120-125 | 122.35 4980 | 0.823x107' | 0.132x1072
18 125-130 | 127.40 3748 | 0.618x107' | 0.111x102
Jet_100
19 130-140 | 134.57 | 43006 | 0.435x107 | 0.302x1073
20 140-150 | 144.58 | 25970 | 0.263x107% | 0.163x1073
21 150-160 | 154.61 16486 | 0.167x10° ' | 0.130x103
22 160-170 | 164.63 10650 | 0.108x10° ! | 0.104x103
23 170-180 | 174.65 7055 | 0.714x10°2 | 0.850x10*
24 180-190 | 184.64 4804 | 0.486x1072 | 0.701x10~*
25 190-200 | 194.69 3178 | 0.321x1072 | 0.570x10~*
26 200-220 | 208.78 3527 | 0.178x107% | 0.300x10~*
27 220-240 | 228.79 1746 | 0.883x107% | 0.211x1074
28 240-260 | 248.92 957 | 0.484x10°3 | 0.156x10°*
29 260-280 | 268.92 416 | 0.210x1073 | 0.103x10~*
30 280-300 | 288.98 202 | 0.102x1073 | 0.719x107°
31 300-320 | 309.32 116 | 0.587x10°* | 0.545%x107°
32 320-360 | 336.10 100 | 0.253x107* | 0.253x107°
33 360-440 | 385.46 31| 0.392x107° | 0.704x107°
Table 5.2: Raw cross section at y/s= 1800 GeV
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where N, is the number of jets in the Ey- range of AE,, L is the luminosity corrected
for the prescale factor, and An, the pseudorapidity range, for this analysis is equal to
1.2.

However, the measured jet spectrum differs from the spectrum of the true
jets from the hadron-hadron interactions due to energy mismeasurements and finite
energy resolution. We have to make appropriate corrections to be able to compare
our results with those from other experiments and with theoretical predictions. At
CDF both the corrections for energy mismeasurements and the finite Ep resolution
are made simultaneously. The correction procedure is called unsmearing. The first
step of this program is to produce and parameterize detector response functions.

The detector components relevant to the jet analysis are the calorimeters,
and therefore the origin of jet mismeasurements can be understood in general after

explaining in a few words the basics of calorimetry.

Calorimetry

Neutral and charged particles incident on a block of material deposit their
energy through creation and destruction processes. The deposited energy is rendered
measurable by ionization or excitation of the atoms of matter in the active medium.
The active medium can be the block itself (homogeneous calorimeter) or a set of
layers in the sandwich structure of a sampling calorimeter, as in CDF. The measured
signal is usually proportional to the incident energy. Calorimeters have the following

features:

e They can measure energies of both neutral and charged particles

e The absorption of energy of incident particles is via a cascade process that leads
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to a number of secondary particles, n, where n is proportional to the incident

energy.

e The development of the cascade is statistical in nature and the uncertainty on
the measurement of energy (o) is governed by the statistical fluctuation on n,

thus the relative energy resolution improves with energy as o/E o« 1/y/n =

1/VE.

e The cascade develops differently both longitudinally and laterally, for electrons,
photons, hadrons, and muons. This difference can be used to determine the

identities of the particles.

According to the above, the jet energy resolution is limited by effects from:
(a) algorithms used to define jets (energy depends on cone radius, lateral segmentation
of cells, etc.); (b) fluctuations in the particle content of jets due to differences in
fragmentation from one jet to another; (c) fluctuations in the underlying event; (d)
fluctuations in energy pileup! in high luminosity hadron colliders. All of the above
factors apply to our measurement.

To estimate the calorimeter response to jets we measure both the response
to single particles and the number and Pr spectrum of particles within a jet.

The “unsmearing” procedure [31] is applied for the simultaneous correction

for detector response and energy resolution.

5.2.1 Response functions

The response of the calorimeter to jets of different true Ep is measured and

parametrized with the Monte Carlo simulation tuned to the CDF data [34], where

!The energy equivalent of electronics noise and fluctuations in energy carried by particles other
than the ones of interest, entering the measurement area, is labeled pileup.
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we define Ef“¢ as the E; of all particles in a cone with radius R = 0.7 around the
jet axis. We will call E§me@red the E;, of the jet after the detector simulation. The
distribution of E§™¢"¢ ill be fitted with a function of four parameters (mean, sigma,
and two tails) for a given EX“¢. These functions are called the response functions.
The response functions represent the probability that a true jet with transverse energy

Eirve will be measured as a jet with transverse energy Egmeered,

Fragmentation

A major factor involved in the jet energy correction and jet resolution is
the non-linearity in the response of the detector to charged particles. Therefore the
Monte Carlo program was tuned to reproduce the Pr spectrum of charged particles
in jets (fragmentation functions). The simulation was performed using the following

path:

e SIMJET Monte Carlo routine generated jets. It created two partons in a spec-

trum defined to match the spectrum measured in the inclusive jet cross section.

e The ISAJET (SETPRT) routine was used for fragmenting the jets. Since frag-
mentation is a non-perturbative process, different phenomenological models are
used for its description. SETPRT is based on the Feynman-Field fragmentation
model, which allows easy tracking of the particles to the originating partons.

The jet fragmentation functions can be tuned to reproduce the data.

e The detector response is simulated with the QFL program, which is based on a
parametrization of the detector response to single particles instead of the direct
simulation of the energy loss of particles traveling through the active media of

the detector. The simulation included calorimeter non-linearity, cracks and less
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sensitive regions, etc. The response of the detector to single particles was tuned
with test beam data (10< Epyeap, <227 GeV) and in-situ calibration data using
CTC tracking information for single hadrons with momentum ranging from 400

MeV/e to 10 GeV/c.

The main reason for tuning the fragmentation functions is to account for
the non-linearity of the calorimeter. The fragmentation uncertainty, which can be
treated as Gaussian, is mostly due to the lack of knowledge of the track reconstruction

efficiencies.

Charged Pion Response

The response of the calorimeter to charged pions can be studied in two ways
depending on the momentum of the particle. For high momenta Py > 15 GeV/c
the calibration of the calorimeter was measured by using test-beam data. The main
contribution comes from the uncertainty of the test-beam momentum. Additional
contributions include the disagreement in the ¢-crack response (face of the tower)
and variations in tower-to tower responses. For low-Pr pions the detector calibration
was done by choosing isolated tracks and extrapolating them to the calorimeter, and
comparing the P, of the track to the deposited energy in the calorimeter. Since
charged pions are accompanied by neutral pions, the latter contribution should be

subtracted. The neutral pion background is the main source of uncertainty here.

Neutral Pion Response

The uncertainty in calorimeter response to electrons and photons is due to
the uncertainty in the EM calorimeter response (EM has good resolution and is linear

and thus does not contribute significantly to the jet energy scale uncertainty).

26



Underlying Event Correction

The underlying event energy is the energy from the fragmentation of partons
not associated with the hard scattering, and is not completely defined theoretically.
The method used to estimate the underlying event energy in the jet cone is based
on the Minimum Bias data sample (events triggered by the presence of hits in the
detector in front and in back of the collision region). A cone of radius of 0.7 was
randomly placed in the central detector and the energy in the cone was measured as
a function of the number of found vertices. By combining the energy measured in
the cone in the minimum bias data and the number of interactions in the jet data,
the average correction was derived to be equal to 2.2 GeV !. Despite the possibility
to make a precise measurement, at the level of a few percent, of the average energy
deposited in random cones, the uncertainty in the definition of the underlying event

forces us to assign a rather large 30% uncertainty on the underlying event energy.

The underlying event correction is applied as a shift to the mean of the jet

response functions. The tails of the response functions are scaled appropriately.

Another physics effect which could be considered in jet corrections is the
out-of-cone energy. Some particles which are produced by fragmentation of a parton
fall outside of the cluster cone and are therefore missed. Since the out-of-cone energy
is process dependent, usually it is accounted for in the theoretical predictions for the

process. In this analysis no corrections are made for out-of-cone particles.

!An alternative method to estimate underlying event energy is based on a comparison of the
energies deposited in cones £90° in ¢ from the jet axis. Separate averages of the maximum and
minimum energies of 90° cones were calculated. The quantity E7“~“"¢ was independent of the jet
E7 and believed to represent the underlying event energy. The estimate of the UE energy with this
method gave 2.2 £ 0.1 GeV.
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Energy Scale Stability

The calorimeter response to particles can change with time. During studies

of calorimeter response to muons and low energy isolated charged particles, it was

determined that the absolute calibration was stable and the associated uncertainty is

+1% since the 1988/89 run.

5.3 The Unsmearing and Corrected Cross Section

Using the response functions (see Fig. 5.2), we can now determine the true

spectrum from the measured distribution.

Figure 5.2: The response functions for different E7" jets.

[
5713

spectrum with the following function:

do(E")

By
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0 Py b Py b P P

0.14946E4-07 | -2.9228 | 4.4881 | -4.9447 | 1.7891 | -0.2297 | 5.6147

Table 5.3: The parameters of the “standard curve”.

where F(z) = Y20 P, x [log(2)]', Py...Ps are fit parameters and x is defined as
2E4e/\/s. The smeared cross section in a bin is the convolution of the true cross

section and detector response functions:

Etrue
smeared bm / dET/ dE true (E'true )}ReSpORS€(EtTu6 ET)7 (53)

where U,L are the upper and lower measured Ep values of the bin. The smeared cross
section should be compared with the measured cross section.

The corrections to the measured cross section come from the correspondence
of the true and smeared spectra for each bin. After an iterative procedure of fitting the
smeared spectrum o*™¢“"*? to the measured cross section, the parameters of the true
spectrum are obtained, see Table 5.3. These parameters correspond to the minimum

%, where
X2 _ Z((O_smeared _ O_mea,sured)/6O_mea,sured)27 (54)

The x? minimization was performed with the MINUIT package [35]. The function
do/dE%"¢ with these optimized parameters is referred to as the standard curve.
After obtaining the true spectrum we can make bin-by-bin corrections to

the raw cross section. The < E$¢*d > for a bin is defined as:

true < E%’Leasured >
<" > X (5.5)
E%meare >

The corrected cross section is correspondingly equal to:

O_measured (bm)

t ted
o rue(E%orrec e ) asmeared(bin) )
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Figure 5.3: The ratios of corrected E; and corrected cross section to the measured

E7 and measured cross section.

The correction factors for the cross section and Er, which are correlated, are plotted
in Fig.5.3.

The corrected inclusive jet cross section from Run 1B is shown in Fig. 5.4
and tabulated in Table 5.4. The uncertainties on the data bins are the quadrature sum
of the trigger efficiencies, the uncertainty on the prescale factors and the statistical

errors from the number of events in each bin, which are uncorrelated bin-to-bin.

60



150

125

=
o
o

~
()]

50

25

-25

-50

% Difference from NLO QCD with CTEQ4M

20

1/An [ d?c/(dETdn) dn nb/GeV

T
=
o

=
o
A

=
(=}
&

e CDF
— NLO QCD

CDF Preliminary
O CDF data 1992-1993

e CDF data 1994-1996

0

100

200

300

400

O

ei-ﬁ % . +

Eﬁf

; /////// /// ///////////////////////////////////////%

: ///////%/§¥§t9919}19BDS?!E@!UE'S?///// | 7 /%

0 50 100 150 200 250 300 350 400 450
GeV

Figure 5.4: Corrected inclusive jet cross section

61



Table 5.4: CDF corrected inclusive jet cross section from run 1B

Bin Er cross section(o)
< measured > | < corrected > | < measured > < corrected >
1 42.3 43.3 0.469 x 10? | (0.576 +0.016) x 10
2 47.3 49.3 0.246 x 10% | (0.290 4 0.007) x 102
3 52.3 55.2 0.140 x 10* | (0.160 4 0.003) x 102
4 57.3 61.0 0.794 x 10* | (0.893 4+0.021) x 10
5 62.3 66.7 0.476 x 10* | (0.528 +0.014) x 10
6 67.3 72.3 0.323 x 10" | (0.355£0.011) x 10!
7 72.4 77.9 0.207 x 10* | (0.226 4 0.008) x 10
8 77.3 83.5 0.142 x 10" | (0.154 4+ 0.002) x 10"
9 82.4 89.0 0.948 x 10° | (0.102 4 0.001) x 10
10 87.4 94.5 0.677 x 10° | (0.729 +0.010) x 10°
11 92.4 100.0 0.478 x 10° | (0.513 4 0.008) x 10°
12 97.3 105.5 0.353 x 10° | (0.378 +0.007) x 10°
13 102.4 110.9 0.256 x 10° | (0.274 4+ 0.003) x 10°
14 107.4 116.3 0.186 x 10° | (0.199 #+ 0.002) x 10°
15 112.4 121.7 0.141 x 10° | (0.151 £ 0.002) x 10°
16 117.4 127.1 0.108 x 10° | (0.116 4 0.002) x 10°
17 122.3 132.5 0.823 x 107" | (0.87740.014) x 107"
18 127.4 137.9 0.618 x 107! | (0.659 £ 0.012) x 107"
19 134.6 145.7 0.435 x 10 | (0.466 4 0.003) x 10+
20 144.6 156.4 0.263 x 101 | (0.281 4 0.002) x 10+
21 154.6 167.2 0.167 x 107" | (0.178 4 0.001) x 107"
22 164.6 177.9 0.108 x 107" | (0.11540.001) x 107"
23 174.7 188.7 0.714 x 102 | (0.763 4 0.009) x 102
24 184.6 199.5 0.486 x 102 | (0.520 4-0.008) x 102
25 194.7 210.2 0.321 x 102 | (0.344 4 0.006) x 102
26 208.8 225.4 0.178 x 1072 | (0.195 4 0.003) x 1072
27 228.8 247.1 0.883 x 107 | (0.968 £ 0.023) x 107°
28 248.9 268.8 0.484 x 107 | (0.53540.017) x 103
29 268.9 290.5 0.210 x 102 | (0.236 4-0.012) x 103
30 289.0 312.1 0.102 x 107 | (0.117 4 0.008) x 1073
31 309.3 333.6 0.587 x 107* | (0.685 4-0.064) x 107*
32 336.1 362.2 0.253 x 10™* | (0.322 4+ 0.032) x 10™*
33 385.5 412.9 0.392 x 107 | (0.630 4+ 0.113) x 105
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Chapter 6

Measurement of a,

In this chapter we will present the results of the strong coupling constant
extraction from the CDF RunlB inclusive jet cross section. The “running” behavior
of the coupling constant is demonstrated and the values of a,(Ey) are evolved to a
common scale, the mass of the Z boson. The averaged value of a,(Mz) from our
measurement is a,(Mz) = 0.1129 £ 0.0001 (exp.stat). The comparison of our results

with theoretical predictions is discussed at the end of the chapter.

6.1 Measurement of o, from the inclusive jet cross

section

One of the advantages of using pp collisions is the possibility to measure
a, over a very broad interval of momentum transfer Q?. The CDF inclusive jet Er
spectrum extends to approximately 500 GeV, providing sensitivity to a, over a range
in momentum transfer extending from 50 GeV to values nearly equivalent to that

proposed for the next generation of electron-positron and electron-proton colliders.

63



The agreement between QCD next-to-leading order predictions of the inclu-
sive jet cross section and the data allows us to fit the CDF data with the theoretical
curves, and determine the evolution of a; from this fitting procedure.

For each data point from the inclusive jet cross section we will obtain an «;
value at a corresponding momentum transfer scale. By only using the inclusive jet
cross section we will be able to observe the running of the coupling constant with Q2.

As discussed in Section 4.2, the basic scheme for ay extraction can be sum-

marized as following:

3

B/ Q) [0 )| + [0 ()]~ [0] =0,

where
dEdad
(0) _ Tan
% =\ XO

where (do)/(dE7pdn) is the experimental data corresponding to the inclusive jet cross
section, the X and k, are coefficients calculated with the NLO JETRAD Monte
Carlo program, adapted to the extraction of . The coefficient X® corresponds
to calculations at leading order and the coefficient k; corresponds to next-to-leading
order contributions. The input parameters to the program are the values of the
factorization and renormalization scales pur and pp, the minimal and maximal Er
ranges for the jets, as well as the 7 intervals. JETRAD allows to make calculations
with different recombination schemes, like those used by the CDF or DO experiments.
The sizes of the cone radius and parameter R, also can be changed. The JETRAD
program uses parton distribution functions (PDF) obtained from the global fitting
procedure with the associated a,(Myz) as input parameter. We assume the PDF's to
be correct in order to extract a.

Let’s assume as input PDF set the CTEQ4M parton distributions, which
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correspond to the global fit of the world data including the Tevatron jet data and the
latest high-precision HERA measurements. The associated o, (My) is equal to 0.116.

Since it is desirable to have renormalization and factorization scales of the
order of the characteristic scale of the process, p should be comparable with the jet

transverse energy Ep. Different choices are possible:
® 11 = pr = pp is equal to the sum Ep of all jets in a given event;

e Original JETRAD choice: pr = pp = EF**/2, where EF'** is the Ep of the

leading jet in a given event;

® lip = lp = E%Et/2, the program calculates the cross section at a particular jet

Er, integrating over all configurations that contribute the given Er.

We will use the third choice. The difference between the cross section calculated

according to the last two choices is shown in Fig. 6.1. For convenience we choose the

_ Ratig,

Effect of the renormalization scale

O(M=EMaX/2)/0(U=EJ2/2)
1.05

1.00

0 50 100 150 200 250 300 350 400 450
Jet transverse energy (GeV)

Figure 6.1: Effects of different renormalization scales on the inclusive jet cross section.

65



factorization scale pup to be equal to the renormalization scheme pp, which is equal

to the Ep/2, where Ep is the jet transverse energy. The CDF RunlB inclusive jet

CDF Preliminary
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Figure 6.2: Measurement of o, (Er).

spectrum has 33 data points (bins), which will correspond to 33 measurements of
ay(Er), see Fig. 6.2. The values of E; and the corresponding coupling constants are

presented in Table 6.2.
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6.2 Measurement of a,(My)

The next step is to determine the strong coupling constant at some common
scale for comparison with other experimental results.

We will use the second order of the renormalization group equation solution:

Qg (“R)
M) = 6.1
i SN ST ATER o
where
LW = byt (6.2)
L® = (by+bya,(M))t (6.3)
o5 byb
LB = (by + byas (M) + b (M)t — %a?(M)tQ. (6.4)
The first coefficients of the 3-function are given by [36] are:
11N, — 2n;
by = ———F :
0 o (6.5)
34Nc2 — 13Ncnf + 3nf/Nc
b, = T (6.6)
e STAIN? — 3391NZny + 224N.n} 4 5070y + 5dny /N7 — 6607 /N, (6.7)
2 = ) .

345673

where N, is the number of colors and is equal to 3. Although by, and b, are independent
of the renormalization scheme, by is renormalization scheme dependent and in this
case was calculated in the MS scheme. n; is the number of active flavors. This

concept is explained in more detail below.

Effect of the heavy quark masses

Let us consider a theory in which there are just two quarks of very different

mass, a light quark a of mass m and a heavy quark A of mass M, with M > m. It
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Table 6.1: Number of active flavors at different scales

‘ Scale @) number of active flavors
1< Q <3 GeV 3
3 GeV< Q < 10 GeV 4
10 GeV< Q < my 5
my < @ 6

is conventional to treat a light quark as massless when studying physics at “large”
momentum scales, which means that we can neglect m when ) > m. If we deal
with really large momentum scales where ) > M then we can neglect both m and
M and can effectively use “massless” theory with two massless quarks. But the most
interesting region is in between, where m < ) < M. Intuitively we will assume that
A can not play any role at scales () < M and we should ignore A completely. While
true in QCD, this statement is not trivial to prove with regard to renormalization and
forms the basis of the decoupling theorem [37]. As a consequence of the decoupling
theorem we can understand how to treat quarks with non-negligible mass parameters.
Let q1,q2, - qn be a sequence of quarks with masses m; < my < .-+ < my and

suppose that m, < m,;;. Then for momentum scales () in the range
m, < Q < my

the S-function should be calculated as if the theory contains only 7 massless quarks,
and 7 is defined to be the number n; of active quark flavors. When @ is close to
a particular quark mass, then the mass of that quark has to be taken into account
explicitly in the calculations. In Table 6.1 we show realistic QCD approximations.
However the question remains of how to relate values of oy measured in two regions
Q < m and @ > m. It is achieved by requiring a,(1) to be continuous at different

1 scales despite a step-function change in the (-function. The simplest prescription
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would be to require this continuity at the scale () = m, the heavy quark mass. With

the (-function at leading order:

1 Q)? 1 Q? 1
_ +1 - = l — = .
@) M T ey T e T ey (68)
where
b*—bJ“—i (6.9)
0 0_67'(', .
and hence
+2—*211*21Q271 6.10
0 (QY) = oy (@)]1 - —a (@) S| (6.10)

Since our measurement covers a region of almost 500 GeV, this is an important aspect

to take into account.

The average value of «,(My)

The mass of the Z boson is used as common scale for comparison of «;
between different experiments and different momentum transfers. The advantage of
using M, is that it is measured with very high precision at CERN, safely in the
perturbative region «,(My) < 1, and far from the quark mass thresholds, m, <
My, < my.

By evolving «,(E7) for all 33 bins, we obtain 33 independent measurements
of a,(Myz). As can be seen Fig. 6.4 the extracted values are almost independent of Er-.
The values of «,(Er) and corresponding a,(My) with their statistical uncertainties
are listed in Table 6.2. By assuming that the next-to-leading order is sufficient to

describe the data and by using the fact that «,(My) is independent of E7 i.e.

aas(MZa MR = ET)
OFE

=0, (6.11)
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we perform an error-weighted average of o, (M y):

N .
1 bins
as(MZ) = E z_; wzas(MZall'R = ET), (612)
where
1
w. Ao (Mg, ur = Et), (6.13)
Nbins

w =S w, (6.14)

1=1

Aa™ is the statistical uncertainty on the measurement, and N,;,, is the number of
bins. For the calculation of the average value we took into account only the bins with
E <250 GeV to avoid the bias associated with high E; jets and the observed excess
in the cross-section compared to the theoretical predictions. Even if the high-F; bins
were included the error-weighted average would not be that different due to the large
statistical uncertainties in these bins.

The resulting value for a,(Mz) with CTEQ4M as input PDF for JETRAD is:
ay (M) = 0.1129 % 0.0001. (6.15)

The small statistical error of this measurement is explained by tens of thousands of

jets at medium Ep.

6.3 Comparison of Results with QCD

We can compare our results for a,(Er) with the running of the coupling
constant predicted by theory. For the theory we will use the solution to the RGE
with a,(Myz) set equal to the average a,(My) obtained from our measurement (E-
q. 6.12). Since our measurement of the strong coupling constant used parton distri-

bution functions, in this case CTEQ4M with associated « obtained from the global
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Bin | Ep Strong Coupling Constant
as(Ep) | error | ags(My) | error
1 43.3 | 0.1412 | 0.0019 | 0.1119 | 0.0012
2 49.3 | 0.1384 | 0.0016 | 0.1122 | 0.0010
3 55.2 | 0.1370 | 0.0015 | 0.1132 | 0.0010
4 61.0 | 0.1325 | 0.0015 | 0.1117 | 0.0011
Y 66.7 | 0.1290 | 0.0016 | 0.1106 | 0.0012
6 72.4 | 0.1314 | 0.0019 | 0.1136 | 0.0014
7 77.9 | 0.1285 | 0.0022 | 0.1127 | 0.0016
8 83.5 | 0.1282 | 0.0008 | 0.1136 | 0.0006
9 89.0 | 0.1251 | 0.0008 | 0.1122 | 0.0006
10 | 94.5 | 0.1250 | 0.0008 | 0.1131 | 0.0007
11 | 100.0 | 0.1235 | 0.0009 | 0.1127 | 0.0008
12 | 105.5 | 0.1237 | 0.0010 | 0.1138 | 0.0009
13 | 110.9 | 0.1222 | 0.0007 | 0.1133 | 0.0006
14 | 116.3 | 0.1201 | 0.0007 | 0.1123 | 0.0006
15 | 121.7 ] 0.1199 | 0.0008 | 0.1129 | 0.0007
16 | 127.1 | 0.1200 | 0.0008 | 0.1137 | 0.0007
17 | 132.5 | 0.1189 | 0.0009 | 0.1134 | 0.0008
18 | 137.9 | 0.1168 | 0.0010 | 0.1121 | 0.0009
19 | 145.7 | 0.1169 | 0.0004 | 0.1131 | 0.0004
20 | 156.4 | 0.1146 | 0.0003 | 0.1121 | 0.0003
21 | 167.2 | 0.1139 | 0.0004 | 0.1125 | 0.0004
22 11779 | 0.1132 | 0.0005 | 0.1128 | 0.0005
23 | 188.7 | 0.1131 | 0.0006 | 0.1137 | 0.0007
24 1 199.5 | 0.1139 | 0.0008 | 0.1154 | 0.0008
25 | 210.2 | 0.1125 | 0.0010 | 0.1148 | 0.0010
26 | 225.4 | 0.1102 | 0.0009 | 0.1136 | 0.0010
27 | 247.1 | 0.1116 | 0.0013 | 0.1167 | 0.0014
28 | 268.8 | 0.1176 | 0.0018 | 0.1249 | 0.0021
29 1290.5 | 0.1101 | 0.0026 | 0.1178 | 0.0030
30 | 312.1 | 0.1082 | 0.0037 | 0.1169 | 0.0043
31 | 333.6 | 0.1149 | 0.0051 | 0.1261 | 0.0062
32 | 362.2 | 0.1213 | 0.0058 | 0.1342 | 0.0072
33 | 412.9 | 0.1169 | 0.0100 | 0.1319 | 0.0127

Table 6.2: The extracted «,(Er) and corresponding «, (M) values with associated

statistical uncertainties.
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fit, it is important to note that all our conclusions will make sense only if the “input”
«, is consistent with the “output” a.

The measured value of o, (My) is:
oy (M) = 0.1129 + 0.0001 (stat.) ) 0oss (exp.syst), (6.16)

where the last numbers correspond to the experimental systematic errors which will
be discussed in the next chapter. As we can see the measured and CTEQ4M values
are consistent within errors:

aSTEM — (.116. (6.17)

Fig. 6.3 shows excellent agreement between the QCD predictions for the
running coupling constant and our results derived from the inclusive jet cross section
at CDF. The behavior of a; at high Ep is the direct reflection of the excess at these
energies in the inclusive jet cross section.

We can also test whether « (M) is independent of the energy scale at which

scattering takes place. To do this we will allow for:

8as(MZ7 Hr — ET)
OBy

= constant. (6.18)

If the constant is zero within errors then QCD is correct. We tried to fit the data
points with a linear function of Ep:

E
as(MZ,MR:ETﬂ):P1+P2*(E—€—1)- (6.19)
T

The min x* =1.77 was obtained for E9 = 104 GeV and corresponds to the coefficients:

parameter = value + error

P, = 0.1125 + 0.0003

P, = 0.2838x10° £+ 0.2474x 10

As we can see (Fig. 6.4) the fit shows independence of o, (M, ur = Ep/2) with

respect to the u scale without assuming the correctness of the underlying theory.
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Figure 6.3: Comparison of the “running” of the strong coupling constant with theo-

retical predictions.
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Chapter 7

Systematic Uncertainties

In this chapter we will discuss the systematic uncertainties associated with
the measurement of the strong coupling constant in jet production. The experimental
systematic uncertainties originating from the uncertainties in the inclusive jet cross
section are calculated. The theoretical uncertainties such as renormalization scale

uncertainty and different choice of parton distribution functions are estimated.

7.1 Experimental Systematic Uncertainties

To estimate the experimental systematic uncertainty on the «g measure-
ment we should first consider experimental uncertainties associated with inclusive jet
production at CDF. As described above (Section 5.2), most of the systematic uncer-
tainties in the inclusive jet cross-section measurement arise from our understanding
of the calorimeter response to jets. The detector response and jet energy correction-
s are derived from a combination of test-beam data and Monte-Carlo simulations.
The eight potential sources of uncertainties in jet measurements were identified and

discussed in Section 5.2.1. For each of these sources the shifts in the response func-
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Uncertainty PO P1 P2 P3 P4 P5 P6

Nominal 0.14946x107 | -2.9228 | 4.4881 | -4.9447 | 1.7891 | -0.2297 | 5.6147
_|_

High Pt Pion | 0.11521x107 | -2.7511 | 4.4129 | -4.9487 | 1.7989 | -0.2325 | 5.3079
Low Pt Pion | 0.16445x107 | -2.9824 | 4.4867 | -4.9415 | 1.7911 | -0.2287 | 6.3165
Energy Scale | 0.15275x107 | -2.9176 | 4.4883 | -4.9449 | 1.7889 | -0.2297 | 5.4732
Fragmentation | 0.17922x107 | -3.0070 | 4.4857 | -4.9406 | 1.7917 | -0.2285 | 6.5970
Under. Event | 0.23917x10° | -2.2945 | 4.4609 | -4.9923 | 1.7764 | -0.2228 | 5.8629
EM Scale 0.14852x107 | -2.9146 | 4.4884 | -4.9451 | 1.7888 | -0.2298 | 5.4920
Resolution 0.10392x107 | -2.8451 | 4.4958 | -4.9455 | 1.7878 | -0.2304 | 5.4340
High Pt Pion | 0.12506x107 | -2.7639 | 4.3972 | -4.9442 | 1.8030 | -0.2324 | 5.6243
Low Pt Pion | 0.13604x107 | -2.8651 | 4.4891 | -4.9479 | 1.7870 | -0.2306 | 4.9412
Energy Scale | 0.14757x107 | -2.9299 | 4.4878 | -4.9444 | 1.7892 | -0.2296 | 5.7798
Fragmentation | 0.12561x107 | -2.8404 | 4.4904 | -4.9487 | 1.7865 | -0.2308 | 4.6655
Under. Event | 0.34976x107 | -3.1079 | 4.4710 | -4.9422 | 1.7923 | -0.2279 | 6.3048
EM Scale 0.15065x107 | -2.9332 | 4.4877 | -4.9443 | 1.7893 | -0.2296 | 5.7700
Resolution 0.20458x107 | -2.9888 | 4.4814 | -4.9441 | 1.7901 | -0.2291 | 5.7412

Table 7.1: Parameters for systematic error curves.

tions were evaluated. The modified response functions were then used to perform the
unsmearing procedure and to obtain a new corrected cross section. The difference
between the new corrected cross section and the nominal one is defined as the one o
uncertainty. The curves corresponding to each of these uncertainties are presented in
Fig. 7.1. The parameters for the systematic uncertainty curves are listed in Table 7.1
and are quoted from [38]. The subgroups of experimental systematic errors for
the jet cross section are denoted by (1)-(8), see Fig. 7.1. The uncertainties on the
charged pion response (1), (2) are divided into two parts depending on the particle
momenta, and determined either from test beam data for high pr pions or from iso-

lated charged tracks in the CTC. The jet energy scale (3) includes the calorimeter

response stability over time, which is estimated to be better than 1%. The error
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Figure 7.1: Systematic uncertainties for the inclusive jet cross section.
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Source of Uncertainty ‘ Qg ‘ Aay ‘ Aag/a, (%)
Standard 0.1129 - -
Calorimeter Electron Response 8%4118 tggg%g ﬂ%ﬁ
Underlying Event Energy Subtraction 8%82 1_888%%1 t%%gﬁ
Jet Fragmentation Functions 8%(%% 1_88811% tgggﬁ
Jet Energy resolution 8%%2 1_888% t%ggﬁ
Calorimeter Low Py Pion Response 8%(1)82 tgggg? i%%gﬁ
Calorimeter High Py Pion Response  (-1493 T0-0035  +3:3%
Energy Scale 8%88 f888%8 t%ggﬁ
Normalization 8%89 4:888%% ﬂg%

Table 7.2: Experimental systematic uncertainty on the extracted a,(My) for the

CTEQ4M PDF set.
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from the jet fragmentation functions (4), such as track multiplicity, track momentum
distribution, etc, is due to a lack of knowledge of the track properties. The error from
the underlying event subtraction (5) is assigned a very conservative uncertainty of
30%. The jet energy resolution (6) error is £10%. The electron response error (7)
is assigned £2%. The normalization uncertainty (8) for the CDF 1994-1996 data is
4.5% and comes from the uncertainty on the luminosity measurement (4.1%) and the

efficiency of the z,epe, cut (2%).

The next step in estimating the uncertainties in the «, measurement is

to extract a3 *(E7) from the shifted physics curves with the parameters from
Table 7.1, and to compare with o' ¢(E.) extracted from the nominal physics

curve. The o *(Er) as a function of E; are shown in Fig. 7.2 and 7.3. We
define the experimental systematic uncertainties in our measurement as the ratios of

standard to qsources
s

a; . The error curves are shown in Fig. 7.4. The biggest source of

uncertainty comes from the high-P; pion response, see Table 7.2. When added in

: : ity jg 100078 +6.9%
quadrature, the experimental systematic uncertainty is “y o9 Or about 2o/

7.2 Theoretical Uncertainties

The theoretical uncertainties on the a, measurement are mostly associated
with the lack of knowledge of higher order terms in pQCD and our understanding of
non-perturbative effects, which are mirrored as uncertainties in the input parameters
for the JETRAD program. The main sources of uncertainties are the choice of renor-
malization and fragmentation scales pr and pp, the choice of clustering algorithm,
the dependence on the parameter R,.,, and certainly the choice of parton distribution

functions (PDFs).
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Figure 7.5: Estimate of the uncertainty on «,(My) due to different choices of R,,.

From this list the biggest uncertainties come from the choices of the scale

and PDFs, which we will discuss later.

In Section 4.1 we discussed basic features of theoretical and experimental
clustering algorithms. A more efficient jet-jet separation by the experimental algo-
rithm led to the introduction of a new parameter R,., in the theoretical algorithm to
approximate the experimental way of separating and merging. As mentioned before,
the best agreement with the experimental results corresponds to the value R, =1.3.
The uncertainty associated with different choices of Ry, (from R, =1.3 to 2) corre-
sponds to a 5 — 7% normalization uncertainty on the jet cross section, and to a 2 —3%

uncertainty on the a (M) measurement, see Fig. 7.5.

83



i ay(Mz) | Aay(Mz) (%)
M%andard _ ET/2 0.1129 —

1= 3Ep/4 0.1158 +2.5%
= By 0.1178 +4.3%
1= 5E /4 0.1198 +6.1%

1L = 32 0.1217 +7.8%
1= TEyp/A 0.1233 +9.2%
1= 20, 0.1249 +10.6%

Table 7.3: p-scale uncertainty on the extracted a,(My) for the CTEQ4M PDF set.

7.2.1 Choice of the Renormalization scale

The fundamental theorem of the renormalization scheme dependence states
that physical quantities calculated to all orders in perturbation theory do not de-
pend on the renormalization scheme. This means that truncated series do exhibit
renormalization scheme dependence. Since in QCD the inclusive jet cross section is
known to next-to-leading order, the renormalization scheme dependence is given by
one condition that is the dependence on the renormalization scale ', Therefore we
have to choose the scale which will be best for our measurement. As mentioned be-
fore, usually pp is chosen to be of the order of the characteristic scale of the process.
We can also vary up to estimate the sensitivity of the measurement to the choice of

renormalization scale.

We changed the pp = pp scales from pr = Ep/2 to ug = 2Ep in the input
to the JETRAD program and repeated the whole procedure to extract «,(E7) and
ay(Myz). The sensitivity of our measurement can be estimated from the shift in «

as pg is changed from Ep/2 to 2Ep. In Fig. 7.6 we plot a,(My) as a function of Ep

LAt NNLO the choice of ug is not equivalent to the choice of the renormalization scheme and
both must be specified.
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Figure 7.6: Uncertainties due to the change in renormalization scale.

with the corresponding error band due to the pp scale. Over the E; range from 50

to 250 GeV the uncertainty amounts to a normalization uncertainty of 4 — 6% and is

flat in shape.

The numbers cited above are given for comparison with other «, measure-
ments and general understanding of how this uncertainty can affect our measurement.
However, it is our understanding that assignment of the error on the average value of

a,(Mz) would be ambiguous. The variation of ;1 scale over reasonable range gives us
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understanding of the sensitivity of our results to the choice of renormalization scale,
but assignment of the theoretical uncertainty by using this method will depend on
a subjective judgment about the definition of “reasonable”. The resolution to this
problem lies with the calculation of even more terms in the perturbative series. For
inclusive jet production this method will provide a correct estimate of the p-scale

uncertainty, since non-perturbative effects are small.

7.2.2 Parton Distribution Functions

The dominant uncertainty on the measurement of o, from the inclusive jet
cross section comes from the choice of parton distribution functions. The initial re-
quirement for interpreting the results is the consistency of a; values generic to the
PDF set used in the analysis and the “output” a, obtained from the measurement.
This condition is important to ensure the compatibility of the data with particular
parton distributions. The o, dependence of the PDF is a major disadvantage of mea-
surements at hadron colliders in comparison to measurements of the strong coupling
constant from the Z width at LEP. Before discussing particular choices of PDFs we
elaborate a little more on the subject.

As discussed before (see Section 2.4), the distributions of quarks and gluons
inside hadrons are described by the parton distribution functions. A lot of effort is
devoted to studies of PDFs. The two main reasons for that are experimental and
theoretical. First, a detailed knowledge of parton distribution functions is essential
for the study of all hard interaction processes, and should be used to estimate the
production rates of hard processes which may occur at present and future high energy
colliders. The theoretical reason is the interest in the subject of parton structure by

itself, especially in new studies at small z, such as diffractive studies at HERA and
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the Tevatron [40].

At present there are three collaborations producing parton distribution-
s which are used in high-energy collider phenomenology. They are MRS (Martin-
Roberts-Stirling), CTEQ (Collaboration for Theoretical and Experimental Studies in
Quantum Chromodynamics) and GRV (Gliick-Reya-Vogt). The first two groups use
a so-called “global” fit, which is based on the idea of adjusting the parton distribution
functions to make theory and experiment agree for a wide range of processes. The
GRYV analysis is done in the context of the “dynamical parton model”, according to
which the partons evolve from valence-like distributions at low Q% which are then
tuned to fit the data at higher Q?. During the last few years there has been spec-
tacular improvement in the precision and in the kinematic range of the experimental
measurements in hard scattering processes. As a consequence the PDFs are much
better known now, with tighter constraints on the gluon and the quark sea for x as
low as 10~ 1. Since most inclusive jet data are collected in the central rapidity region,
the z-value of the PDF’s probed is around xy = 2E;//s. For 50 GeV< Ep < 450
GeV, the x range is approximately 0.06-0.5. Over this range the relative importance
of the three parton subprocesses contributing to the jet cross section shifts contin-
uously, as illustrated in Fig. 7.7. At largest energies the process is dominated by
quark-quark scattering, and at low Er by gluon-gluon scattering. The quark-gluon
contribution is significant at all energies, even at high Ep, where it contributes around
20%. Since the momentum distributions of partons are universal, the PDFs could be
derived from any process and applied to jet production. However the range covered
by jet measurements extends to x ~ 0.5, which is not accessible to DIS experiments,
so the question of how much independent measurements of parton distributions would

constrain our knowledge of PDFs at large «x is still open.
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Figure 7.7: Various processes contributing to the inclusive jet cross section.

To better understand how the PDFs can contribute to the uncertainties on
our results, we now describe how the PDFs are produced in the global fitting scheme.
One chooses an initial scale 1 ~ few GeV; the f,(x, Q*) - PDFs are written as functions

of several parameters for g,u, @, d, d, s,5. For example, f,(z, Q%) could have the form

of:

fulz, QZ) = AxB(l — x)c(l + ExD), (7.1)

where A, B,C, D, E are free parameters. Typically 20 to 28 parameters are needed
to describe the data very well. Some of the parameters are constrained by flavor
conservation and momentum sum rules.

The deep-inelastic structure functions directly constrain the valence and sea

quark distributions to within a few percent at large = (x > 0.2), translating to a
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maximum 5% uncertainty on the jet cross section. The situation with the gluon
distributions is not that simple. Despite the sensitivity of many processes to the
gluon distributions it is still difficult to put constraints in the range of x > 0.2, where
the gluon distributions become small. The MRS group used prompt photon data from
the the WA70 experiment to determine gluons, however this process suffers from scale
dependence and effects of intrinsic k7. In the small-z domain the gluon distributions
are well constrained by the observed behavior of dF,/dlog Q*. However this presents
additional difficulty for our analysis in particular since there is an «g-gluon correlation,
due to OF,/0logQ* ~ a,P¥ © g. A study by CTEQ collaboration shows that a
change of o by 8% results in a 3% change in the gluon distributions for x < 0.15 at
@ = 110 GeV. The study of uncertainties associated with a; ® g correlation by MRS
collaboration also showed that the jet cross section is more sensitive to the variation

in a, than to the change in the gluon distribution [43].

CTEQ4 PDF sets

Many uncertainties in the PDF's arise from uncertainties in the data used for
global fits, extrapolation from the fits, and evolution to different energy scales, since
most of the data is obtained from energies lower than those at the Tevatron. Recent
PDF sets have started to quantify some these uncertainties by producing families
of PDF's in which some of parameters can vary, for example a,. One of the first
studies of flexibility of parton distribution functions was originated by the CTEQ
collaboration [41] to explain the excess over theory observed in the CDF RunlA
inclusive jet cross section. It was shown that gluon distributions are flexible enough
at high = to produce a significant increase in the inclusive jet cross section at high

energies, while still having good agreement with data in the global fit. After including
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high precision DIS data and Tevatron jet data (all data published before 1996) in
the global fit, the family of CTEQ4 PDFs were produced, from which CTEQ4HJ
was a particular PDF with a modified gluon distribution and a higher statistical
weight assigned to the Tevatron jet events with high E. CTEQ4HJ gives a better
description of the CDF inclusive jet data from Run 1B (see Fig. 7.8) in comparison to
the standard CTEQ4M set. Both CTEQ4M and CTEQ4HJ obtained o, (M;)=0.116

from the global fit.

We repeated the extraction of a, using CTEQ4HJ with estimates of the
experimental systematic uncertainties. The results are presented in Fig. 7.9 and
Table 7.4. As expected, the extracted ay(Mz) has a higher value than the « (M)
corresponding to CTEQ4M. The somewhat excessive behavior of a,(My) as function
of Er at high Er values is more in line with the theory predicted independence with

respect to Er.

The series CTEQ4A were produced with the purpose of pinpointing the
uncertainty associated with the variation of ay,(My). There are five PDFs, each
corresponding to a different o, value: CTEQ4A1 with a,=0.110, CTEQ4A2 with
a,=0.113, CTEQ4A3 or CTEQ4M with «,=0.116, CTEQ4A4 with «, =0.119, and
CTEQ4A5 with a, =0.122. The x? per point from CTEQ global fit are 1.07, 1.02,
1.02, 1.07, 1.19 respectively. The further lowering of values of « is disfavored by data
from HERA DIS experiments and further increase of o, values disfavored by fixed-
target DIS experiments. The corresponding «, functions are presented in Fig. 7.10.
The PDF set producing the best agreement in the shape of a,(My) as a function of
Er is defined as the default set. For our analysis the best agreement was obtained

for the CTEQ4M PDF.

Other recent PDFs used in our analysis are those produced by the MRS
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section and QCD predictions for a variety of current PDFs [39].
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Figure 7.9: «a, using the CTEQ4HJ PDF set.
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Source of Uncertainty ‘ Qg ‘ Aay ‘ Aag/a, (%)
Standard 0.1136 - -
Calorimeter Electron Response 8%?2 tggg%% i%ggﬁ
Underlying Event Energy Subtraction SH% tggg%% t%ggﬁ
Jet Fragmentation Functions 8%(1)8% 1_88811(7) tg%gﬁ
Jet Energy resolution 8%%491 1_888%% t%%gﬁ
Calorimeter Low P; Pion Response 8%8% tggg%g t%ggﬁ
Calorimeter High Py Pion Response (-G8 T00085  T23%
Energy Scale 8%88 f888%8 t%ggﬁ
Normalization 8%?% 4:888%? J—r%ggg

Table 7.4: Experimental systematic uncertainty on the extracted a,(My) for the

CTEQ4HJ PDF set.
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Figure 7.10: « using the CTEQ4A series.

MRSA'’ PDF sets

collaboration in the last few years.

data published before 1994 and does not include Tevatron jet data. This family also
has different PDFs for various values of «,. Our interest in this set was motivated

by the absence of the Tevatron jet data in the global fit. The results are presented
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Figure 7.11: «; using the MRSA’ series.

in Fig. 7.11 and as one can see one of the PDFs - MRSA' with a,(My) = 0.110 gives
an average value of «, (M) = 0.1106, which is almost the same as the input «,(My).

The data points are very well described by MRSA' (Fig. 7.12).

MRS R PDF sets

The next set that came from the MRS collaboration was MRS R [43], which

included high precision DIS measurements, especially HERA measurements of the
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Figure 7.12: «; using the MRSA’ PDF set, input a (M) is 0.110.
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Figure 7.13: ay using the MRS R2 PDF set, input a,(My) is 0.120.

proton structure function at small x, but still didn’t include the Tevatron jet data.
There are two sets: one intended for use with DIS experiments with lower ag value and
the other with a,(Mz) = 0.120 to use with the theoretical predictions for colliders.

We obtain good agreement for the MRS R2 set, with the results shown in Fig. 7.13.
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Table 7.5: The various MRST PDF sets used in the analysis.

set ‘ ay(My) ‘ comment

MRST 0.1175  default set with (k;) = 0.4 GeV

MRST(g 1) 0.1175  larger gluon at large « with (k;) = 0.0 GeV
MRST(g {) 0.1175  smaller gluon at large x with (k;) = 0.64 GeV
MRST(a, 11) 0.1225  larger «

MRST(ay ) 0.1125  smaller a

MRST PDF set

The latest MRS set is called MRST [44] and results from a NLO analysis in
the MS scheme. The degree of the flexibility of two parameters were studied, with;
(a) variations of the average transverse momentum (k7) in prompt photon production,
which resulted in a range of gluon distributions at large =, and (b) variation in the
value of a,(My). These uncertainties were reflected in the alternative sets of PDFs
MRST(g 1), MRST(g {), MRST (e, 11), and MRST(«, JJ), see Table 7.5. For our
analysis the set with values of (kr) not equal to 0.0 GeV gives bad agreement with
the data. The best overall agreement was produced by using MRST (g 1) which was
basically the same MRS R set with the exception of using a lower value of «,(My)
(Fig. 7.14). The plots for different o (E7) functions for MRST PDFs are presented

in Fig. 7.15.

We have presented the sensitivity of our measurement to the choice of parton
distribution functions by plotting the different averaged values of oy (M) = a2"#"
obtained with these PDFs as a function of the input value a,(My). In Fig. 7.16
we plot for comparison the world average value with the associated error as a solid

band. We estimate the uncertainty associated with the choice of parton distribution

functions to be of the order of 10%. In Fig. 7.17 we illustrate dependence of results on
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Figure 7.14: a, using the MRST2 PDF set.
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PDF choice, the shaded area corresponds to the spread in «,(My) values for parton
distributions which give reasonable x?. Again one should note that only PDFs which
produce values of «; consistent with the input values are compatible with the CDF

jet data, and can be used for future theoretical predictions of jet cross sections in

Run II.
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Chapter 8

Summary and Outlook

A precise measurement of the coupling constant and a verification of the
running behavior of «, remains a primary goal of experimental QCD studies. Enor-
mous progress has been made in the determination of «,(My) during the past few
years. It is important to notice that all different subsamples of results provide similar

average values, with no systematic shifts between any of these subsamples.

In this chapter we discuss the current status of a, measurements and put

our own contribution in perspective.

8.1 Status of «,

A wide range of methods is available for measuring the strong coupling
constant a,, with new measurements being continually reported. Before reviewing the
current status of a; we would like to comment on the phenomenon of the “shrinking

error”. Since a,(Q?) is a function of %, the error in a,(Q?) is related to the error in
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a,(M%) in the following manner:

o (M3) o (M3) G0 (@)
(013) ™ 0@ @@

(8.1)

which means that the best relative precision is obtained at the lowest possible scale,
where a, is largest, since the relative error in «, is shrunk by the ratio of o, (M%)
to a,(Q?). However, we should remember that at lower scales the non-perturbative
corrections that might be negligible at higher scales can become important (for ex-
ample due to possible sources of power-suppressed corrections (1/QP)), so the gain

from measuring at low scales is compensated.

8.1.1 ete~ Annihilation

Over the last years a large amount of e*e™ annihilation data in the energy
range from 10 GeV to 189 GeV was accumulated at CESR, PETRA, PEP, TRIS-
TAN, LEP, and SLC accelerators. The interaction ete™ — hadrons is the simplest
possible QCD process to study. The energy scale of the process is exactly known
and the hadronic interaction is limited to the final state. For many observables the
hadronization corrections are proportional to 1/¢) and are better understood now.
Therefore many measurements of «, came from LEP and PETRA. Due to the huge
cross section at the Z° resonance several million hadronic events have been collected,

allowing for a precise determination of (M) by each of the four LEP experiments.

Hadronic decay width

For the inclusive ratio:

o(ete” — hadrons)

= olete” = ptp~)

, (8.2)
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the higher order QCD corrections have been calculated and the results can be ex-

pressed in terms of the factor:

[]) Qg a52 as3

R=RY 1+ 2 +C— +C5— +---|, (8.3)
/s T /s

where Cy = 1.411 and C5 = —12.8. The principal advantage of this method is

that there is no dependence on fragmentation models, jet algorithms, etc. «, values
extracted from this measurement by CLEO [45] yield a,(10.52 GeV) = 0.20 £0.01 £+
0.06, which corresponds to «,(Mz) = 0.13 £ 0.005 £ 0.03.

Measurements of the ratio of the hadronic to leptonic width of the Z boson
at LEP and SLC yield a,(Mz) = 0.123+£0.004 [46]. Although this method has small
theoretical uncertainties associated with QCD, it relies on the electroweak couplings
of the Z boson to quarks. The theoretical errors are arising from the assumed value
of the Higgs boson mass and from the choice of scale. Any appearance of new physics
that will change the electroweak couplings via radiative corrections will modify the
value of a,(Mz). However, excellent agreement of many measurements at the Z peak

makes this method one of the most precise extractions of «, today.

Event Shape Observables

In ete” annihilation infra-red and collinear-safe observables can be con-
structed. At leading order they are directly proportional to a,, so event shape vari-
ables that characterize the multijet topology are a common tool to measure ;. An
example of this kind of observable is the thrust 7" = max;(3>_, | 7'~ 7 |)/(32, [ P'[)-
Another example is y3, defined by means of a jet clustering algorithm, where initially
each particle is considered its own jet, then those two jets which are closest in phase

space are combined by adding their 4-momenta. Iterating the procedure, y; is defined
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as the distance where the event makes the transition from three to two jets. Com-
mon measures of the distance between jets 2 and j are the JADE metric [47] y;, =
2E,E,(1 — cosb,;)/s and the Durham-metric [48] y;) = 2min(E,,”> E)(1 — cosf,,)/s,
where in both cases 0,, is the opening angle between the jets and s is the total invari-
ant mass of the hadronic system. The theoretical predictions for these event shapes
are known in NLO and for some of them the leading-logarithmic and next-to-leading
logarithmic corrections have been resummed. However there are theoretical ambi-
guities associated with these measurements. The massive jets from these schemes
cannot be directly compared to the massless jets from QCD. Different recombina-
tion schemes give different results from the same data, and the difference is used as
a systematic error on the method. In addition the non-perturbative transformation
from partons to hadrons gives rise to the power-law corrections, which are estimated
by means of Monte-Carlo models and introduce additional hadronization correction-
s. The uncertainty of the scale at which « is measured also contributes to the
theoretical uncertainty. Recently the DELPHI collaboration contributed a new mea-
surement of « from oriented event shape distributions at LEP-1 energies. A good
agreement between theory and data is obtained if both «g and the renormalization
scale p are determined simultaneously [49]. Using 18 observables, DELPHI obtains

a, (M) = 0.117 % 0.003.

7 Decays

An inclusive quantity similar to R is the semi-leptonic branching ratio of
the tau, R, = Bj,/B.. The low energy scale involved requires good understanding
of the non-perturbative (higher-twist) contributions, which are only suppressed by

powers of the 7 mass. However, it turns out that the non-perturbative corrections
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are surprisingly small, which allows application of pQCD down to the scale of 1 GeV.
Assuming the validity of the completeness relation for the tau branching ratios into
hadrons, electrons and muons, and lepton universality, the ratio R, can be expressed

as a function of B, alone, (the larger mass of the muon leads to B, /B, = 0.9726):

1
= ———1.972 A4
B B(1 — evp) 9720, (8.4)

where B, can be determined by direct measurement or again by assuming lepton
universality from the mass and lifetime of the tau lepton and muon. Although the
method has the potential of giving a very accurate measurement, the perturbative
calculation does not converge well and the theoretical error is mostly due to the
uncertainty in the perturbative prediction. The value of a (M), averaged over the
two determination of B,, is «,(m,) = 0.3540.03, which corresponds to the a, (M) =

0.121 + 0.003 [2].

8.1.2 Lepton-Hadron Scattering

The study of scaling violations in structure functions has the historical sig-
nificance of establishing QCD as the theory of strong interactions. This continues to
be an active field with the HERA ep collider at DESY.

An important theoretical issue is the presence of power-law corrections to
the perturbative Q*-evolution of the structure functions F,(z,Q?), or “higher-twist”
(HT) contributions, of the form 1/Q?*, which enter with z—dependent coefficients that

cannot in general be calculated:

F,(z,@*)#HD
QQ

In cases where higher-twist contributions are important, the coefficient together with

Fy(2,Q%) = F(,Q%) + (8.5)

the value of «y is extracted from fits to the data. The corresponding uncertainty
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on «y is assigned by varying the size of the higher-twist contribution within some

reasonable range allowed by the data.

Sum rules

The structure functions can be resolved into singlet and non-singlet com-
ponents. In QCD, singlet and non-singlet terms evolve differently with Q%. The
singlet components receive a contribution from gluon splitting into ¢g pairs. As a
consequence, the * evolution of the singlet term depends not only on the running
coupling constant but also on the probability of gluon splitting, given by the gluon
splitting function g(x, @*). This dependence on the g(x, Q*) is not important if x is
large enough (> 0.25) because the probability for gluon splitting at large = is small.
Gluon splitting does not contribute to the non-singlet component of the structure
function. The @Q? evolution of this term depends on «a; only, not on x. Depend-
ing on the nature of the target (e.g. deuterium D, or hydrogen H,), F, is either a
pure singlet or a mixture of a singlet and a non-singlet, whereas F3 is always a pure
non-singlet.

The CCFR collaboration studied the Q*-dependence of the integral over x

of xF5 that defines the Gross-Llewellyn-Smith sum rule:

1
/ d (E7 (2, Q%) + FY (2, Q%)) = 6(1 — Ayory — AH.T.), (8.6)
0

where A, was calculated to NNLO and the higher twist correction (H.T.) was
estimated using the QCD sum rule. The CCFR collaboration combines their data
with that from other experiments [50] and gives a,(v/3 GeV) = 0.28 & 0.035(exp.) £
0.05(sys.) £0.035(theory), which corresponds to «,(My) = 0.118 £0.011. The errors

are dominated by higher-twist terms. A similar measurement is the extraction of ay
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from the higher order corrections to the Bjorken sum rules in polarized lepton-nucleon

scattering.

Jet rates in ep collisions

A new method to determine « in ep collisions at intermediate to high scales
is provided by measurements of jet production in deep-inelastic scattering (DIS) at
HERA. At lowest order in «g, the ep scattering process produces a final state of
1 + 1 jets, one from the scattered quark in the process e + ¢ — e + ¢ and the
other from the proton fragment At NLO a gluon can be radiated, and a (2+1) jet
final state is produced. By comparing the rates for the (2 + 1) to the (14 1) jets
processes a value of o, can be obtained. An advantage over similar measurements
at ete” annihilation is the possibility to vary the range of the scales and test the
running of «, within the same experiment. The basic methodology is similar to
the one used in our measurement. Combined results [51] from H1 and ZEUS yields
as(Mz) = 0.118 £0.0015(stat) £0.009(syst). Systematic errors mainly arise from the

jet definition and the choices of scale and PDF.

8.1.3 Heavy Quarkonium Systems

Heavy quarkonium systems can be used to determine « either from the
measured hadronic decay rate or via the strength of the binding provided by the strong
potential; the latter is achieved in practice by comparing the measured energy-level

splittings with a lattice QCD calculation.
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Heavy Quarkonium Decays

If we assume that the short and long distance effects on decay widths of 5,
QQ states can be factorized into the non-perturbative part depending on the confining
potential, and a calculable perturbative part, then we can use the ratio to measure
«. The ratio of the hadronic to the leptonic widths of a heavy quark-antiquark pair,

with relativistic corrections taken into account will be:

['(gq — hadrons) v?
= 1+D{—= .
Mgq o) e \1TP E) ) 8.7)

with data available for T,Y', T and J/¢. The theoretical corrections for this for-
mulae are mostly due to the relativistic corrections (v?/c* ~ 0.1 for T and ~ 0.25 for
J /1), which are more important than the higher order perturbative corrections. The
fit to the T, X', Y" [52] gives as(My) = 0.113 £ 0.001(exp.). There is an uncertainty
of £0.005 from the choice of the p scale, and slightly larger uncertainties due to the
relativistic corrections.

The CLEO collaboration measured the strong coupling [53] from the ratio
(T — gg7)/T (YT — ggg), which to leading order is proportional to «,,,/a,. The
result at the scale of the T mass (9.45 GeV) is a4(9.45 GeV) = 0.163 £0.002(exp.) £+
0.014(theory). The error is dominated by the uncertainty on the scale and a small
uncertainty due to the photon production in fragmentation. The value corresponding

to the M scale is a,(My) = 0.110 + 0.001 £ 0.007.

Lattice Gauge Theory

Lattice gauge theory currently provides a successful tool for performing
non-perturbative QCD calculations, although it is limited in applicability to stat-

ic properties of hadrons. Experimental data on hadron properties, such as energy-
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levels of QQ systems, can be determined and used to extract a,. Currently the
precision of such determinations of «y is limited by various theoretical uncertain-
ties relating to lattice discretisation, treatment of “sea quarks”, and matching be-
tween different renormalization schemes used in lattice and perturbative calculations.
Combination of results from the n;=0 and n;=2 approximations gives an average

a, (M) = 0.116 % 0.003 [54].

8.1.4 Hadron-Hadron Collisions

Determinations of «; at hadron colliders have been performed by comparing
direct photon, heavy quark and W boson plus jet cross section with next-to-leading
order predictions. So far, the precision achieved in hadron-hadron determinations

has been less than in e’

e~ annihilation. First of all, there are extra uncertainties
associated with the parton distributions of incoming partons. The hadronic final state
is also more complex, containing not only the products of hard subprocesses but also

the soft remnants of spectator partons. Furthermore in most cases the nature and

kinematics of the hard subprocesses are less well known.

(W 4+ 1-jet)/(W + 0—jet) Ratio in pp Collisions

Several experimental collaborations have attempted to determine « from
the ratio R of the cross section for production of final states containing a W bo-
son +1—jet and a W boson +0—jets; R is proportional to «, at leading order, and
many sources of experimental uncertainty are expected to cancel. The UA2 col-
laboration [55] determined «ay from these measurements, but their result has large
uncertainties, since it depends on the details of the jet algorithm and is sensitive to

fragmentation and underlying event corrections.
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The DO collaboration [56] also used the R ratio to measure «, from Tevatron
data, but it turned out to be rather insensitive to «, since for larger values of «; the
reduction of the structure functions in the evolution almost compensates the increased

jet production rates from the matrix elements.

Direct Photon Production in pp and pp Collisions

Prompt photon production in hard parton-parton scattering is a Compton-
like process of O (g, ). The measurement in the same experiment of the production
of direct photons in pp and pp collisions allows a clean isolation of the annihilation
process (qqg — ~g) from the difference o(pp — vX) — o(pp — vX). Using par-
ton distribution functions fitted to BCDMS data, the UA6 collaboration obtains
ay(My) = 0.1112 £ 0.0016(stat.) £ 0.0033(syst.) 00084 (theory). The error is domi-

nated by the choice of u scale [57].

8.2 Discussion of Results and Future Outlook

Quantum Chromodynamics has established itself as a theory of strong in-
teractions. Today, studies of QCD left the phase of tests and moved to the stage of
precision measurements. Since the strong coupling constant is the only fundamental
parameter of QCD measured from experiments, there is no limit to the accuracy at
which we want to measure it. New developments in the analytical and phenomenolog-
ical understanding of the uncertainties in «, measurements, for example from event
shapes, is amazing. The incredible progress in this area is a proof that theoretical
development is moving in the right direction. At the same time, this sets a stage for

progress in precision QCD measurements from hadron colliders, which was difficult
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to imagine just a few years ago.

Hadron colliders have a great potential to extend measurements of a; to
large values of the momentum transfer scale Q* and to considerably reduce the s-
tatistical uncertainties. Our measurement of o, extends to approximately 450 GeV,
providing values of «; for energy ranges never measured before (Fig. 8.1). This is
the first measurement of a, coming from the Tevatron, which can be included in a
fit for a world average of «,. Since this measurement demonstrated that Tevatron
results can be used to measure the strong coupling constant, the stage is prepared
for new analyses at CDF on « extraction with jet data, for example based on energy

partitions in 3-jet systems.

The precision of the measurement is comparable with other experiments,
although it is not on the same footing as the results based on Z width measurements

Te~ annihilation. The main theoretical uncertainties studied in this thesis are

in e
the choice of renormalization scale, which is also the dominant uncertainty on many
results discussed above, and the choice of parton distribution functions, which also

affects a, extraction from jet production at HERA.

As mentioned before, the major advantage of this measurement is the large
range of scales covered. We were able to test and prove the running of the coupling
constant in the same experiment, from the same set of experimental data over an Ep
range from 45 to 420 GeV. To compare with the other experiments which were able
to show the running of a,: the HERA experiments reported evolution of oy in the

range of 7-50 GeV, and recent LEP results cover the range from 30 to 183 GeV.

The average value of o, (M) obtained from the error weighted contributions

of our 33 measurements of « (M) as a function of Er is consistent with the new
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world average [60]:

g (M) CPFaverase — (.1129 + 0.0001 (exp.stat.) o -oomy(exp.syst.) £
0.0056(theor.scale) £ 0.0113(theor.PDF),  (8.8)

ovg (M, )Portd average 1999 — () 119 4 0.003. (8.9)

As discussed before the theoretical error from the choice of renormalization scale could
be correctly estimated only from the comparison of NLO and NNLO predictions. The
latter are not yet available for jet production at hadron colliders. We can therefore
only estimate the sensitivity of our measurement to the choice of up, which is at
the level of £5%. The uncertainty due to the choice of PDF is estimated to be of
the order of 10%. New developments in «, measurements, which will be discussed
later, and new constraints on the gluon distribution functions should reduced those

uncertainties.

8.2.1 Future Plans

Hadron colliders have an impressive potential for measurements of «,, and
the first steps started with this analysis should be continued, especially with the
perspective of higher energy runs at the Tevatron.

The future of this measurement lies with developments in two directions.
The first possibility is to extract both «, and gluon distribution functions from the

same data set. This could be done by using the triply differential cross section:

do

dEdnm ™ oy [For (1) fgo (w2) Agg () + foy (1) fyp (w2) Agg () + fyu (1) fgo (w2) Agq ()]
(8.10)
n— 771;7727 (8.11)
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Figure 8.1: «, measurement using CTEQ4M parton distributions.
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and simultaneously constraining «, the gluon distribution function f,(z, Q%) and the

(e + ™). (8.12)

non-singlet quark distribution function F,(x, @?), thus removing the uncertainty due
to the poorly constrained parton distribution functions.

The second way is to extract g by means of a method recently suggested
by Walter Giele and S. Keller [58]. The principal shortcoming of parton distribution
functions obtained from global fits is that they come without an estimate of their un-
certainties. At the same time these uncertainties are needed in the interpretation of
the Tevatron data. The authors based their new method on the framework of statisti-
cal inference [59], which allows efficiently propagate uncertainties to new observables,
assess compatibility with data and include new data in the fit. The method allows
to include statistical and systematic experimental uncertainties with a point-to-point
correlation matrix as well as theoretical uncertainties into the fit. The uncertainties
do not need to be the Gaussian. Data sets can easily be included or excluded to
investigate the effect of different experiments on the PDF of interest. This method
makes it possible to extract a, from different sets of experimental data, or from the
inclusive jet spectrum only, allowing for rigorous studies of uncertainties.

The methods discussed have the potential of establishing Tevatron experi-

ments as the source of new precision QCD measurements.
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