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Abstract

We use 106 pb-1 of data collected with the Collider Detector at Fermilab to 

search for narrow-width particles decaying to a top and an anti-top quark. We 

measure the tt invariant mass distribution by requiring that either t or t decays 

semileptonically to an electron or muon and the other decays hadronically. Model 

independent upper limits on the cross section for narrow resonances decaying to 

tt are presented. At the 95% confidence level, we exclude the existence of a lepto- 

phobic Z' boson in a model of topcolor-assisted technicolor with mass Mz> < 480 

GeV/c2 for natural width T = 0.012 M z>, and Mz> < 780 GeV/c2 for T = 0.04 

Mz>.
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1

Chapter 1 

Introduction

mystery of the world is its comprehensibility... 

is a miracle” [1]. It has become the role of el­

ementary particle physics to uncover the mysteries of nature by gaining an ever 

deepening understanding of the fundamental constituents of matter and how they 

interact. While such insight is tremendously exciting it its own right, we realize 

that these particles and their interactions form the basic ingredients for every phys­

ical process on earth -  from photosynthesis to the launching of the space shuttle. 

Accordingly, the particle physics community, armed with ingenious and often enor­

mous experimental facilities, as well as with previously developed knowledge and 

the constant motivation of recent suggestive results, has been in constant pursuit 

of more complete answers to the question, “What is the world made of?”

In the early days of particle physics, the answer to this fundamental scientific 

question was: “Apparently, not much.” It was discovered in Rutherford’s famous 

gold-foil experiment of 1911 that matter consists primarily of empty space, pep­

pered with the occasional subatomic-particle. After the discoveries of the proton 

and neutron (which, along with the electron, were thought to be the most fun­

It has been said that, “The eternal 

The fact that it is comprehensible
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damental components of the atom), our basic understanding of nature was really 

quite simplistic. Then further studies in the 1940’s and 1950’s lead to exciting, 

yet bewildering discoveries of a rich garden of particles which provided evidence 

that our naive model of matter was incomplete. In the early 1960’s, the world of 

particle physics was in a somewhat chaotic state and was in dire need of a theory 

that could make sense of the apparent disorder caused by the proliferation of new 

particles. By 1978, the highly pragmatic “standard model” was developed and it 

continues to prove remarkably successful in predicting and explaining the body of 

experimental results in particle physics.

1.1 The Standard M odel

Our current understanding indicates that there exist four fundamental forces of 

nature:

• the familiar electrom agnetic force which acts between charged particles,

• the aptly named strong  force which, within the nucleus, dwarfs the repul­

sive effects of the electromagnetic force and binds together the constituent 

nucleons (viz., protons and neutrons),

• the weak force which accounts for nuclear beta decay and other processes,

• and gravity , the weakest and, yet, most familiar of the four forces.

The effects of each of these forces are “mediated,” or transmitted by, the exchange 

of a particle: the electromagnetic force is mediated by the photon; the weak force 

results from the exchange of intermediate W ± and Z  vector bosons; gluon exchange 

accounts for the strong force; and the gravitational force is mediated by the gravi­

ton. The effects of a force are realized not by simple kinematical recoil (which
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might serve to explain repulsion, but not particle attraction), but are the result of 

the transmission of the force itself, carried by the mediator.

The standard model is a synthesis of several quantum field theories which 

describe the fundamental particles and their interactions by combining the prob­

abilistic nature of quantum mechanics with both the theory of special relativity 

and adherence to various symmetry laws. These interactions are described by 

two gauge theories: (1) the Glashow-Weinberg-Salam (GWS) theory which uni­

fies the seem ingly distinct electromagnetic interactions (described by Quantum 

Electrodynamics or QED) and the weak interactions by considering them to sim­

ply be different manifestations of the same electroweak force; and (2) Quantum 

Chromodynamics (QCD) which encompasses the theory of strong interactions.* In 

the standard model, the most fundamental building blocks of nature are called 

“quarks,” which interact via the strong and electroweak forces, and “leptons,” 

which interact through the electroweak force.

The leptons’ most famous member is the electron, commonly denoted just by 

e. Its more massive twins, the muon (/1) and tau (r), along with each of the cor­

responding massless neutrinos (ue, uu, and uT), round out the leptons which are 

grouped into the three isospin “generations” shown in Figure 1.1. Because the elec­

trically neutral neutrinos interact so weakly with matter, they easily pass through 

modem particle detectors without leaving any direct evidence of their existence. 

The concept of a neutrino was first introduced to explain a curiosity that occurs in 

nuclear beta decay. In this process, now understood to be the disintegration of the 

neutron, the only observed decay products are a proton and an electron. Suppos­

ing that nuclear beta decay proceeds via a two-body decay (as it appeared to), the

*In the realm of elementary particle physics, the gravitational force is far too weak to have 
any noticable effects and is, therefore, not considered. However, today much work continues in 
various efforts to include all four forces in a  single unified theory.
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predicted energy of the electron, E, is a fixed value and can be determined from 

simple relativistic kinematics. However, it was found that although they never 

exceed the value of E, electron energies from beta decay are not fixed, but vary 

between 0 and E. The neutrino was proposed as an “invisible” particle that was 

able to carry away the missing energy while eluding detection and preserving the 

sacred physical law of energy conservation. On theoretical grounds, the neutrino 

proved to be enormously successful and, eventually, its skeptical reception as a 

physical particle was repudiated by experimental evidence which overwhelmingly 

verified its existence.

QED, the theory of electromagnetic phenomena, describes interactions between 

charged particles. Like all fundamental interactions, QED derives from a principle 

known as “local gauge invariance.” By starting with the quantum mechanical wave 

equation for spin-| particles and merely modifying it such that it is unchanged by 

time- and space-dependent phase transformations (local gauge invariance), we can 

derive Maxwell’s equations which thoroughly describe classical electromagnetism. 

Furthermore, enforcing this local gauge symmetry dictates that charged particles 

interact via the exchange of massless, electrically neutral “gauge bosons” known 

as photons. Feynman calculus simplifies the relativistic quantum mechanical cal­

culation of probability amplitudes for a given process by employing perturbation 

theory to take advantage of the small size of the electromagnetic coupling con­

stant (a =  j3^), which is a measure of the probability that a Dirac particle emits 

or absorbs a photon. In addition, QED is a “renormalizable” quantum field the­

ory which ensures that calculated observable quantities remain finite. Because of 

its many desirable theoretical features and because it has proven to be a highly 

successful dynamical theory by predicting experimental results with astounding 

accuracy, QED is used as the model upon which the gauge theory framework for 

the other fundamental interactions is based.
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The quark model was originally introduced after it was found that, based upon 

their characteristics, classes of observed particles called “mesons” and “baryons” 

(collectively known as “hadrons”) could be grouped into curious pattems[2]. It 

was suggested that mesons and baryons are actually composites of two and three 

smaller constituent quarks of fractional charge. Originally thought to be more of a 

convenient mathematical construct than actual physical objects, the true existence 

of quarks began to receive credibility as results from experiments that probed the 

nucleus suggested a substructure to the nucleon. When the 1974 Jftp discovery 

[3] was explained as a new quark/anti-quark pair (cc) and the new particles pre­

dicted by the existence of the “charm” quark were soon discovered, the quark 

model was quickly on a very stable footing. After the 1995 discovery of the sixth 

(and final?) quark, experiment had verified the existence of each of the different 

types, or flavors, of quark in the standard model: “up” (u), “down” (d), “charm” 

(c), “strange” (a), “top” (£), and “bottom” (6). Like the leptons, these quark 

flavors, with electrical charge as given in Figure 1.1, are also grouped into three 

“generations” whose sole distinguishing feature is particle mass.*

In addition to the fractional electric charges already mentioned, quarks possess 

an additional quantum number which is unique to fundamental particles partici­

pating in strong interactions. Quarks, like leptons, are fermions with spin = 1 /2  

and therefore must obey the Pauli exclusion principle which forbids particles of 

half-integer spin from occupying the same state. Thus, the introduction of a new 

quantity called “color,” which is the QCD analog to electrical charge in QED, was 

initially an attempt to avoid the apparent violation of the exclusion principle in 

baryons such as the A++ which is comprised of uuu. By assigning to each u-quark

(Not depicted in Figure 1.1 are the corresponding anti-particles, one of which exists for a  each 
fundamental particle. A particle’s anti-matter partner has the same mass as the given particle, 
but has the opposite sign for every other identifying “quantum number.” Complicating matters 
somewhat is the fact that some particles are their own anti-particles.
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Figure 1.1: The fundamental particles of the standard model. Fermions interact 
via different forces mediated by the exchange of massless or massive gauge bosons.

a different color, “red” (R), “green” (G), or “blue” (B)*, the quarks in the A++ 

are considered to be in different states. The notion of color, which initially might 

appear somewhat ad hoc, has proven to be quite necessary and has lead to rich 

phenomenological physics -  most notably the contention that all observable par­

ticles are colorless (i.e., net color must sum to zero). This requirement, while far 

from obvious, offers an explanation as to why quarks don’t appear as free particles 

or in qq states, both of which are necessarily colored (the latter would have to be 

colored in order to again satisfy the Pauli exclusion principle).

The existence of three distinct quark colors was illustrated beautifully by several 

experiments which investigated the “cross-section” for various inelastic e+e" col­

lisions. In particle physics, a cross-section is akin to the traditional cross-sectional 

area presented by a target but further depends on both the incoming and outgoing 

particles, making it also related to the probability of observing a certain process. 

Through particle annihilation in collisions with center-of-mass energy, E, in excess

* Anti-quarks are assigned colors of “anti-red” (R), “anti-green” (G), and “anti-blue” (B).

Bosons
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of twice the muon mass, e+e" interactions can create a “virtual”** photon which 

can then decay to either or a quark-antiquark pair. Using only QED, it can 

be shown that as a function of center-of-mass energy, the ratio of cross-sections for 

e+e~ —► qq and e+e_ —► n +fi~ is approximately given by

where e, is the electrical charge of the ith quark and the summation is over the 

number of quark flavors with mass less than f . Here the factor of “3” arises 

entirely from assuming the existence of three different possible colors for each 

quark. Accordingly, R  is predicted to be 2 for the u ,d, and s quarks and y  ( y )  

as the collision energy surpasses the c (6) quark mass threshold. The conclusive 

experimental agreement with these predictions and the necessary factor of “3” 

validated the existence of the different quark flavors, as well as their three different 

colors.

Not unlike the exchange of photons which mediates electromagnetic interac­

tions, quarks interact strongly via the exchange of one of eight massless gluons. In 

QED, an effect known as “charge screening” results in an increase of a particle’s 

effective charge as the distance decreases between the point of measurement and 

the particle itself. However, while the photon carries no electrical charge, gluons 

themselves carry color (strong “charge”) and, as a result, can interact strongly 

with other gluons. Because the colored gluons diffuse the quark’s effective color 

charge, the same process that leads to “charge screening” in QED, has the oppo­

site effect in QCD, causing the effective color of a quark to increase with distance.

* Virtual particles can exist only wiikin the mechanism of a  process; they are not observed
particles. Therefore, virtual particles are not required to have the same mass as their urealn 
counterparts and can be “ofF-shell” to ensure that energy and momentum are conserved.
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This result, known formally as “asymptotic freedom,” yields a strong force cou­

pling “constant” which is anything but. For quarks in close proximity, the coupling 

strength asymptotically vanishes, resulting in quarks behaving essentially as free 

particles. This feature permits the use of Feynman calculus at small distances 

(which can result from very high energy interactions). However, as their separa­

tion increases, the strong interaction between the quarks increases dramatically, 

resulting in the quarks’ “confinement” within hadrons and, therefore, offering more 

explanation for why free quarks are not observed.

Leptons, however, do not carry color and, therefore, do not interact via the 

strong force; they interact via the weak force through the exchange of the inter­

mediate gauge bosons, viz., the charged W ± and the electrically neutral Z. Both 

of these bosons are quite massive which consequently limits the range of the force. 

While emission or absorbtion of a W ± or Z  connects two leptons within the same 

generation,

r

cross-generational coupling between the leptons is forbidden. Quarks also interact 

via the weak force, but the CKM matrix allows for conversion, albeit somewhat 

suppressed, between the quark generations. Unlike the other fundamental inter­

actions, flavor is generally not conserved at a weak vertex, and so the theory is 

occasionally referred to as “flavordynamics.”

In spite of the fact that photons are massless while the W ± and Z  bosons are 

incredibly massive, QED and the weak interactions have been shown to be mani­

festations of the same “electroweak” force. The apparent disparity resulting from
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the undeniable W ± and Z  boson masses is explained by a phenomena known as 

“electroweak symmetry breaking.” As mentioned previously, quantum field the­

ory calculations are necessarily based upon perturbation theory in the form of 

Feynman calculus. In addition, assuming that the potential energy is symmetric 

about its minimum, the perturbative series solution is expanded about this point 

and predicts the existence of a massless gauge boson, such as the photon in the 

ever-successful theory of QED. However, when QED and weak interactions axe 

combined into a single quantum field theory, the potential energy apparently has 

an infinite number of minima, about none of which is the function symmetric. 

This “spontaneous” symmetry breaking along with the requirement of local gauge 

invariance yields a process known as the “Higgs mechanism” which predicts the 

existence of the massless photon, the massive W ± and Z  bosons, and the yet un­

detected Higgs particle (or particles) which is (are) theoretically responsible for 

imparting mass to all of the massive fundamental particles in the standard model. 

In the coming millenium, one of the primary goals of experimental particle physics 

is the discovery of the Higgs particle(s) which would only add to the predictive 

achievements of the already remarkably successful standard model.

1.2 The Top Quark

After the 1977 discovery of the 6 quark in the T =  66 resonance state, attention 

quickly turned to the search for its partner in the third generation isospin doublet, 

the top quark. While it was plausible that the t did not actually exist and that 

the 6 was simply a member of a weak isospin singlet state, theoretical considera­

tions and experimented studies indicated otherwise. For example, in the inelastic 

process e+e~ —► Z  —► 66, several measurements of the forward-backward asym­

metry of 66 pairs, were consistent with standard model predictions which
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assume that the 6 is a member of an isospin doublet [4],[5],[6]. More importantly, 

these measurements were decidedly not consistent with ApB =  0 which would be 

indicative of a third generation isospin singlet and, thus, the non-existence of the 

t. In addition to the theoretical motivation of ensuring that the gauge theory of 

electroweak interactions be renormalizable, the existence of the top quark was fur­

ther supported by the absence of experimental evidence for flavor changing neutral 

currents in B  meson decays.

Yet, as the race to And the t quickly gained much fervor, an appropriate t 

quark mass range could not be determined a priori because only once the Higgs is 

discovered will the fermion masses be theoretically calculable. For years, further 

studies of R(E), mentioned previously, searched for a transition at the t quark 

mass threshold and continued to establish increasing experimental lower limits 

on the top quark mass. Experiments at proton-antiproton (pp) colliders, flrst at 

CERN and later Fermilab, steadily increased this lower limit until 1995 when the 

CDF and D0 collaborations announced the discovery of the top quark at a mass 

of «  175 GeV/c2 -  a mass that is staggering in relation to the other quarks. Even 

its isospin partner, the massive b quark, has a mass of only ~  5 GeV/c2.

1.2.1 Top Quark Production at Fermilab

At high energy pp colliders, such as the Fermilab Tevatron, top quark produc­

tion occurs via interactions between the constituent p and p partons*. While it 

is well-known that the proton (antiproton) is a baryon with quark content of uud 

(uud), it is an oversimplification to assume that these “valence” quarks are its only 

constituents. “Deep,” or high energy inelastic scattering experiments have shown

* Par tons are fundamental particles that participate in strong interactions, viz., quarks and 
gluons.
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that, on average, nearly half of the proton momentum is carried by the uncharged 

gluons which mediate the interactions between the valence quarks. Furthermore, 

these gluons produce many transient qq pairs known as “sea” quarksll which is 

especially true for gluons exchanged between valence quarks that carry a rela­

tively smaller fraction of the proton momentum. Accordingly, in pp collisions top 

quark production can proceed through quark-quark, gluon-gluon, or quark-gluon 

interactions.

At the Tevatron center-of-mass energy =  1.8 TeV), top quarks can be 

produced in tt pairs or as single <’s in association with a generic quark flavor 

or specifically with a 6 or both. As shown in Fig. 1.2, “single top” production 

proceeds through an electroweak vertex via “W-gluon fusion” or qq* annihilation 

to an off-shell W. However, due to increased experimental sensitivity and because 

its expected production cross-section exceeds that of single top by nearly a factor 

of three, QCD pair-production is the dominant contributor to the observation of 

top quarks at Fermilab. it production proceeds via the strong interactions in qq 

annihilation and gluon fusion, depicted in Fig. 1.3. At yfs =  1.8 TeV, however, 

the tt cross-section for production via qq annihilation is dominant by a factor of 

ss 5. This disparity exists not because the qq luminosity’* exceeds that of pp, but 

rather because pp interactions at the Tevatron rarely contain enough energy to 

produce a tt pair since an individual gluon tends to account for only a very small 

fraction of the proton momentum.

II These are often uu and dd pairs since the probability producing a specific sea quark pair is 
inversely proportional to the quark mass.

"T h e  number of interactions per unit area per unit time is often referred to as the “instanta­
neous luminosity.’’ The “total integrated luminosity” results from an integration over time and 
has the units of number per unit area.
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Figure 1.2: Various single top quark production processes.
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Figure 1.3: tt pair production processes. At Fermilab, the qq annihilation mecha­
nism dominates.
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1.2.2 Top Quark Decay

Without the incorporation of the previously mentioned CKM matrix, the standard 

model event rate predictions for several processes are disturbingly inconsistent with 

experimental results. But by including this unitary matrix which couples the weak 

eigenstates and the mass eigenstates for the d, s, and b quarks, new cancelling 

diagrams are permitted (known as the “GIM mechanism” [7]), thereby reducing 

the theoretical amplitudes and bringing the predicted rates into superb agreement 

with experiment. However, requiring that the CKM matrix be unitary effectively 

eliminates the possibility of any top quark cross-generational coupling, *.e., Vtb ~  1. 

Within the standard model then, the ~  175 GeV/c2 top quark is expected to decay 

almost exclusively to a real W + and a b since the decays to W +d and W *s are 

dramatically suppressed.

Typically, when a qq pair is created through head-on annihilation, the two 

quarks momentarily rush apart from one another as free particles. Yet, because 

the strong force increases with distance, the potential energy quickly becomes 

sufficient (at a separation of approximately 10“ 15 m) to produce a new quark- 

antiquark pair. As the original quark and antiquark continue to separate, more 

qq pairs are produced and eventually collect into a variety hadronic combinations. 

The experimentally detectable result, called “hadronization,” is fragmentation into 

two sprays or “jets” of colorless particles travelling in the directions of the original 

quark and antiquark. Yet, for the top quark, the expected partial width and 

lifetime r  are:

T(f —► Wb) =  1.55 GeV/c2 => r  as 4 x 10“25sec,

assuming V& =  1 , a top quark mass of Mtop =  175 GeV/c2, and a W  boson mass 

of Mw =  80.4 GeV/c2. With such a short lifetime, the top quark can be treated
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essentially as a free quark because it is expected to decay well before the time scale 

for QCD hadronization, ~  O(10~23 sec). Only if the top quark mass were less than 

120 GeV/c2 could the effects of fragmentation no longer be ignored[8 ].

Decay channels for tt events (see Fig. 1.4) are then distinguished simply by the 

decay modes of the daughter IF’s which can decay either leptonically or hadroni- 

cally:

W + -> (e+i/e), (fi+i/„), ( r +t/r ), (ud), or (cs)

W~ -> (e~ue), (r~ur), (ud), or (cs)

Noting that each of the hadronic pairs may occur in any one of three different col­

orless combinations, lowest order calculations estimate that the nine decay modes 

for each W  are equally probable. As shown in Table 1.1, the “all-hadronic” decay 

mode, which possesses the highest branching ratio, occurs when both W ’s decay

hadronically. Unfortunately, the 6-jet signature for events in this channel is fre-

CDF Decay Channel Decay Mode Branching Ratio

All-Hadronic tt —» qq'b qq'b 36/81 } 44%

Dilepton
tt —* eub eub 
tt —► fiub fiub 
tt —> fiub eub

1/81
1/81 5% 
2/81

Lepton + jets tt  —► eub qq'b 
tt —* fiub qq'b ! S ) «*

Table 1.1: The tt decay channels and their corresponding lowest order branching 
ratios.
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quently mimicked by other non -tt QCD processes which make it difficult to extract 

a it signal. Because r  decays are quite difficult to identify experimentally at CDF, 

the “dilepton” channel represents only events in which each W  decays either to 

a muon or an electron. While the dilepton channel suffers from a small branch­

ing ratio, it represents the cleanest tt signal with approximately 2.5 times more 

signal events expected over background[9]. Finally, the “lepton plus jets” chan­

nel, which is the focus of this thesis, represents it events in which one W  decays 

hadronically and the other decays leptonically to an electron or muon. Requiring 

a leptonically decaying W  significantly reduces the amount of background which is 

present in the all-hadronic channel, but does not prohibitively reduce the expected 

branching ratio.

1.2.3 Beyond the Standard Model and tt Resonances

Motivated by the striking successes of the standard model, the aim of particle 

physics has focused on efforts to understand at a more basic level the laws which 

govern fundamental interactions. As shown in Table 1.2, the standard model re­

quires the input of 18 independent free parameters which cannot be calculated 

theoretically, but must be determined through experiment. Because it is under­

stood that the standard model is not the complete theory of fundamental physics, 

we are now in search of a larger (unbroken) symmetry of nature. It is thought that 

the standard model, as it stands, is likely just the low-energy limit of a more global 

symmetry which might serve to explain electroweak symmetry breaking and the 

actual values of the parameters in Table 1.2, as well as account for the observation 

of three fermion generations.

One such potential new symmetry is called “supersymmetry,” which extends the 

symmetry of space-time with the introduction of several additional quantum me-
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Figure 1.4: Tree level qq —* tt production followed by standard model top quark 
decay.

Quantity
Number of 
parameters

Quark masses 6
e, (i, and r  masses 3
Coupling constants 3
Independent parameters of CKM matrix 3
Magnitude of CP violation 1
Fundamental electroweak mass scale 1
Higgs mass 1

Table 1.2: The 18 independent parameters of the standard model.
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Figure 1.5: The 15 left and right-handed fermions of the first generation of the 
standard model. Each quark exists in three different colors.

chanical dimensions. In addition to providing a method for electroweak symmetry 

breaking, supersymmetry predicts the existence of a supersymmetric partner for 

each observed fermion as well as the existence of several Higgs particles. Another 

proposed theory, “technicolor,” also provides a mechanism for imparting mass to 

the W  and Z  bosons, but instead introduces a new strong force which is analo­

gous to the strong color force. Furthermore, the large value of the top quark mass 

suggests the introduction of new strong dynamics which couple preferentially to 

the third generation. And so, a related theory known as “topcolor-assisted techni­

color” accounts for the large top quark mass and electroweak symmetry breaking, 

while predicting the existence of a residual global symmetry at energies below 

~  1 TeV. This residual symmetry would result in the generation of “topgluons” 

and a topcolor Z' with both decaying to tt and 66.

Because the coupling strengths within the standard model are energy-dependent, 

it is thought that at an energy many orders of magnitude greater than the weak 

scale, a grand unified theory (GUT) governs the fundamental laws of nature. 

Within a GUT, the interaction strengths of the electromagnetic, weak and strong 

forces merge, unifying the different types of interactions into one fundamental force. 

In addition, the 15 ostensibly distinct members which comprise each fermion gen­

eration (see Figure 1.5) are regarded as components of one single particle. GUTs 

suggest that at energies below the unification scale, this fundamental symmetry is 

broken and the local symmetries of the standard model distinguish the individual
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members of each generation, just as we observe in nature.

Not unlike the revolutionary discoveries of special relativity and quantum me­

chanics in the early part of this century, today’s particle physics community ea­

gerly anticipates radical new developments in the understanding of fundamental 

interactions — a dramatic transformation of paradigm which would supercede the 

standard model. And, today, while the details of this imminent theoretical rev­

olution are merely speculation, important efforts to discover evidence of physics 

beyond the standard model focus the scope of new physical theories and serve as 

the motivation for the research presented here.

And within the framework of the standard model, no particle decays to a tt 

pair**. While the Z  boson, with a mass of approximately 90 GeV/c2, can and does 

decay to bb, energy conservation precludes its decay to tt which would require a 

mass in excess of ~  350 GeV/c2. Consequently, the tt  mass spectrum is a read­

ily available experimental test for direct evidence of physics beyond the standard 

model. Verification of a tt resonance might point to the existence of a supersym- 

metric Higgs, a variety of technicolor particles, a topcolor boson, or some other 

manifestation of new physics. A thorough search for a tt resonance is the subject 

of this thesis and the following chapters discuss the experimental methods and 

analysis of data collected from proton/anti-proton collisions at Fermilab’s CDF 

detector between 1992 and 1995.

ftIt is true that the standard model Higgs must couple to the t  quark, but the expected 
production cross-section for H —* tt at the Tevatron is immeasurably small.
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Chapter 2 

Experimental Apparatus

Fermilab’s superconducting Tevatron accelerates proton (p) and anti-proton (p) 

bunches along a path four miles in circumference and within a beampipe housed 

20 feet beneath the plains of northeastern Illinois. During “Run 1,” which occurred 

from August 1992 to May 1993 (Run la) and January 1994 to July 1995 (Run lb), 

these p and p bunches were accelerated to 900 GeV. The resulting 1.8 TeV center- 

of-mass energy for nucleon collisions is currently unmatched by any other particle 

accelerator in the world. Such high energy collisions are highly desirable because 

they probe the standard model at increasingly shorter distances and provide the 

additional energy necessary for producing heavy particles such as the top quark.

2.1 The Tevatron

At Fermilab, these high energy interactions occur only after the completion of 

several stages, depicted in Fig. 2.1. Common hydrogen gas (H2) is first ion­

ized, forming negative hydrogen ions (H~) which are accelerated to 750 keV via a 

Cockcroft-Walton accelerator. The H~ ions are then passed to a linear accelerator,
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Debuncher LINAC
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Ring Tevatron

Figure 2.1: Schematic diagram of the Fermilab accelerator. While the Tevatron 
and Main Ring have the same radius, for the sake of clarity the two have not been 
superimposed.
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the Linac, in which an oscillating electric field is applied with increasing separa­

tion, bringing the ions to an energy of 400 MeV. By passing the H~ ions through 

a carbon foil, the electrons are removed, leaving only the proton nuclei. These 

protons are then accelerated to an energy of 8 GeV in the Booster, a synchrotron 

500 feet in diameter. In a synchrotron, like a linear accelerator, charged particles 

are accelerated by the application of an electric field. However, synchrotron mag­

nets bend the particles’ path into a circle so that they can be repeatedly subjected 

to an electrical “push” upon each revolution. The Booster operates in 12 cycles, 

transferring a dozen distinct proton bunches into another synchrotron, called the 

Main Ring, which is four miles in circumference and accelerates the bunches to 

150 GeV. After being coalesced into one bunch, the approximately 2 x 10u  pro­

tons are injected into the Tevatron which resides directly below the Main Ring, 

sharing the same tunnel. The Tevatron has the same basic structure as the Main 

Ring, with the major exception being the Tevatron’s superconducting magnets. 

Superconducting technology allows this synchrotron to attain much greater ener­

gies than are available to the Main Ring which employs conventional magnets to 

bend the beam’s path. A total of six proton bunches are ultimately transferred to 

the Tevatron in the manner briefly described above.

Obtaining sufficient numbers of anti-protons is a more complex process and is 

significantly more time-consuming, serving as the primary limitation on pp lumi­

nosity at Fermilab. In the first stage of p production, protons in the Booster are 

diverted to the Main Ring and accelerated to 120 GeV. These protons are then ex­

tracted and focused on a fixed tungsten target, creating interactions through which 

anti-protons (among many other secondary particles) are produced. A lithium lens 

is then used to select 8 GeV anti-protons which are then transferred to the De- 

buncher, a rounded triangular-shaped synchrotron whose primary purpose is to re­

duce the p momentum spread by rotating (and thereby cooling) the p bunches[10].
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(In addition, the Debuncher also aids in reducing oscillations in the transverse 

plane.) The beam is then sent to the Accumulator, a second triangular-shaped 

synchrotron which stores and continues to stochastically cool the 8 GeV anti­

protons. Once approximately 1 x 1012 anti-protons have been “stacked,” six p 

bunches are injected one-by-one into the Main Ring where they are accelerated to 

150 GeV before entering the Tevatron.

In the final stage of acceleration, the Tevatron brings the counter-rotating p and 

p bunches each to an energy of 900 GeV. The beams travel in a double helical path 

and therefore cross only at two interaction regions, known as B0 and D 0, where 

quadrapole magnets focus the beams to a transverse diameter of approximately 

35 pm. The Collider Detector at Fermilab (CDF) is located at B0 and is used to 

investigate the 1.8 TeV pp collisions.

At beam-colliding machines, event rates are measured in terms of instantaneous 

luminosity, £, which is given by

NpNpB f0
Aw<r2

where Np is the total number protons per bunch, Np is the total number antiprotons 

per bunch, B is number of bunches of each type, f 0 is the frequency of bunch 

revolution (47.7 kHz), and a2 is the cross-sectional area of the bunches (~  5 x 

10-5  cm2). The peak instantaneous luminosity for Run 1 was 2.8 x 1031 cm2 s -1, 

while more typical values were 0.54x 1031 cm2 s -1 for Run la  and 1.6 x 1031 cm2 s -1 

for Run lb. The total Run 1 integrated luminosity, f  Cdt, was measured to be 

106 x 1012 cm-2  or equivalently, 106 pb—1 [11].
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2.2 The CDF Detector

The CDF detector is designed to identify and measure the energy and momentum 

of the electrons, muons, photons, and jets which result from pp interactions at the 

Tevatron. The right-handed coordinate system of the cylindrical CDF detector, 

which is approximately symmetric about its nominal interaction point, defines the 

2-axis along the p direction, the azimuthal angle <f> with respect to the z-axis, and 9 

as the polar angle (see Fig. 2.2). Typically in hadron colliding experiments, pseu­

dorapidity, 77 =  —log(taxi |) ,  is preferred over 8 because, in the limit of massless 

particles, 77 is a Lorentz invariant quantity; therefore, particle multiplicity is ex­

pected to be constant per unit of 77. Accordingly, the CDF geometry is divided into 

three 77 ranges: the central, plug, and forward regions. While the CDF detector 

is actually a complex synthesis of numerous separate detectors, commonly labeled 

with TLAs*, it is further divided into three primary detection systems: charged 

particle tracking, electromagnetic and hadronic calorimetry, and muon tracking 

chambers.

2.2.1 The Tracking System

CDF’s innermost system, charged particle tracking, is comprised of three tracking 

detectors which are surrounded by a superconducting toroidal magnet 1.5 m in 

radius and 4.8 m in length whose 1.4 T field is directed along the p direction. This 

tracking system, coupled with presence of a magnetic field, serves as a crucial part 

of the CDF experiment because the resulting curvature of an identified particle’s 

trajectory provides a direct measurement of its momentum.

'Three Letter Acronyms.
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Figure 2.2: One quarter cross-section of the CDF detector which is forward- 
backward symmetric about the nominal interaction point located in the lower 
right of the figure.
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The CTC

Just inside the superconducting magnet, a large wire drift chamber called the 

Central Tracking Chamber, or CTC, provides excellent three-dimensional tracking 

in the central region for 77 < 1.0. Fig. 2.3 shows how the CTC cells are arranged 

into nine “superlayers,” five of which are axial running parallel to the beam line, 

while the remaining four stereo layers are at an angle of ±3° relative to the z- 

axis. Twelve sense wires run the length of each axial cell, whereas each stereo 

cell consists of six, yielding a total of 84 drift layers in the CTC. Due to the 

presence of crossed electric and magnetic fields, the CTC cells, filled with argon- 

ethane-ethanol gas, are tilted at 45° relative to the radial direction causing the 

drift electron trajectories to be approximately azimuthal[12]. Using hits in the 

CTC fit to an arc of a helix, the resolution of momentum in the transverse plane 

(Pj)  is given by SPt /P t < 0 .002 /V.

The VTX

Mounted inside the CTC, the Vertex Time Projection Chamber (VTX) is used 

primarily for z- vertex information used to separate the multiple interactions which 

frequently occur within a single bunch crossing. The VTX is comprised of eight 

octagonal modules filled with 50/50 argon-ethane gas, each divided into two 15.25 

cm long drift regions by a central high voltage grid. Drift electrons, resulting 

horn ionization by a charged particle, pass through a cathode grid at the end of 

a module’s drift chambers and enter the endcap region which houses 192 sense 

wires divided equally into octants. It is the arrival times of drift electrons at the 

sense wires which provide detailed charged particle tracking in the r — z direction. 

Covering ij < 3.25, the VTX determines the z  position of event vertices with an 

uncertainty of less than approximately 1 mm.
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Figure 2.3: A schematic diagram of the CTC cross-section, which illustrates how 
the 84 drift layers are arranged in the superlayer geometry.
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The SVX

The Silicon Vertex Detector (SVX) is supported by the VTX and immediately 

surrounds the beryllium beampipe itself. Due a significant amount of radiation 

damage suffered during Run la, the SVX was replaced with the SVX' between 

Run la  and Run lb. The SVX and SVX' detectors are identical with the excep­

tion of a few improvements that were included in the latter design, most notably 

the incorporation of radiation hard readout chips in anticipation of increased lumi­

nosity in Run lb. Centered about the nominal CDF interaction point, the 54 cm 

long SVX is able to provide precise r — (f) tracking for most events since the primary 

z-vertex position of all pp interactions at B0 is gaussian distributed about z =  0 

with er «  30cm. The SVX is comprised of two identical 25.5 cm cylindrical barrels 

which axe separated by an uninstrumented 2.15 cm gap at z = 0. As shown in Fig. 

2.4, bulkheads at the ends of each barrel support four layers of concentric silicon 

strip detectors, with each layer equally divided into 12 <f>—wedges. Within a wedge, 

each layer (at radii of 2.861 cm, 4.256 cm, 5.687 cm, and 7.866 cm) amounts to 

the rohacell carbon fiber rails of a “ladder” which supports three 8.5 cm silicon 

detector wafers laid end-to-end with aluminum read-out strips running parallel to 

the beamline. For charged particle hits, the intrinsic resolution of approximately 

13pm  in r — <f> results from the 60 pm  pitch, or separation between read-out strips, 

in the inner three layers and the 55 pm  pitch in the outer layer.

One of the most significant accomplishments of the SVX is its ability to dis­

cern secondary vertices in the plane transverse to the beamline. Combined with 

CTC tracking information, for high momentum tracks, the SVX provides impact 

parameter* resolution of approximately 15 pm. In high energy pp collisions, such

im p ac t parameter is defined as the distance of closest approach to the primary vertex of an 
event.
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Figure 2.4: A schematic diagram of one SVX barrel. The four layers of the barrel 
are divided into 12 wedges in <f>. The SVX detector is comprised of two barrels 
placed end-to-end.

capability aids tremendously in identifying b  and c quarks which form long-lived 

mesons and typically travel for a measurable distance in the r  — <f> plane before 

decaying.

2.2.2 The Calorimetry

Electromagnetic and hadronic calorimeters, located immediately beyond the su­

perconducting solenoid, measure the energy of electrons, photons, and jets within 

the fiducial volume of t j  < 4.2 and 2r in azimuth. The calorimetry is segmented 

into t j  and <f> “towers” which are directed radially outward from the nominal CDF 

interaction point. Both types of calorimeters use alternating layers of scintillator 

as the active medium. However, lead serves as the absorber for the electromagnetic 

calorimetry while the hadronic calorimeters employs layers of iron. As an electron 

or photon passes through the active medium, an electromagnetic cascade resulting
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from Bremsstrahlung occurs with a probability that depends on the number of 

radiation lengths through which the particle has traversed. Likewise, as a jet or 

hadron penetrates the scintillator of the hadronic calorimetry, daughter hadrons 

are produced in inelastic interactions and elastic scattering within the material, 

causing a similar shower of particles. The original energy of the incident particle 

can then be determined by the amount of showering radiation collected in the active 

medium. Because electromagnetic showers develop faster than hadronic showers, 

the hadronic calorimetry is placed outside of the electromagnetic calorimeters in 

each of the central, plug, and forward regions. However, the forward calorimetry, 

which covers 2.4 < \r]\ < 4.2, has limited use in this analysis.

The central electromagnetic calorimeters (CEM) cover approximately \ t j \  < 1.0, 

as does the combination of the central hadronic (CHA) and wall hadronic (WHA) 

calorimeters. The two cylindrical barrels which constitute the central calorimetry 

meet at z — 0 and are both divided into 24 0 —wedges of 15° each. Each of the 

ten projective towers within a wedge (see Fig. 2.5) covers At/ =  0.11, such that 

towers 0 through 8 combine for full 7/ coverage out to 1.0. Because tower 9 does not 

contain the full thickness of the electromagnetic calorimetry, electron candidates 

in this analysis are required to be produced at |t /| < 1.0, i.e., in CEM towers 0 

through 8 (see Section 3.1.1).*

Within the CEM, wire proportional strip chambers, collectively called the CES, 

are placed at a depth of 5.9 radiation lengths which is the location that corresponds 

to maximum average electromagnetic shower development. The CES provides 

shower position information both in r — 4> (using sense wires running parallel to 

the beamline) and in z (using strips perpendicular to the sense wires).

t Acryllic is appropriately substituted for lead absorber in certain layers, so that for any given 
axis parallel to the beamline, the effective radiation length thickness within towers 0 through 8 
remains constant as a  function of polar angle.
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Figure 2.5: A schematic diagram of the central electromagnetic and hadronic 
calorimeters. The projective tower geometry points back to the nom inal inter­
action point. The central muon chambers are also depicted.
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System Coverage
(1*11)

Segmentation 
(Arf x A<f>)

Energy resolution 
(GeV)

Thickness

CEM < 1.1 0.11 x 15° 13.7% /^/Et © 2% 18 X 0
CHA <0.9 0.11 x 15° 50% /vT f © 3% 4.5 A0
WHA 0 .7 -  1.3 0.11 x 15° 75%/vT ?© 4% 4.5 A0
PEM 1.1 -  2.4 0.11 x 5° 22%/y/Er 0  2% 18 -  21 Xo
PHA 1.3 -  2.4 0.11 x 5° 1 0 6 % / 0  6% 5.7 A0
FEM 2.2 -  4.2 0.11 x 5° 26 % /n/E F  © 2% 25 X 0
FHA 2.4 -  4.2 0.11 x 5° 137% /y/W f 0  3% 7.7 Ac

Table 2.1: Specifications of the CDF calorimetry systems.

The end plug electromagnetic and hadronic calorimetry (PEM and PH A, re­

spectively) covers the region out to 77 = 2.4. Due to difficulties resulting from 

using scintillator in the plug region, the disc-shaped PEM instead consists of 34 

alternating layers of lead and proportional tube arrays. Likewise, alternating iron 

sheets and proportional chambers with cathode read-out make up the PH A. The 

calorimetry energy resolution and additional specifications for the central, plug, 

and forward regions are given in Table 2.2.2.

2.2.3 The Muon Chambers

High Pt muons are identified in muon chambers comprised of arrays of drift tubes 

located outside of the calorimetry. The central muon detection system is divided 

into three subsystems: the central muon chambers (CMU), the central muon up­

grade (CMP), and the central muon extension (CMX), all shown in Fig. 2.2.

A CMU chamber, consisting of three modules filled with argon/ethane/ethanol 

gas, covers 12.6° in <f> and is located behind each of the 48 central calorimeter 

wedges as shown in Fig 2.5. Each of the three modules contains four layers of 

four single-wire, rectangular drift cells. Because the <j> location of each sense wire
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is offset by ± 2m m  in alternating layers, each module provides two independent 

measurements of the particle trajectory relative to the radial line passing through 

the wires. By tracking their path, muon candidates are matched to CTC tracks, 

resulting in momentum resolution of better than SPt /P t = 0 .002-Pr, as previously 

mentioned.

After nearly 5 interaction lengths of material presented by the calorimeters’ 

absorbing media, high Pj muons are essentially the only surviving particles which 

are detected in the CMU. Occasionally, however, hadrons are not absorbed in 

the calorimetry and “punch through” to the CMU. To reduce the rate of “fake 

muons,” 60 cm of absorbing steel was placed between the central calorimeters and 

the CMU in 1993, between Run la  and Run lb. The CMP, consisting of four 

additional layers of staggered drift chambers, was also added at this time. For 

\rj\ < 0.6, 85% of the solid angle is covered by the CMU, 63% by the CMP, and 

53% by both.

Muon detection is extended to |t/| < 1.0 with the CMX consisting of four free­

standing conical arches each made up of eight staggered layers of rectangular drift 

tubes. The central muon extension scintillators (CSX), which reside on either side 

of the CMX layers, serve as accurate timing counters used for muon triggering (see 

Section 2.2.4). The CMX system covers 71% of the solid angle for 0.6 < |t/| < 1.0. 

Additionally, the toroidal muon spectrometer of the forward muon system (FMU) 

covers 2.0 < \tj\ < 3.6 but is not used in this analysis due to large non-muon 

background rates and trigger ineffiencies.

2.2.4 Event Triggers

At B 0, bunch crossings occurred at a rate of 280,000 per second during Rim 1, 

with approximately 1 interaction per crossing in Run la  and over 3 interactions per
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crossing in Run lb . Because events at CDF can be written to 8 mm magnetic only 

at a rate of 5-10 Hz, a sophisticated trigger system was introduced to maximize 

the number of interesting events which are stored, while minimizing the amount 

of “dead-time,” i.e. the time during which additional pp interactions cannot be 

recorded.

Because not all event information is immediately available, the basic structure 

of the CDF trigger system consists of successive layers processing increasingly 

less events, but at a greater level of sophistication. This three-level system selects 

events with electrons, muons, or jets which are then recorded for subsequent offline 

analysis.

Level 1

The first level of selection, Level 1, uses only hardware triggers to perform a cursory 

search for either large energy clusters or muon tracks. Level 1 requires that: (1) 

the summed calorimeter trigger towers (of size A t/ x  A0 = 0.2 x  15°) exceed a 

certain region-specific threshold, (2) a large transverse energy imbalance exists 

within the calorimetry (known as /Cr, or “missing E r,n which can be indicative of 

the presence of a neutrino), or (3) that hits are registered in the muon chambers. 

While no tracking information is available to Level 1, fast outputs from the central 

muon detectors and the calorimetry result in a decision time of less than 3.5 (is. 

The output from Level 1 at a typical Run la  luminosity of 5 x 103ocm_2a_1 is 

approximately 1 kHz.

Level 2

It is in Level 2, with more detailed use of calorimeter information, that the majority 

of events are eliminated. Within Level 2, a hardware “cluster finder” identifies a
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“seed” tower above a certain energy threshold and subsequently includes the energy 

of neighboring towers. Furthermore, the central fast tracker (CFT), uses CTC 

hits to reconstruct high momentum tracks in t  — <f> with momentum resolution of 

S P j/P t  ~  0-035.Pt- As tracks are matched to either CEM clusters forming electron 

candidates or to track segments in the CMU, CMP, or CMX for muon candidates, 

the decision time for Level 2 increases to approximately 20ma, reducing the output 

rate to nearly 12 Hz.

Level 3

The final level of the trigger system is exclusively software based. Events surviving 

Level 2 are processed by common processors which constitute Level 3. At this level, 

events are nearly fully reconstructed differing only in that offline reconstruction 

performs three-dimension tracking, while Level 3 track reconstruction is limited to 

the r  — cf> plane. Events surviving Level 3 were written to tape at a rate of 3-5 Hz 

for Run la  and nearly 8 Hz for Run lb.
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Chapter 3

Mtf Event Samples

From the millions of events which survive the triggering system outlined in Sec­

tion 2.2.4, we must select the subset which are relevant to our search for a tt 

resonance. At the Tevatron, standard model tt production in pp collisions at a 

center of mass energy of y/s =  1.8 TeV is dominated by qq annihilation, while 

approximately 10% is attributable to gluon-gluon fusion (see Figure 1.3). To es­

tablish selection criteria (or “cuts”) for such events, we assume that tt pairs follow 

the expected standard model top quark decay of t —» Wb (see Section 1.2.2) and, 

in this analysis, we search explicitly in the “lepton -I- jets” channel depicted below:

p p  — > t t £

I ~W~ b

 ̂ ► q ^  (°r l~ i>l)

 - W + b

-̂-----  1+ vi (or q q1)

With £ representing the recoiling system, the event signature of such a tt event 

includes a highly energetic “primary lepton” (either an electron or muon) as the 

result of a leptonic W  decay, large missing energy due to the presence of an un­
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detected neutrino, and four hadronic jets. This chapter outlines (a) the primary 

event selection criteria for it events, (b) the data and monte carlo samples used in 

this analysis, and (c) additional cuts pertinent to our search for a resonance in the 

tt invariant mass spectrum.

3.1 Prim ary Event Selection

Identifying the presence of either an electron or muon resulting from the decay of 

a W  boson is of paramount importance to distinguishing tt events from the vast 

majority of events produced at CDF. These final state leptons typically differ from 

those produced via the semileptonic decay of 6 or c quarks because leptons from W  

boson decay are usually isolated from jet activity. Furthermore, leptons from W  

boson decay are often more energetic than those from b and c decays, tt candidate 

events must satisfy several electron or muon criteria before being considered to 

contain a “primary lepton.”

3.1.1 Electron Selection

This analysis considers electron candidates only in the central region, requiring 

that |t/| < 1.0. Candidates in the plug region are not included because such events 

are not expected to contribute significantly to the tt lepton + jets acceptance 

[9]. Also, the limited tracking at high [77! dramatically increases the probability of 

misidentifying charged hadrons as electrons (generically called “fake” electrons). 

Additionally, several specific “fiducial cuts” [9] require that the electron shower 

position (as measured by the CES) is sufficiently far from CEM wedge boundaries 

and any other known inactive regions. These requirements ensure that the electron 

energy is well measured in the active volume of the CEM calorimetry. As part
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of these fiducial electron cuts, a three-dimensional reconstructed CTC track is 

required to point to this electromagnetic shower.

Because we are ultimately searching for highly energetic electrons from W  

boson decay, additional selection criteria are imposed to reduce acceptance for 

background sources such as photon conversion, charged hadrons, and b and c quark 

decays. As previously mentioned, electrons from W  boson decay are typically more 

energetic than those from background sources and, thus, this analysis requires that 

a primary electron have Et  > 20 GeV. Also, because electrons from Z  boson decays 

tend to have characteristics similar to those from W  boson decays, a large data 

sample of Z  —* e+e“ events was utilized to establish additional criteria which 

improve primary electron identification. It was the investigation of the following 

set of electron variables which was used to identify Z  —> e+e" events as well as to 

establish the final criteria for primary electron selection:

• E / P  is the ratio of electromagnetic energy in the CEM cluster to the track 

momentum as determined in the CTC.

• ^ hao/ ^ em is the ratio of the amount of energy the electron candidate de­

posited in the central hadronic calorimeter to the amount of energy deposited 

in the CEM.

• Lgjjp, the “lateral shower profile,” investigates the energy distribution in the 

calorimeter towers adjacent to the seed tower. The expression for L ^ ,  which 

quantifies a comparison between the candidate electron’s energy profile and 

that which was observed in studies using test beam electrons, is given by:

Lsht = 0 .1 4 E  .
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where the sum is over the adjacent towers, E f3* is the observed energy in 

tower i, E?Ted is the predicted energy in tower i, 0'Pre(/ is the uncertainty on 

the predicted value, and 0.14y/E  is the uncertainty on the measured energy. 

Cutting on the Lskr variable increases the rejection of fake electrons, such as 

multiple particle backgrounds which tend to present a wider electromagnetic 

cluster in the CEM.

• X-rtripi n°t unlike Lsjjr , compares the profile of the CES electron shower 

shape to that predicted by test beam studies.

• A x  and Az represent the difference between the electron candidate’s ex­

trapolated CTC track and the location of the CES shower in r -  <f> and z, 

respectively.

• z -vertex  m atch is defined to be the longitudinal distance between the pri­

mary vertex of the event and the r =  0 z-vertex obtained from an extrapo­

lation of the electron track.

Using Z  —► e+e~ data events, Figure 3.1 shows distributions of these variables 

for electrons at CDF. To identify Z  —* e+e~ events, each was required to contain 

a primary electron which satisfied the tight cuts listed in Table 3.1. An event was 

classified as Z —> e+e~ if a second electron candidate passed both the fiducial and 

Et  > 20 GeV cuts and reconstructed an invariant mass with the primary electron 

which fell between 75 and 105 GeV/c2. These secondary electrons in Z  —► e+e-  

events comprise an unbiased sample of electrons in the CDF data and make up 

the distributions shown in Figure 3.1. The electron identification cuts used in our 

search for a tt resonance, which are identical to the previously mentioned tight 

electron criteria listed in Table 3.1, are also shown in Figure 3.1.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



39

Central Electrons

400

200

o
E/P

400

300

200

100

0
-0.2 0 0.2 0.4

300

200

100

0 0.025 0.05 0.075 0.1

^HAD /  ^EM

600

400

200

0
-4 •2 0 4

|Ax| (cm)

600

400

200

0 0 5-5
|Az| (cm)

400

300

200

100

0
0 4 6 8

z-vertex match (cm)

Figure 3.1: Distributions of several electron variables (described in the text) for 
electrons in CDF Z  —* e+e~ events. The primary electron identification require­
ments used in the tt resonance search are shown as dashed lines and are listed in 
Table 3.1.
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Variable Cut
E j

E /P
Ehad/E zm

^shr
|Ax|
|Az|

z-vertex match
Xatriv

> 20 GeV 
< 1.8
< 0.05 
< 0.2

< 1.5 071
< 3.0 cm
< 5.0 cm
< 10.0

Table 3.1: Selection cuts for primary electrons.

Finally, when a photon interacts with detector material, it can convert to an 

e+e_ pair, which can result in a fake primary electron. The presence of an addi­

tional oppositely signed track which extrapolates to a common vertex is indicative 

of a conversion. Accordingly, electron candidates which yield a small e+e~ invari­

ant mass and are within 0.2  cm in r  — <p and cot 8 < 0.06 relative to such an 

opposite-sign track are rejected, allowing us to largely remove conversions from 

our data sample. Also, to be considered a conversion, the com m on vertex is re­

quired to be no more than 50 cm in the radial direction from the b eam line. This 

ensures that the conversion is not located within the CTC volume where there is a 

dramatic increase in the probability that the conversion candidate is not actually 

the result of an 7  —» e+e~ conversion.

3.1.2 Muon Selection

As with electrons, this analysis only considers muon candidates in the central 

region with |t/| < 1.0. We search for primary muons by first requiring that at 

least one muon track segment (or “stub”) in the central muon chambers match 

to a CTC track. Primary muon candidates are classified according to the muon
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chamber(s) in which the stub is observed; i.e., they are labeled as CMX, CMU, 

CMP, or CMU/CMP muons. Because these muons, by definition, are detected 

in the central region, no additional fiducial cuts are necessary. In addition to 

cosmic rays, the principal muon background is charged hadron showers in which 

a secondary particle “punches through” the CDF calorimetry and fakes a muon 

track in the muon chambers.

Like the electron identification cuts described in Section 3.1.1, the remaining 

selection criteria for primary muons were established using actual Z  —* 

events collected at CDF. Various cuts on the following muon variables were applied 

in order to select Z  —» data events and also to identify primary muons in

this analysis:

• Pt  is the particle’s momentum in the transverse plane as determined from its 

trajectory measured in the CTC. The P j is said to be “beam constrained” 

because the reconstructed track is constrained to pass through the beam- 

line. Because we search for high Pt leptons in this analysis, primary muon 

candidates are required to have Pt > 20 GeV/c.

•  E h a d  ( £ e m )  I s  the amount of energy the muon candidate deposits in the cen­

tral hadronic (electromagnetic) calorimetry. Because a muon is a minimum 

ionizing particle and results in characteristically small calorimeter energy de­

position, muon backgrounds are reduced by requiring that the values of these 

variables fall within a certain range.

• d0, the “impact parameter,” is given by the distance of closest approach 

between the extrapolation of the reconstructed CTC track and the beamline. 

Requiring d0 to be less than a certain value aids in reducing cosmic ray 

backgrounds which, in general, are not consistent with muons that originate 

near the nominal beamline.
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• | Ax|cmuj I Ax|cmp, and |A x |CMX represent the difference, in r — (f), between 

the extrapolated CTC track and the location of the corresponding muon 

stub.

• z-vertex  m atch is defined to be the longitudinal distance between the pri­

mary vertex of the event and the r  =  0 z-vertex obtained from an extrapo­

lation of the muon track.

Using Z —* data events, Figures 3.2 and 3.3 show distributions of these

variables for muons at CDF. Identifying Z —* (i+[i~ events first required that each 

contained a primary muon which satisfied the tight cuts listed in Table 3.2. An 

event was classified as Z  —► if a secondary muon candidate passed the P t

> 20 GeV/c cut, and if its invariant mass with the primary muon fell between 

75 and 105 GeV/c2. As with the electron selection studies, it is these secondary 

muons in Z —» events which comprise an unbiased sample of muons in the

CDF data and make up the distributions shown in Figures 3.2 and 3.3. The muon 

identification cuts used in our search for a tt resonance, which are also listed in 

Table 3.2, are shown in these distributions.

Variable Cut
Pt

^HAD
P'HAD +  E eM

do 
|A x |cmu 
|A x |cmp 

|A x |cm x 
z-vertex match

> 20 GeV/c 
< 2  GeV 
< 6  GeV

> 0.1 GeV
< 3 mm
< 2.0 cm
< 5.0 cm
< 5.0 cm
< 5.0 cm

Table 3.2: Selection cuts for primary muons.
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Figure 3.2: Distributions of several muon variables (described in the text) for CMU 
and/or CMP muons in CDF Z  —> events. The primary muon identification 
requirements used in the tt resonance search are shown as dashed lines and are 
listed in Table 3.2.
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Figure 3.3: Distributions of several muon variables (described in the text) for CMX 
muons in CDF Z  —► fi+p~ events. The primary muon identification requirements 
used in the tt resonance search are shown as dashed lines and are listed in Table 
3.2.
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3.1.3 W  Selection

After using the selection criteria outlined in Sections 3.1.1 and 3.1.2 to identify 

the set of events which contain either a primary electron or muon, an additional 

set of cuts is imposed to select a subset of events called the “W  sample.” As a 

fundamental requirement for lepton 4- jets tt events, these cuts select events which 

contain a single W  —> lu candidate decay.

To eliminate primary lepton contributions from background sources (such as 

semileptonic decays in bb events), we apply “isolation” cuts to electron and muon 

candidates to ensure that they are well isolated, far from jet activity. The isolation 

variable, /, measures the non-lepton contribution to the energy surrounding the 

primary lepton and is given by:

’ E ^ - E t
Ei

i  =

for electrons

e £ a l - e t  t  - p -— for muons

where

• E$al is the sum of the calorimeter transverse energy in a cone of radius 

A R  =  ^ (A  t/)2 + (A0)2 =  0.4,

• Et  is given by the CEM tower cluster for electrons, and

• E r for a muon is given by its beam constrained P j, assuming that the muon 

mass (105 MeV/c2) is negligible.

W  sample primary leptons are required to have I  < 0.1.

The W  sample also reflects selection criteria aimed at eliminating contributions 

due to Z  boson decays. Clearly, establishing such cuts relies heavily upon the
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Z  —*■ e+e~ and Z —* studies presented in Sections 3.1.1 and 3.1.2. After

identifying a primary lepton (with I  < 0.1), a somewhat looser set of selection 

criteria is employed to search for a second, opposite-signed lepton of the same 

generation. These secondary lepton cuts for Z  boson removal are listed in Tables 

3.3 and 3.4 for electrons and muons, respectively. In agreement with the earlier 

studies, an event is labeled as a Z  boson decay and removed from the W  sample 

if the invariant mass of the primary and secondary leptons is greater than 75 

GeV/c2, but less than 105 GeV/c2. Z  boson removal is expected to eliminate very 

few standard model tt events [13].

Variable Cut
Et > 10 GeV

&HAD /  EEM < 0.12
I < 0.2

If secondary e is in CEM:
E /P < 2.0

Table 3.3: The secondary electron cuts used for Z  boson removal.

Additionally, our selection criteria must also identify the presence of a neu­

trino candidate since we search for a leptonic W  decay. Because neutrinos interact 

so weakly with matter and are undetected at CDF, their transverse energy can 

be measured indirectly by determining an event’s E j  imbalance, known as the 

“missing E rn or £ t - Assuming that the net momentum of a collision’s original 

pp pair is zero, a large imbalance in the total energy of the resulting debris is 

then attributable to the presence of a neutrino (detector errors notwithstanding). 

The “raw” in an event is given by the negative of a vector sum of transverse 

energies which result from clustering signals in the calorimeter towers. However, 

because the muon is a minimum ionizing particle, its (relatively meager) calorime-
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Variable Cut
Pt > 10 GeV/c

If the secondary fi is associated with a stub:
Ezsi < 5.0 GeV

< 10.0 GeV
|Ax|Cmuj |Ax|cmp, orjAx|cmx < 5.0 cm

I < 0.1
If the secondary fi is not associated with a stub:

< 2.0 GeV
•̂ HAD <6.0 GeV

tol < 1.1
I < 0.2

Table 3.4: The secondary muon cuts used for Z  boson removal.

ter deposits are not included in the raw S t  calculation for events with a primary 

muon. In such events, the muon E j  is instead determined from its mass of 105 

MeV/c2 and its Pt measured in the CTC. Likewise, a similar correction procedure 

is performed for all minimum ionizing tracks with Pt > 10 GeV/c. Raw S t  in 

excess of 20 GeV is required for events in the W  sample.

The final W  sample cut eliminates all events that satisfy the selection criteria 

used in the CDF dilepton top quark analysis [9]. While these top dilepton can­

didates must include at least one primary lepton as described in Sections 3.1.1 

and 3.1.2, the second lepton is required to satisfy somewhat looser cuts, allowing 

for potential overlap between the lepton+jets and dilepton analysis. Explicitly 

eliminating dilepton candidates from the W  sample ensures that exclusive sets of 

data events are used in the two analyses.

By measuring only the S t  in an event, the longitudinal component of the neu­

trino momentum is left undetermined and, therefore, prevents us from calculating 

the W  invariant mass, Mw, for events in the W  sample. However, a related quan­
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tity known as the “transverse mass,” Mr, which is the two-dimensional analog to 

invariant mass, is our best alternative measure of M w • Neglecting the charged 

lepton mass, the expression for M r is given by:

AfT =  V/( / ’f  + 0T)2 - ( P ] . + £ ) 2

or, equivalently,

Mt =  s J ^ U l  — cos<f>)

where Pf is the charged lepton transverse momentum vector, $T is the vector rep­

resenting the negative of the energy imbalance, P f =  |P f |, and <f> is the angular 

separation between Pf and #T. As expected, the M r shape from events in the 

W  sample, shown in Figure 3.4, peaks at Mw % 80 GeV/c2 and has the smeared 

Jacobian shape which results from performing the measurement in only two di­

mensions. A detailed study of the W  sample Mr spectrum yields a measured Mo­

vable of 80.433 ±  0.079 GeV/c2 [6], in agreement with the world average Mw = 

80.394 ±  0.042 GeV/c2 [6].

3.1.4 Jet Selection

Using only calorimeter tower information, a cone of A R  = 0.4 is used to reconstruct 

jet clusters as outlined in Section 2.2.4. From the total calorimeter energy, E, 

deposited within the clustering cone, the jet Et  is given by E  sin 0, where 6 is the 

azimuthal angle of the Et  weighted centroid of the clustered towers.

Like the CDF top quark mass analysis [14], our search for a it resonant state 

in the lepton +  jets channel requires that candidate events satisfy the W  sample 

selection criteria and contain at least four jets. Of course, this latter cut is based 

upon the expected standard model tt  decay to a 6, 6, and two hadronic W  daugh­
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Figure 3.4: The lepton-neutrino invariant transverse mass for events in the W  
sample. The left (right) plot shows the M j spectrum for events containing a 
primary electron (muon).

ters, all of which will fragment, forming jets in the CDF detector. Therefore, in 

this analysis, we select events from the W  sample provided that they contain three 

jets with E t  > 15 GeV and [77! < 2.0 and a fourth with E j  > 8 GeV and \ t } \  <  

2.4. Event simulations indicate that the beneficial increase in tt acceptance which 

we gain by relaxing the requirements on the fourth jet outweighs the less dramatic 

increase in non -tt background. In 106 pb-1 of data collected at CDF in Run 1, 

163 events from the W  sample also satisfy these jet requirements.

Identifying b J e ts

Of the various background sources in this analysis (see Section 3.2.1), the primary 

contribution comes from W  boson production in association with jets, which rarely 

(approximately 1%) include an actual b jet. Therefore, distinguishing between 

signal events and these W  + multijet backgrounds can be greatly enhanced by
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identifying one or both of the b jets which result from standard model tt decay.

Because the long b lifetime is only magnified in the lab frame due to a large 

boost from the massive tt system, the b quark will form a B  hadron which can 

travel a measurable distance before decaying. Accordingly, the secondary-vertex 

algorithm (JETVTX) uses the Silicon Vertex Detector (SVX) to search within a tt 

candidate event for additional vertices that are displaced from the primary vertex. 

These secondary vertices aid in identifying (or “tagging”) jets that result from b 

(or c) quark decay. A second, complementary tagging algorithm, the soft lepton 

tagger (SLT), identifies b jets by searching for extra leptons in the event which are 

consistent with having come from semileptonic B  hadron decay. These b tagging 

algorithms are discussed in more detail below.

SVX Tags

As previously mentioned, it is the long lifetime of the b quark which leads to a 

large B  hadron proper decay length (cr «  480 fim  and depends on the specific 

hadron[6|) and, therefore, a measurable displaced secondary decay vertex. The 

primary vertex of an event is defined using a weighted fit of both the z-vertex 

position (as determined by the VTX) and the SVX tracks in the event which 

are not consistent with having come from a secondary vertex. While the actual 

primary vertex position is gaussian distributed in r  and z about the center of the 

CDF detector (with approximate tr’s of 35/zm and 30cm, respectively), we correct 

for the varying relative slope between the beamline and the CDF detector axis and 

find that the measured primary vertex has 6-36 fim  uncertainty in the transverse 

t — (f> plane. The decay length separation between the primary and secondary 

vertices is projected into the transverse plane and is labeled as Lxv as is shown in 

Figure 3.5. The sign of Lxy is positive (negative) if the secondary vertex and its
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associated jet are in the same (opposite) hemisphere. Also depicted in Figure 3.5 

is the impact parameter, do, which is defined as the distance of closest approach 

between the primary vertex and the extrapolation of the tracks which define the 

secondary vertex. The estimated uncertainty on do is called <rd0.

After requiring that tracks satisfy certain quality criteria [15] and \do\l<Td0 > 3 

to ensure that they are displaced, the JETVTX algorithm is applied to all such 

tracks that match to a jet within cos 8 = 0.8, where 6 is the angular separation in 

the transverse plane between the track and the axis of any jet with Et  > 15 GeV 

and \tj\ < 2.0. If at least two such tracks exist for a given jet, the vertex is defined to 

be displaced. In order to increase the 6 (or c) purity of tagged jets, we suppress the 

background contributions from non-heavy flavor events with mismeasured tracks 

by further requiring that Lxy be both positive and greater than three times its 

uncertainty. Surviving jets are finally tagged as a heavy flavor quark jets provided 

that they are not consistent with coming from K® —» tt+t ~ and A0 —» p+ir_ decays.

SLT Tags

Using a complementary method for tagging jets, the SLT tagger exploits the 

semileptonic decays of the b and c quarks as shown in Figure 3.6. Both processes 

shown in this figure have an expected branching fraction of approximately 20%, 

making this a viable means for identifying b jets in tt decays. The leptons from B 

meson decay tend to have characteristically low Pt  (on order of a few GeV/c) and 

are often found in the midst of jet activity resulting from the fragmentation of the 

b quark. To identify soft leptons from 6 decay, the energy (momentum) threshold 

for lepton selection as described in Section 3.1.1 (Section 3.1.2) is reduced to 2 GeV 

(2 GeV/c). Electrons produced by semileptonic b decays are required to contain a 

high-quality CTC track that matches to a CES cluster whose profile is consistent
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secondary
vertex

Figure 3.5: Schematic diagram of a typical secondary vertex which is associated 
with a jet resulting from the heavy-flavor quark decay.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



53

with that of an electron shower. Likewise, the CTC track for SLT muons must 

match to a track in the central muon chambers. However, unlike primary leptons 

in the W  sample, no isolation requirements are placed on SLT leptons as we expect 

them to be produced in association with significant amounts of jet activity. For this 

reason, SLT muons are not required to yield energy deposition that is consistent 

with a minimum ionizing particle as we demand for primary muons. The specific 

SLT cuts are optimized for selection of non-isolated leptons from semileptonic b 

decays and are described in more detail in Reference [16].

Figure 3.6: Semileptonic 6 quark decays.

Although the actual 6 purity of jets that are S VX tagged is significantly greater 

than that of SLT tags, both methods of b jet identification are critical to our 

search for a tt resonance. By utilizing information that is nearly uncorrelated, the 

combination of both algorithms allows us to enjoy a greater tt  acceptance than 

using either tagger alone.
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3.1.5 Summary of Primary Event Selection

In our search for a tt resonance we select only W  boson candidate events which 

have:

• an isolated, high-Pr lepton (as required by the W  sample selection criteria)

• gT > 20 GeV (as required by the W  sample selection criteria)

• 3 jets with E r > 15 GeV, 177 | < 2.0

• a 4th jet with ET > 8 GeV, j 77 | < 2.4

Furthermore, we consider only events in the so-called “tagged” and “untagged” 

samples. “Tagged” events meet the additional requirement that they contain at 

least one SVX or SLT 6-tag, while events which fall in the “untagged” sample 

are those which contain no 6-tags but whose fourth jet satisfies the tighter jet 

requirements of ET > 15 GeV, 177 | < 2.0.

3.2 M onte Carlo Simulation and Background

Computer-generated event simulations, known as “Monte Carlo,” are used through­

out this analysis to both aid in establishing selection criteria and to determine the 

expected signal and background event distributions once the final cuts have been 

set. These generators, which simulate multi-process pp event showers based on 

QCD and Electroweak theory, allow us to more thoroughly understand the sig­

nal and background contributions to our data sample. Understandably, however, 

Monte Carlo simulations are rarely accurate to more than leading order in a3 and 

often rely on QCD cascade approximations to simulate higher order processes. In 

this analysis, all event simulations have their 6 decays based upon the detailed
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knowledge of B  hadron decays which has been developed by the CLEO experi­

ment and is reflected in our use of the QQ Monte Carlo package [17]. All other 

short-lived particles, however, decay according to the branching ratios reported by 

the Particle Data Group [6]. For each Monte Carlo sample used in this analysis, 

we employed the parton distribution function that was favored at the time of gen­

eration. The output of any Monte Carlo event generator is an extensive list of final 

state particle four-vectors, which in turn, serves as the input to a CDF detector 

simulation package called QFL [18]. This simulation models the detector response 

to final state particles using a parameterization that is based upon observed data 

distributions as well as test-beam studies.

We employ three different Monte Carlo generators to simulate signal and back­

ground sources which contribute to our search for a tt resonance:

• Because our search focuses on any narrow resonance particle, X , that decays 

to tt, we use PYTHIA 5.7 [19] to model the signal process with Z' —► tt 

event for natural width T equal to 1.2% and 4% of Mz>, the Z' mass. We 

generate Z' —> tt Monte Carlo samples at both widths for 13 values of Mz> 

between 400 GeV/c2 and 1 TeV/c2. These samples do not model the gamma 

or interference processes. The PYTHIA Monte Carlo package simulates pp 

collisions with parton fragmentation given by the Lund string model for u, 

d, and s quarks, while the Peterson fragmentation model is used for the c, 

6, and t quarks. Unless otherwise noted, the CTEQ2L parton distribution 

functions are used for all PYTHIA samples.

• Standard model tt production is modelled using the HERWIG [20] Monte Carlo 

package which is based on leading order QCD matrix elements for the hard 

processes, followed by coherent parton shower evolution, cluster hadroniza- 

tion, and an underlying event model based on data. Unless otherwise noted,
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all subsequent references to the HERWIG tt sample explicitly imply that the 

MRSDO' structure functions were employed and that the events were gener­

ated with a top mass of 175 GeV/c2.

• The non -tt background sources are modelled using VECBOS which is a parton- 

level program based on tree-level matrix element calculations for W  4-jets 

production. Partons resulting from VECBOS simulation of hard scattering 

processes are subsequently evolved and hadronized using a separate program 

derived from H ER PR T, the parton shower model contained in HERWIG. 

Unless otherwise noted, the VECBOS samples used in this analysis use the 

MRSDO' structure functions and simulate W4-jets events with the Q2 scale 

of the hard scatter set equal to the average P-f- of the outgoing partons.

While there are other contributing sources to the non-tt background in this anal­

ysis, we have found the VECBOS W H-jets sample alone sufficiently models the 

expected non -tt background distributions for all relevant event variables [14]. In 

the following section, we discuss the expected backgrounds in this analysis.

3.2.1 Backgrounds

In addition to standard model it production itself, there are several non-tf sources 

which constitute background for our search of a narrow it resonance. The sources 

considered here are W /Z +jets events which contain heavy flavor quarks, non-W/Z 

events, diboson (W W , Z Z , W Z) production, Z  —► t t  processes, and single top 

quark decays.

W  production in association with b and/or c quarks is modelled by VECBOS as 

described above and serves as the single largest non -it background source in this 

analysis. Specifically, we consider Wbb and Wcc production resulting from gluon
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splitting as well as Wc production (both processes are shown in Figure 3.7). From 

Monte Carlo simulation, we estimate the fraction of events surviving our selection 

criteria that result from these sources. By investigating only the Z /W + l  jet and 

Z/W + 2  jets events, Monte Carlo studies show that the expected number of events 

in our data sample that are due to Zbb, Zee, and Zc events can be determined by 

an appropriate scaling of the Wbb, Wee, and Wc predictions.

W*
AAAAAAAA

b,c

b,c

Figure 3.7: Wbb, Wee, and Wc production processes which contribute to the non -it 
backgrounds for the search for X  —*■tt search.

The expected contributions due to non-W/Z tagged events, such as direct 66 

and cc production, are estimated by determining the number of tags as a function 

of lepton isolation and S t - Because it is unlikely that events include W  boson 

production if they have both low S t  and a well-isolated lepton, investigation of this 

region of phase-space provides an estimate for the non-W /Z  rates that contribute 

to non -tt background. Furthermore, the small backgrounds from diboson and 

single top production are estimated from their expected acceptances (determined 

from Monte Carlo) along with their measured and predicted production cross- 

sections, respectively. The signal contamination due to Z  —► t t  is also estimated 

through Monte Carlo simulation with the normalization set such that the number
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of expected Z  —> 11+ > 1-jet events agrees with the number observed in the CDF 

data.

Also, the impurity of 6-tagging (i.e., “fake” tags), which can come from any 

of the above sources, contributes to the expected background for tt production. 

In the JETVTX tagging algorithm, such fakes come from primary vertex tracks 

which, due to mismeasurement, erroneously reconstruct to a secondary vertex. 

Recall (Section 3.1.4) that in an attempt to eliminate such mistags, we require 

that Lxy > 0. It is, therefore, reasonable to assume that the Lxy distribution for 

fake displaced vertices which satisfy all the JETVTX selection criteria, save Lxy > 

0, will be symmetric about Lxy = 0. Accordingly, events with negative Lxy allow 

us to parameterize the probability of obtaining a fake SVX tag for a given jet Et , 

rj, and number of SVX tracks in the jet. By applying this probability distribution 

function to events in our data sample, we determine an estimate for the number 

of fake SVX tags. Likewise, fake SLT tags are parameterized as a function of Pr 

through investigation of data samples of generic jet events [16].

Background C alculation

While the kinematics of these non-it background sources are well-modelled by 

VECBOS, we utilize the expertise developed in CDF’s measurement of the top 

quark mass [14] to precisely calculate the overall normalization of the expected 

non -tt background contribution to our data sample. The data sample selection 

criteria discussed thus far are identical to those applied in the top mass analysis. 

Yet, to further increase signal purity, that particular analysis applies an additional 

X2 cut on the kinematic top mass lit and uses the expected background rates 

described above to determine the non-tt contribution to their data sample. For 

our purposes, the non-tt background contribution is calculated as in the CDF top
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quaxk mass measurement, but with the appropriate scaling which results from 

additional acceptance calculations accounting for differences in selection criteria.

Using a maximal likelihood technique, the non-tt background contribution to 

the top mass analysis is calculated for four, exclusive event subsamples: events 

with (i) only SVX tags, (ii) only SLT tags, (iii) both SVX and SLT tags, but not 

necessarily on the same jet, and (iv) no tags. For each subsample, the expected 

number of events (Nexp) is determined as a function of both the number of ft 

events (N ti ) and the number of non-tt events ( N w )  which comprise the events in 

that particular subsample, i.e.,

N exp = a x N a  + £  cfc x N ? '  + £  x ( N w ) (3.1)
k I

where a is the tagging probability for standard model tt events in this particular 

subsample; the k (i) index sums over background sources for which an expected 

absolute number of events, 1V£6* (fraction of W  candidate events, <£,■) has been de­

termined; and cjt and 6, are the corresponding tagging probabilities for background 

events. Then through a conventional likelihood technique, the most probable values 

of Na  and N\v are determined by fitting to the number of events actually observed 

in each subsample. This likelihood procedure includes the constraint that Nn and 

Nw for all four subsamples sum to 151, the total number of events surviving the 

selection criteria outlined thus far with the additional top mass analysis kinematic 

fit x 2 cut.

During the period of time that we worked towards optimizing additional selec­

tion criteria for a tt  resonance search, the fitted non-tt background contributions 

to the CDF top quark mass analysis were as listed in Table 3.5 [21]. Accordingly, 

for the top mass analysis, the uncertainty in the estimated total amount of non-tt 

background was given as approximately 27% [22]. We also use this value as a
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reasonable estimate for the uncertainty in the amount of non-tt background since 

it only plays a very limited role in our search for a tt resonance. However, since 

that time, the CDF collaboration has improved its measurement of the ratio of 

6-tagging rates for Monte Carlo and data. Clearly, this change affects many of the 

quantities in Equation 3.1. The resulting non-tt background contributions to the 

CDF top quark mass analysis are listed in Table 3.6 [14].

Subsample Nw
only SVX tags 
only SLT tags 

SVX and SLT tags 
No tags

1.5 ±0.5
5.9 ±  1.3 
0.5 ±0.3

23.9 ±  6.6

Table 3.5: The non-tt background contributions as calculated in the top quark 
mass analysis before the updated Run 1 measurement of the ratio of 6-tagging 
rates for Monte Carlo and data.

Subsample Nw
only SVX tags 
only SLT tags 

SVX and SLT tags 
No tags

2.1 ±0.6
7.7 ±  1.3 
0.8 ±  0.3

30.7 ±  4.6

Table 3.6: The non-tt background contributions as calculated in the top quark 
mass analysis after the updated Run 1 measurement of the ratio of 6-tagging rates 
for Monte Carlo and data.

While, in principle, a large change in the expected non-tt background contri­

bution would affect where we set our x2 selection cut (described in Section 3.5.3), 

we expect that the difference between Tables 3.5 and 3.6 would have no noticable 

effect on this analysis. Fortunately, as Section 3.5.3 details, not only is the x 2 cut 

used in our search quite loose, but the fact that it was obtained Rom a compromise
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of studies performed for several resonance masses makes it is even less dependent 

on the non-tt background normalization of Tables 3.5 and 3.6. Furthermore, the 

philosophy of this analysis has been to attempt to set selection criteria which in­

crease our discovery potential for a narrow tt resonance, but to realize that the 

cuts may never be entirely “optimized.” The frequent aphorism has always been: 

“Cuts are neither ‘right’ nor ‘wrong’ -  but they may only be ‘more optimal’ or 

‘less optimal.’”

3.3 Jet Corrections

Before determining an event’s tt invariant mass (Mu) in an effort discover to evi­

dence of a resonance in the Mti spectrum, we first apply a detailed set of corrections 

to the jet energies in the event. These jet corrections account for the non-linear re­

sponse of the calorimeter, non-instrumented regions of the detector, contributions 

from extra event activity, and a variety of other sources which affect jet energy 

measurements. In this analysis, jet corrections fall under two broad categories: 

flavor-independent corrections which are applied to all jets (with Et  > 8 GeV) 

and parton-spedflc corrections that are applicable to the four leading, or highest 

Et , jets in an event which are assumed to result from tt decay in the lepton+jets 

channel.

3.3.1 Generic Jet Energy Corrections

The “generic,” or flavor-independent, jet energy corrections that are applied to 

all jets in tt candidate event account for both detector and reconstruction effects. 

These include corrections for:

•  The relative energy scale
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• The absolute energy scale

• Underlying event

• Out-of-cone effects

These corrections discussed in more detail below.

Relative Energy Scale Correction

To reduce any effects of 77-dependent calorimeter response, we use a relative energy 

correction. This is derived from requiring the energy balancing in di-jet events 

collected in the data. This correction ensures that the different calorimeter regions 

are corrected relative to the central region, 0.2 < \rj\ < 0.7. Due to degraded energy 

resolution and lower statistics, the uncertainty in the relative correction, which is 

parameterized as a function of 77, is largest near cracks between detector modules.

Absolute Energy Scale Correction

The absolute energy scale is based on actual calorimeter response to incident pions 

and electrons from both data events and testbeam studies. An extensive detector 

simulation package was tuned to duplicate the observed calorimeter response to 

these particles. As a result of determining the Monte Carlo fragmentation param­

eters for simulated di-jet events which reproduce distributions of numerous event 

variables observed in the data, a direct mapping was established from which an 

incident particle’s energy is deduced from the calorimeter response. In addition 

to the typical uncertainties from Monte Carlo studies, the uncertainty in the ab­

solute energy scale correction is due to sources in the calorimeter response studies 

such as finite statistics and assumptions about the momentum spectrum at low- 

momentum.
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Underlying Event Correction

This correction accounts for the effects of multiple pp interactions within the same 

event as well as the effects of any additional underlying events resulting from 

the primary interaction. Because the number of interactions per bunch crossing 

changed dramatically between Run la  and Run lb (see Section 2.2.4), this cor­

rection is different for the two cases. For events collected in Run la, subtraction 

of 0.72 GeV/c from jet Pt after applying the absolute correction is intended to 

account for the total effect. For Run lb events, however, 0.297 GeV/c per interac­

tion is subtracted from each raw jet Pt . After applying the absolute correction, we 

then subtract 0.65 GeV/c from the P j of each jet to account for underlying events 

in Run lb. An uncertainty of ±30% is assigned to the underlying event correction, 

which translates to less than approximately 0.5% for jets resulting from standard 

model tt decay.

Out-of-Cone Correction

As mentioned, jets in this analysis are defined by clustering calorimeter towers 

within a cone of AR = 0.4. Derived from Monte Carlo simulations, the out-of- 

cone correction accounts for any jet energy falling outside AR  =  0.4 which is often 

due to the emission of low Pt final state gluons known as “soft gluon radiation.” 

The out-of-cone correction factor itself is a function of the jet Pt after the generic 

jet corrections have been applied. The uncertainty on the out-of-cone correction 

comes from investigating the amount of energy contained in 0.4 < Ai2 < 1 .0  for 

data and Monte Carlo W + l jet events. This study indicates that our Monte Carlo 

simulation overestimates the amount of soft gluon radiation present in our data 

sample.

Figure 3.8 displays the fractional jet correction as a function of uncorrected jet
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Et  for each of the flavor-independent corrections outlined above. However, the 

fractional jet correction factors shown in this figure do not represent the entire 

effect for all four corrections: in addition to a constant offset, the relative energy 

correction has an additional 77-dependent component; the functional form of the 

underlying event correction in Figure 3.8 assumes singular vertex Run lb events. 

Furthermore, the total uncertainty in the flavor-independent corrections described 

here also contains a small contribution due to the uncertainty in calorimeter sta­

bility over the course of Run 1 .

3.3.2 tt Jet Energy Corrections

In addition to the generic jet corrections described above, the leading four jets in 

a tt candidate event are subject to parton-spedfic corrections which assume that 

they are the four decay products of a tt pair. These tf-spedfic corrections account 

for both:

• the difference between the flat Pt  spectrum used to derive the absolute scale 

correction and the relatively hard Pt spectrum expected for jets from tt 

decay, and

• the energy losses attributable to neutrinos resulting from semileptonic b and 

c decays.

Using HERWIG Monte Carlo simulation for a top quark mass of 170 GeV/c2, tt 

decays are simulated in the CDF detector and their reconstructed jets are sub­

jected to only the flavor-independent jet corrections. Parton-spedfic corrections 

are determined from the fractional difference, Apr , between the P t of the gener­

ated parton and that of the reconstructed jet to which it matches in 77 — <j> within 

a cone of AR  =  0.4. The correction factor, as a function of the jet P t, corrected
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Figure 3.8: The fractional jet correction as a function of uncorrected jet Er  for 
each of the flavor-independent corrections: (a) relative energy scale, (b) absolute 
energy scale, (c) underlying event, and (d) out-of-cone. In addition to the constant 
offset shown in (a), the relative energy correction has an additional 77-dependent 
component. The functional form of the underlying event correction shown in (b) 
is applicable to singular vertex Run lb events. Underlying event corrections for 
events from Run la  and multiple vertex Run lb  events are described in the text.
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with the generic correction only, is given by the mean of A p t .  Figure 3.9 shows 

the functional form of this correction factor for four types of tt event jets: (A) jets 

from hadronic W  boson decay, (B) 6-quark jets that are tagged only by the SVX, 

(C) 6-quark jets that are tagged only by the presence of an SLT electron, and (D) 

6-quark jets that are tagged only by the presence of an SLT muon. As expected, 

SLT muon 6-tagged jets are subject to the largest correction as a result of the 

fact that the muon deposits only minimum ionizing energy in the calorimetry in 

addition to the energy lost as a result of the undetected neutrino.

Both generic and parton-specific corrections are applied to the leading four jets 

in a tt candidate event. Like the correction factor itself, the jet E j  uncertainty, as 

a function of generically corrected jet Pt , is given by the RMS (root-mean-square) 

of Ap.r . Figure 3.10 shows the functional form of these uncertainties for the same 

four types of tt event jets shown in Figure 3.9. Additionally, the uncertainty in 

the corrected jet P j for any extra jets in the event is included in Figure 3.10.

3.4 M easuring Mti

Here, we investigate three possible methods for measuring Mti in tt candidate 

events. These techniques are known as the “6 -body mass,” the “unconstrained,” 

and the “constrained” methods. Each method relies on the MINUIT mass fitting 

package (described below), although the 6-body mass method does so to a lesser 

degree. Unless otherwise noted, we establish the final selection criteria for a narrow 

it  resonance using Monte Carlo which models Z' —» tt  decays with Z ' mass Mz> 

and natural width I* =  0.012Mz».
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Figure 3.9: The parton-spedfic jet correction factor for (A) jets from hadronic W  
boson decay, (B) 6-quark jets that are tagged only by the SVX, (C) 6-quark jets 
that are tagged only by the presence of an SLT electron, and (D) 6-quark jets that 
are tagged only by the presence of an SLT muon.
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Figure 3.10: The uncertainty in corrected jet Pt  for (A) jets from hadronic W  
boson decay, (B) 6-quark jets that are tagged only by the SVX, (C) 6-quark jets 
that are tagged only by the presence of an SLT electron, (D) 6-quark jets that are 
tagged only by the presence of an SLT muon, and (E) any extra jets in the event.
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3.4.1 Mass Fitter

The MINUIT mass fitting package was previously employed to measure the top 

quark mass in the “lepton + jets” channel as 175.9 ±  4.8(stat.) ±  5.3(syst.) 

GeV/c2 for Run 1[14]. We build upon this mass fitting expertise in order to measure 

Mtt. In this fitting package, we assume the standard model tt lepton+jets decay 

chain for each event passing our primary event selection criteria (Section 3.1.5):

p p  — » t I  i

I -» W - b

I------- j i  ja (or l~ Pi)

-----------* W + b

-̂------ l + ui (or ji  j 2)

Imposing conservation of energy and momentum at each of the five vertices 

yields 20 equations of constraint. The 13 four-momenta (52 components) depicted 

above fully describe a tt event. Several assumptions result in reducing the number 

of unknown or unmeasured variables to 18:

• The pp system has a net momentum of zero and y/s = 1.8 TeV. Assu m ing 

the mass of the p and p to be 938 MeV/c2 and that their three-momenta are 

entirely in the longitudinal direction yields 8 known variables.

• The top and anti-top quarks are required to have the same mass. This results 

in reducing the number of unknown components of the t and t four-momenta 

by one.

• By measuring the total transverse energy in the event, we determine the ET 

of £, the quantity representing the underlying event which recoils against the 

tt pair. This further reduces the number of unknown variables by two.
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• The W 's are both required to have a mass of 80.4 GeV/c2, yielding two more 

known variables.

• The three-momenta of the 6, 6, j \ , , and lepton are determined by direct 

measurement. Their masses are assumed as follows: the 6-parton mass is set 

to 5 GeV/c2, the hadronic W daughter mass is set to 0.5 GeV/c2, and the 

lepton mass is assigned according to its identification as either an electron 

or muon. This further reduces the number of unknown variables by 20.

• Finally, the neutrino is presumed to be massless, adding one more known 

quantity.

The remaining 18 unknown variables are over-constrained by the 20 equations 

of constraint, allowing for complete event characterization determined through the 

minimization of a x 2 which depends on measurement uncertainties. First, in order 

to reduce combinatorics, we use only the four highest ET jets, leading to 12 possible 

ways to assign the labels “6”, “6” , and “j ” to these jets in a particular event. 

However, because we measure only the transverse component of the total energy 

(thereby determining ET), there are two possible solutions for the longitudinal 

component of the neutrino momentum for each event. This ambiguity leads to 24 

combinatoric possibilities per event. Tagging information, if available, will require 

that certain jets be used as 6-jets, reducing the number of possible combinations. 

For each possible configuration, we use the MINUIT package to minimize the 

following x 2'-

i j
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(M/„ -  M w)2 (Mjj -  Mw)2
2 2

aMw aM\v
. -  Mtop)2 {Mjjj -  Aflop)2
‘ 2 2

The first two sums in the x 2 represent the uncertainty in pertinent detector 

measurements, while the remaining terms result from the application of kinematic 

constraints (within the uncertainty of the particular constraint). In each term, 

the “hatted” variables (‘) represent the quantities which are varied during the 

minimization procedure. The “unhatted” quantities are fixed for each particular 

configuration and represent the values determined from detector measurements 

after the application of appropriate detector corrections. The first term is a sum 

over the transverse energies of the lepton and four jets; the second term is a 

sum over the transverse components of the unclustered energy in the event. The 

uncertainty in Mw is set by its natural width, 2.1 GeV/c2 [6], and is labeled as 

<r\iw, while the predicted natural width of the top quark sets <r\ftop at 2.5 GeV/c2.

We select the “best” of the 24 combinatoric possibilities as the one with the 

lowest x 2 value and which satisfied all available 6-tagging information.

3.4.2 6-Body Mass Method

The 6-body mass method, a relatively unsophisticated algorithm for evaluating 

Mti for a given event, does not use the fitted four-momenta returned by the mass 

fitter. Instead, this method is simply a calculation of the invariant mass of the lep­

ton, neutrino, and four jets (M(ujjjj) using the unfitted four-momenta measured in 

the detector (the same four-momenta that are typically used as inputs to the mass 

fitting package). Initially, one might believe that the mass fitter described above 

is entirely unnecessary for determining the the 6-body Af«. However, in order to
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determine Mi„jjjj from the input four-momenta, one of the 24 possible configu­

rations must be selected because: 1) the longitudinal component of the neutrino 

momentum is not directly measured in the detector; 2) the input four-momenta 

for the four leading jets are dependent on jet corrections which are specific to their 

labelling as a 6-, hadronic W-, or generic quark jet. We arbitrarily chose the con­

figuration to be used in evaluating the 6-body Ma by minimizing the above x 2 

expression with Mtop fixed at 175 GeV/c2 for each of the possible configurations. 

This procedure, known as constraining the top mass, improves the frequency of 

selecting the correct jet configuration from all of the combinatoric possibilities. 

Incidentally, the 6-body Ma does not vary significantly for the different possible 

combinations within the same event. Regardless, our primary focus for estab­

lishing the 6-body Ma method is solely pedagogical, as we hope to illustrate the 

improvement in resolving power which is possible with other techniques.

Displayed in Figure 3.11 is the 6-body Ma spectrum for PYTHIA Z' events 

(Mz> =  600 GeV/c2, I* = 0.012Af^). The “c” subscript on “x 2” denotes that this 

method uses the standard x 2 expression with Mtop constrained to 175 GeV/c2. For 

this mass, the 6-body method tends to yield a wide distribution and a mean which 

is 3-4% low for all events passing our selection criteria and 1-2% low for events in 

which we have selected the correct jet configuration.

In this analysis, we determined the “correct” configuration by matching re­

constructed jets to GENP generator-level 6-quarks and hadronic W-daughters. A 

reconstructed jet is said to be matched to a generator-level quark if they differ by 

Ai2 less than 0.4. We determined the correct combination as the one that matches 

all four reconstructed jets, if available, and results in the smallest possible AR for 

each.
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Figure 3.11: Mu determined by the 6-body mass method for Mz> =  600 GeV/c2 
PYTHIA Monte Carlo. Top: 6-body Mti for all events passing the selection selection 
criteria (“tagged” and “untagged” events). Bottom: The subset of events in which 
the “best” configuration has the four jets correctly identified.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



74

3.4.3 Unconstrained Method

The unconstrained method for determining Ma employs the mass fitting package 

with the value of Mtop unrestricted. Using this method, we select the configura­

tion which has the lowest x 2 value (and, as always, satisfied all available tagging 

information). Then the unconstrained Ma is determined by calculating Miujjjj for 

this particular configuration using the fitted four-momenta returned by the mass 

fitter.

Figure 3.12 is the unconstrained Ma spectrum for PYTHIA Z' events again for 

Mz> = 600 GeV/c2 with T = 0.012Mz>. The “u” subscript on ux 2n denotes that 

this method uses the standard x 2 expression with Mtop left unconstrained. Here, 

we observe that the unconstrained method also tends to yield a distribution whose 

mean is low. For events in which the unconstrained method selects the correct jet 

configuration, the width of the distribution is only marginally improved over the 

6-body method.

3.4.4 Constrained Method

Determining Ma with the constrained method also employs the mass fitting pack­

age but additionally has the value of Mtop in the x 2 expression constrained to 175 

GeV/c2, enforcing our knowledge of the top quark mass. As mentioned, this modi­

fication increases the likelihood that the configuration with the lowest x 2 value has 

the correct identification for all four jets. The constrained Ma is determined by 

calculating Mi„jjjj for this particular configuration using the fitted four-momenta 

returned by the mass fitter.

Figure 3.13 is the constrained Ma spectrum for PYTHIA Z ' events with Mz< 

=  600 GeV/c2, T =  0.012ATz». Although this spectrum for all events exhibits an 

unphysical excess at low values of Ma, we realize by comparison to the 6-body and
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Figure 3.12: Ma determined by the unconstrained method for Mz< =  600 GeV/c2 
PYTHIA Monte Carlo. Top: Unconstrained Ma for ail events passing the selection 
selection criteria (“tagged” and “untagged” events). Bottom: The subset of events 
in which the “best” configuration has the four jets correctly identified.
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unconstrained Mu distributions that this is simply an artifact of constraining M top. 

Most importantly, it is clear that for events in which the constrained method selects 

a configuration with the correct jet identification, the mean of the distribution is 

as we expect and the resolution is superior to the previously mentioned techniques.

Because of its resolving power at all pertinent Z ’ masses, we choose the con­

strained method for determining Mtt. However, in anticipation of performing a 

shape-fitting analysis, we hope to eliminate the unphysical excess at the low end 

of the constrained Mtt spectrum because this region is expected to also include 

a heavy concentration of events from standard model it and QCD W+jets back­

ground.

3.5 t t  Resonance Selection Criteria

3.5.1 Effect o f Wrong Combinations on Mt{

As evidenced by Figure 3.13, eliminating the unphysical excess of signal events 

at low values of constrained Ma requires that we increase the purity of correct 

jet configurations in the signal sample. To this end, we look specifically at those 

events in which we have selected an incorrect jet configuration.

Focusing our attention on signal Monte Carlo with Mz> =  600 GeV/c2, Figure 

3.14 is the Ma spectrum for the difference between the two distributions in Figure 

3.13. Figure 3.14 further divides the incorrect combinations into three categories:

• Events with the wrong four jets. For these events, none of the 24 combi­

nations represent the correct jet configuration because at least one of the 

leading four jets is not a 6, 6, or hadronic W -jet resulting from tt decay.

• The “best” combination has at least one 6-jet swapped for a hadronic W -jet 

relative to the correct jet configuration.
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Figure 3.13: Mtt determined by the constrained method for Mz> =  600 GeV/c2 
PYTHIA Monte Carlo. Top: Constrained Mtf for all events passing the selection 
selection criteria (“tagged” and “untagged” events). Bottom: The subset of events 
in which the “best” configuration has the four jets correctly identified.
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• The “best” combination has the 6- and 6-jets swapped for one another relative 

to the correct jet configuration.

In hopes of understanding the anomalous structure at low M(t~, we first focus 

on the curious bimodal distribution for events with at least one 6-jet incorrectly 

exchanged with a hadronic W-jet. Figure 3.15 investigates only this distribution 

and further divides the shape into three subcategories:

• The “best” combination has the hadronic 6-jet exchanged for a hadronic 

W-jet relative to the correct jet configuration; i.e., the jet swapping occurs 

within the hadronic top quark.

• The “best” combination has the leptonic 6-jet exchanged for a hadronic W -̂jet 

relative to the correct jet configuration; i.e., the jet swapping occurs between 

the hadronic and the leptonic top quarks.

• Both the 6- and 6-jets are misidentified and at least one of the 6-jets is 

exchanged with a hadronic W-jet relative to the correct jet configuration.

Apparently, when an incorrect combination is selected for a particular event, 

but the correct jet configuration can be obtained by exchanging a W-jet for the 

hadronic 6-jet, the value for Mti tends to be consistent with the nominal Z' mass. 

However, if the correct jet configuration differs from that of the selected config­

uration by the exchange of a W -jet with the leptonic 6-jet, then we will likely 

calculate an Mtt which is considerably lower than the expected Mz>- This effect 

is undoubtedly an artifact of constraining M top. As a possible explanation for this 

effect, suppose that a it decay is represented by the following schematic drawing 

in the transverse plane:

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



79

Constrained Mtt for events in which best %l solution is incorrect

3  300
inCN

> 250 -

200 r-

150 -

100  -

ID 24061
Entries 2730
Mean 513.9
RMS 106.6

_ _ _  Incorrect configurations 

Q  Wrong 4 jets

51 b swapped for a W jet 

£  b and obar swapped

900 1000
VI,, ( G e V /c 2)

Figure 3.14: Constrained Mti for those Mz> =  600 GeV/c2 PYTHIA Monte Carlo 
events (“tagged” and “untagged”) in which the constrained method selects a jet 
configuration which is incorrect.
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Figure 3.15: Constrained Mt{ for those Mz> =  600 GeV/c2 PYTHIA Monte Carlo 
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W-jet.
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Further suppose that the constrained Ma method determines the “best” con­

figuration to be one in which the b- and ii-jets are exchanged relative to the correct 

jet configuration. In this case, the t would be erroneously thought to decay to the 

6-, 6-, and jVjets. Likewise, the t would be thought to decay to the lepton, neu­

trino and jx-jet. Considering first the input four-momenta for these six particles 

and referring to the above diagram, the invariant masses of what are thought to be 

the leptonic top (M(„j) and the hadronic anti-top (M jjj) would tend to be higher 

than Mi„j and Mjjj for the correct jet configuration. Additionally, the transverse 

momentum of what are thought to be the two top quarks (P?* and ) would be 

determined to be lower, on average, than if the correct jet configuration had been 

selected. However, given that Mtop is constrained in the x 2 minimization process, 

the six daughters’ fitted four-momenta will tend to be pulled such that Mi„j and 

Mjjj agree with Mtop for this incorrect “best” configuration. The result is that the 

constrained Mti method, for this particular event and configuration, returns fitted 

four-momenta which yield Mi„j and Mjjj values very close to 175 GeV/c2, while 

Pt * and are lower on average than the correct jet configuration would yield. 

It is then apparent that, in this scenario, the calculated value of Mi„jjjj would tend 

to be considerably lower than Mz<-
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On the other hand, suppose that for the diagram above, the constrained Mti 

method determined the “best” configuration to be one in which the 6- and ii-jets 

are exchanged. In this case, we expect that Mjjj and P f 3 calculated with input 

four-momenta for the incorrect configuration will be unchanged (aside from 6- 

spedfic jet corrections) if we instead used the correct jet configuration. Thus, when 

the selected configuration differs from the correct configuration by the exchange of 

the hadronic 6-jet with a W-jet, the effect on Mtt is antidpated to be minimal.

Having developed an understanding of the Mft- spectrum shown in Figure 3.15, 

we hope to use a similar rationale to establish a plausibility argument for the 

structure of the Mtt distribution in Figure 3.14 for events in which the leading four 

jets are not the correct set of jets. For a particular event, suppose that three of the 

four jets resulting from tt decay pass our jet requirements. Furthermore, suppose 

that the fourth jet in the decay dther goes undetected or has an Et  less than that 

of an extra jet in the event which happens to pass our jet requirements. Then 

for this event, it is not possible to calculate M(f with the correct jet configuration 

because one of the four jets comes from an additional source such as radiative 

processes or an underlying event. Again referring to the schematic diagram above 

for a generic tt decay, suppose that one of the true tt decay jets is replaced by an 

extra jet in the event. Because the extra jet comes from a source other than tt 

decay, its direction will be more isotropically distributed (relative to the top quark 

direction) than will the lost tt jet which has been replaced. Moreover, in events 

such as this, it is interesting to note that, as shown in Figure 3.16, the transverse 

momentum of the extra jet tends to be comparable to that of the lost jet. In Figure 

3.16, we note that the disparity between the upper and lower distributions in the 

first several bins is simply due to the jet Et  requirement listed in the primary 

event selection.

It now seems plausible to explain the “wrong 4 jets” distribution in Figure 3.14
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Figure 3.16: PYTHIA Mz> = 600 GeV/c2 Monte Carlo events (“tagged” and “un­
tagged”) in which one of the four leading jets is not the direct result of tt  decay. 
Top: Generator level transverse momentum {Pt) of the jet resulting from tt  decay 
which was not included the leading four jets. Bottom: Reconstructed P t of the 
extra jet which replaced the lost ft jet.
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with an argument similar to that used for Figure 3.15. Considering only input four- 

momenta, we expect that for those events in which the extra jet is comparable in 

Pt and tends to be in a direction different than that of the lost tt jet, the invariant 

mass of the incorrect three-body system will tend to exceed the true invariant mass 

of that top. Likewise, the Pt for what is erroneously believed to be a top quark 

will be calculated too low relative to the same determination using the correct 

configuration. Again, constraining Mtop forces this three-body system to have a 

mass very close to 175 GeV/c2 but has little effect on correcting its low Pt . The 

result is an event in which both three-body systems have a mass near 175 GeV/c2, 

but the of the event is lower than the given Mz> due to underestimating

the momentum of one of the top quarks.

3 .5 .2  ^ 3 —body C u t

If the previous hypotheses are correct, events located in the anomalous low Mti 

excess in Figure 3.13’s upper distribution will tend to favor higher values for Mjjj 

and M[„j when they are determined using the input four-momenta. By this ar­

gument, if the constrained Mti method selects an incorrect configuration which 

results in a low Mti value, then the unconstrained method for that same incorrect 

configuration will then favor higher returned values for the invariant mass of the 

two three-body systems. For the configuration selected by the constrained method, 

we call the returned unconstrained invariant mass of these two three-body systems 

uM jjj” and to avoid ambiguity. Figure 3.17 shows the dependence of Mfjj

and MUj on Mt[ determined by the constrained method for Mz< =  600 GeV/c2 

events in which an incorrect jet configuration is erroneously chosen.

As we expect, we observe that events with a low Mti tended to favor higher 

Mfjj and Af/“y values. Additionally, events with a higher seem to frequently
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result in lower values of M"-- and Afj“ •. Therefore, in order to reduce excesses 

of signal events in the Ma spectrum which fall outside of the expected signal 

region, we propose the additional requirement that all events have both Mfij and 

MUj within a certain mass range. To determine an appropriate mass window, 

Figure 3.18 shows the Mfjj and M ^  distribution for both incorrect and correct 

configurations, while we note that the latter results in an appropriate Ma  shape 

(see Figure 3.13).

It appears that a reasonable restriction on M j -  and (collectively named 

“M3_6orf{,”) is that they fall in the range of 150 GeV/c2 to 200 GeV/c2. Figure 3.19 

displays the same Mjjj and distribution for Mz> = 400 GeV/c2, indicating 

that this M -̂body cut is sensible for a variety of Z' masses. Figures 3.20 through 

3.23 detail the effect of the Mz-body cut on the constrained Ma spectrum for Mz> 

= 400, 500, 600, and 700 GeV/c2, respectively.

3.5.3 x2 Cut

We now consider imposing a maximum allowable value of the fitted x l  value. Such 

a x 2 cut would reduce statistics in our data sample and, therefore, it was decided 

that it would be imposed only if it could be shown to increase our potential for dis­

covering a tt resonance. To this end, we performed detailed counting experiments 

for PYTHIA Z ', HERWIG standard model tt, and VECBOS W  +jets Monte Carlo.

Monte Carlo Scale Factors

For each of the background and signal sources, we calculate Ma for each event as 

described previously, requiring Mz-body to fall in the range of 150 to 200 GeV/c2. 

For each sample, the number of events falling within a particular Ma window 

for a certain x2 cut is determined. However, because these Monte Carlo samples
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Figure 3.18: Distribution of and for PYTHIA Mz> =  600 GeV/c2 Monte 
Carlo events (“tagged” and “untagged”).
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Figure 3.22: Aftt- determined by the constrained method for Mz> =  600 GeV/c2 
PYTHIA Monte Caxlo (“tagged” and “untagged” events). Top: Effects of 150 
GeV/c2 < M^-body < 200 GeV/c2 on all events passing the selection criteria. Also, 
Ma for events with correct and incorrect jet configuration which pass the M^-body 
cut. Bottom: Events eliminated by the M^-body cut.
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were generated for different luminosities, we scaled the number of signal and back­

ground events appropriately so as to quantify the effects of the %2 cut on discovery 

potential. (At the time of this study, the Run 1 integrated luminosity had been 

measured to be 109 pb_l [23]. Since then, this measurement has been improved 

[11] and, aside from Section 3.5.3, a Run 1 integrated luminosity of 106 pb-1 is 

assumed throughout this thesis.)

As mentioned in Section 3.2.1, we utilize the top mass analysis background 

calculation to determine the number of non-ti background events expected for our 

analysis of data collected during Run 1. According to these calculations which do 

not use the same method and cuts of this X  —» tt search, the following numbers 

are predicted for non -tt background events which pass the standard primary event 

selection, are processed with the unconstrained mass fitter, and survive a x t  < 10 

requirement:

• 1.5 events with at least one SVX 6-tag and no SLT tags,

• 5.9 events with at least one SLT 6-tag and no SVX tags,

• 0.5 events with at least one SVX 6-tag and at least one SLT 6-tag, and

• 23.9 “untagged” events.

In our analysis, we determine the four QCD W+jets scale factors (one for each 

tagging category listed above) by calculating the ratio of the number of expected 

events to the number of Monte Carlo events in our VECBOS sample which meet 

the standard top quark mass analysis requirements. In our X —» tt  search, we 

determine the amount of QCD W +jets background falling within a given Ma 

window and surviving a particular x l  cut by simply scaling the absolute number 

of surviving VECBOS events by the appropriate scale factor.
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We calculate the scale factor for standard model tt background in a similar 

fashion. In our HERWIG tt  sample, the efficiency of passing the CDF top mass 

analysis cuts is determined to be 0.0363 ±  0.005 for “tagged” events and 0.0208 ±  

0.003 for “untagged.” We then determine the number of expected standard model 

tt events for a luminosity of 109 pb_I by assuming the theoretically favored tt 

cross-section of 5.0 pb [24]. Again, the scale factor for standard model tt is found 

by the ratio of the number expected tt events to the absolute number of HERWIG 

events in our Monte Carlo sample which survive the standard top quark mass 

analysis cuts.

Finally, the signal scale factor is found by assuming that any excess over the 

expected amount of background is due to a tt narrow resonance. In our Run 1 

data set, 76 events survive the application of a x l  < 10 cut after being processed 

through the unconstrained mass fitter. The expected amount of X —* tt is given by 

the excess in the data relative to the previously listed background sources which 

constitute 62.9 events. The signal scale factor is simply the ratio of this excess to 

the absolute number of PYTHIA Z' events which pass the standard top quark mass 

cuts. We determine a different scale factor for each Z' mass investigated in this 

analysis.

To be clear, for a given Mu window and a particular x l  cnt, we use the previ­

ously described scale factors to determine the relative amounts of background and 

signal. By scaling by the appropriate factor, the expected amount of each source 

(for 109 pb~l) is determined using the absolute number of events in six categories: 

PYTHIA Z HERWIG tt, and the four previously mentioned tagging classifications 

for VECBOS QCD W+jets.
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Significance

To quantify and possibly improve the discovery potential of various x 2 cuts, we 

introduce a quantity known as “significance.” We define significance as the poisson 

probability that the number of background events fluctuates to the total amount 

of signal and background or more. For a variety of Aftt- windows, we calculate 

significance as a function of x 2 cut, looking for values of low significance which 

imply a region of high discovery potential.

In general, our scale factor technique yields non-integral amounts of background 

and signal. So, for a given amount of signal, the significance is determined by 

interpolating between the significance-values of its two neighboring integers since 

this quantity is determined from a poisson probability.

Figures 3.24 through 3.27 display significance as function of x 2 cut for several 

resonance masses, where we additionally include “differential errors” for each value 

of significance. That is, the number of non-inclusive signal and background events 

(relative to the immediately previous x 2 cut) were poisson fluctuated 1000 times. 

Each time, a new significance was determined and the error bars represent the RMS 

of these 1000 significance values. In cases in which there were no non-inclusive 

events, the amount of signal or background was not fluctuated.

It is quite apparent that adding the “untagged” sample aids in the search for X 

—> tt. Furthermore, for Mz> =  400, 500, and 600 GeV/c2, our discovery potential 

tends to be unaffected by the x 2 cut provided that it is set looser than x l  w 30 or 

40. In addition, for Mz> =  700 GeV/c2, it seems that a x l  cut of 50 is optimal. We, 

therefore, chose a x l  cut = 50 for all Z ' masses in order to increase our discovery 

potential for a narrow tt resonance.
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Figure 3.24: Significance as a function of applied xl cut for PYTHIA 5.7 Z' Monte 
Carlo (Mz> =  400 GeV/c2). Three different Af(t- windows are employed as the 
“signal region.” For x l  cuts which yield over-lapping error bars for different Mti 
windows, the points have been shifted slightly along the abscissa to avoid ambigu­
ity.
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Significance vs. %l cut
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Figure 3.26: Significance as a function of applied x l  cu* f°r PYTHIA 5.7 Z ' Monte 
Carlo (Mz> =  600 GeV/c2). Three different Ma windows are employed as the 
“signal region.” For x l  cuts which yield over-lapping error bars for different Ma 
windows, the points have been shifted slightly along the abscissa to avoid ambigu­
ity.
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Significance vs. %c cut
for Pythia M7> = 700 GeV/c2
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Figure 3.27: Significance as a function of applied x l  cut for PYTHIA 5.7 Z' Monte 
Carlo (Mz> =  700 GeV/c2). Three different Ma windows are employed as the 
“signal region.” For x l  cuts which yield over-lapping error bars for different Ma 
windows, the points have been shifted slightly along the abscissa to avoid ambigu­
ity.
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3.6 Signal Acceptances

Having established a method for determining an event’s tt invariant mass, we now 

apply these selection criteria to Monte Carlo simulations of signal events in order to 

determine the expected acceptance rates. Using 50,000 event Monte Carlo samples 

of Z ' —> tt  decays which are generated for various values of Mz>, we determine the 

expected X  —* tt acceptance accounting for differences between Monte Carlo and 

data including:

• 6-tagging rates

• lepton identification efficiencies

• VTX efficiency for locating primary vertices, and

• Level 3 triggering.

The estimated X  —* tt acceptances are listed in Table 3.7 for 400 GeV/c2 <  Afx < 

1 TeV/c2 and T = 0.012M x , 0.04AT*. Furthermore, the acceptance for HERWIG tt 

is determined to be 0.0543.
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Mx
(GeV/c2)

Signal Acceptance, A
r  = 0 .012  Mx

Signal Acceptance, A 
T = 0.04MX

400 0.0512 0.0520
450 0.0567 0.0577
500 0.0586 0.0565
550 0.0576 0.0576
600 0.0573 0.0566
650 0.0574 0.0567
700 0.0537 0.0550
750 0.0540 0.0556
800 0.0538 0.0545
850 0.0516 0.0532
900 0.0470 0.0486
950 0.0448 0.0492
1000 0.0436 0.0472

Table 3.7: Signal acceptance, A , as determined from Monte Carlo. The statistical 
uncertainties on these values result from finite Monte Carlo statistics and vary 
from 1.8 to 1.9%.
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Chapter 4 

Measurement of the Mtf Spectrum

The previous chapter lists in detail the various selection criteria which are intended 

to accentuate the appearance of a narrow tt resonance in the Mu spectrum if it 

exists. In brief summary, we demand that tt candidate events included in the M((- 

spectrum satisfy the following requirements:

• Each event must contain one isolated, high-Pr lepton

• Each event must contain 3 jets with Et > 15 GeV, | ij \ < 2.0 and a 4^ with 

Et  > 8 GeV, 17/ 1 < 2.4

• Each event must contain $ t  > 20 GeV

• The event must not be consistent with a Z  boson decay

• Each event must contain at least one jet identified as a 6-jet by th SVX or 

SLT taggers; otherwise, the event must contain four jets with Et  > 15 GeV,

| Tj | < 2.0

• 150 GeV/c2 < MUj, M < 200 GeV/c2

• Xc < 50
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We obtain the expected signal and background Aftt- spectra from the constrained 

mass fitter (Section 3.4.4) after applying these cuts to the corresponding Monte 

Carlo samples. Shown in Figure 4.1 are the HERWIG tt and VECBOS W+jets Mti 

distributions as well as those for several Z' masses generated with natural width 

T =  0.012Mz>- In anticipation of fitting the data to the sum of these spectra, we 

commonly refer to these distributions as “templates.”

4.1 Mti Spectrum

Before applying the Mtt selection criteria to the CDF Run 1 data sample collected 

in 106 pb-1, we first determine the expected contribution from the non-tt back­

ground sources listed in Section 3.2.1. In the top quark mass analysis [14], it has 

been determined that the non-tt components of Run 1 events surviving the primary 

event selection of Section 3.1.5 and x t  < 10 (c/., Table 3.6) are:

• 2.1 events with at least one SVX 6-tag and no SLT tags,

• 7.7 events with at least one SLT 6-tag and no SVX tags,

• 0.8 events with at least one SVX 6-tag and at least one SLT 6-tag, and

• 30.7 “untagged” events.

After scaling each of these predicted values by the acceptance rate relative to the 

Mti cuts, we find that a total of 31.1 non-tt background events are expected in 

our X  —> tt search. (As noted in Section 3.2.1, the uncertainty on this value is 

approximately 27%, x.e., ±8.5 events.) The contributions to each of the individual 

tagging categories are given in Table 4.1. Note that the VECBOS M((- template 

in Figure 4.1 is the result of individual templates representing these four tagging 

categories summed with weights given in Table 4.1.
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Figure 4.1: Background and signal (1? =  0.012M?') Mft templates from Monte 
Carlo events that survive M«- event selection.
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Subsample N w
only SVX tags 
only SLT tags 

SVX and SLT tags 
No tags

1.4
5.9
0.7
23.1

Table 4.1: The estimated non-tf background contributions to the Run 1 data events 
satisfying the Mti selection criteria.

We find that 63 Run 1 data events pass the Mu selection cuts, yielding the 

invariant tt mass spectrum shown in Figure 4.2. Also shown in Figure 4.2 are 

the expected background shapes from standard model tt and the predicted rate of 

non -tt events, the sum of which is normalized to 63 events. In addition to a slight 

excess in the region near 500 GeV/c2, we observe an apparent discrepancy between 

data and Monte Carlo in the region of 350 GeV/c2 and 375 GeV/c2. Yet, we find 

that the Mt[ distribution of 63 data events yields a x 2 probability of 80% when 

compared to the hypothesis that the spectrum is comprised of standard model tt 

production and the predicted rate of non -tt background events, as shown in Fig. 

4.2. This x 2 comparison covers 17 bins — 16 bins (of width 25 GeV/c2) from 350 

to 725 GeV/c2 and one bin from 725 GeV/c2 to oo — and takes the form:

1 7
2x2 = £ x 2

i=i

where

if ndata < n„

if ndata> n mc
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and (Tdala and <rdata are the lower and upper (asymmetric) poission statistical errors.

4.2 X  —> t t  Cross-section Limits

Although we cannot present evidence for physics beyond the standard model, a 

shape-fitting analysis is employed to establish production cross-section limits for 

a generic object which decays to ft. These limits are determined as a function of 

the mass of the parent object.

4.2.1 Establishing Upper Limits

Assuming that the only sources present in the data (Figure 4.2) are X  —» tt, 

standard model tt, and QCD W-fjets background, we can express the form of the 

Mti distribution for the number of data events, Nj, simply as:

dN,i
= Xsignal -f- OtNti -(- 0 Nw+jcla

where the background shapes, Nt[ and Nw+jets, are normalized to unity such that 

a  and /3 represent the number of tt and QCD W -fjets background events, respec­

tively. We normalize N3ignai, the signal shape, to the product A • (<rx • BR{X —* 

ft}) • /  Cdt where A is the signal acceptance (Table 3.7), /  Cdt is the total inte­

grated Run 1 luminosity, and <tx * BR{X —> tt} is production cross-section times tt 

branching ratio for a generic object X . For this shape fitting analysis, we define 

the likelihood function, L, as

i  = IIP. (4.1)
t

where Vi, the poisson probability of observing n., data events in the i th mass bin,
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Figure 4.2: The observed spectrum (points) compared to the QCD W+jets 
background (fine dashed) and the total standard model prediction including both 
QCD W+jets and tt production (thick dashed). The tt  prediction has been nor­
malized such that the number of events in the total standard model prediction 
is equal to the number of events in the data. The inset shows the expected Mti 
shape resulting from the simulation of a narrow resonance (Mz> = 500 GeV/c2, 
F =  0.012Jlfz>) in the CDF detector.
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is given by

u",'e“w V  — Plr t — •
7 1 , !

Here, /j, is the expected number of events in this bin given by

— N a ign a l( , i )  "b  4 '  ^ ^ W + j e t a i } )

where N atgnai ( i ) ,  N t i ( i ), and N w + j c t a { i )  is the value of the i th  bin in the respective 

template. The MINUIT package is then used to determine a  and j3 such that 

—log(L) is minimized, thereby maximizing L.

Figure 4.3 shows the maximal likelihood as a function of ax • BR{X —► tt}  for 

several X  masses, where X  —► tt is modelled by topcolor Z ' —» tt with a natural 

width T =  0.012Mz>. Also listed in Figure 4.3 are the resulting 95% confidence 

level (C.L.) upper limits on production cross-section for X —► it. These limits are 

obtained by integrating the likelihood over <rx • BR{X —» tt}  and determining the 

value which corresponds to 95% of the area. Neglecting the effect of systematic 

uncertainties, Figure 4.4 displays the 95% C.L. upper limits as a function of Afx . 

These Run 1 limits without the inclusion of systematic uncertainties are given in 

Table 4.3, while Table 4.2 lists the most probable aK • BR{X —* ti}  whose errors 

are given by a 1 /2  unit change in —log(L). (See Appendix A for more details on 

errors resulting from a background-constrained likelihood technique.)

4.2.2 Verifying the 95% Level of Confidence

In an attempt to verify the accuracy of the confidence level associated to limits that 

are determined by integrating the likelihood function, we first carefully establish 

an operational definition of a “95% C.L. upper limit” as follows:
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Figure 4.3: Likelihood as a function of X —► tt production cross-section times 
branching ratio for Mx =  400, 500, 600, and 700 GeV/c2 and natural width T = 
0.012MX. The effects of systematic uncertainties are not included.
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Figure 4.4: The 95% C.L. upper limits on <rx • BR{X —►tt} as a function of Afx. 
The effects of systematic uncertainties are not included.
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Mx Most Probable Most Probable
(GeV/c2) <rxBR{X —»tt}  (pb) <rxBR{X -+ it}  (pb)

for T = 0 .012MX for T = 0.04Afx
400 o.oo±25o O.OOloioo
450 O.OO+^o 0 .00l 2;So
500 2.651U 2.291} 7
550 o.6 i l i i t 0-76li;376
600 0 .001°;™ 0 .081° $
650 0.331SS 0.29 l°$
700 0.19la” 0 .2 l l a 2i
750 O.OOloloo O.OOlg;^
800 0 .001°;}“ 0 .00 l°;oo
850 O.OOlSloo 0 .00 l°;2°
900 O-OOloioo 0 .00 l°;2°
950 O.OOIq̂ o 0 .00 l ° $
1000 O.OOloioo O.OOIqoo

Table 4.2: The most probable values of cross-section times branching ratio for 
narrow resonances (with natural width T = 0.012Afx and T =  0.04Afx) decaying 
to tt. These values do not include the effects of systematic uncertainties.
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Afx
(GeV/c2)

95% C.L. Limits on 
<rxBR{X - > tt)  (pb) 

for T =  0.012Afx

95% C.L. Limits on 
<rxBR{X —► tt)  (pb) 

for T =  0.04Afx
400 5.20 5.14
450 4.32 5.23
500 6.02 5.78
550 3.20 3.52
600 1.80 2.09
650 1.71 1.80
700 1.45 1.55
750 1.15 1.21
800 0.92 1.01
850 0.86 0.96
900 0.88 1.03
950 0.95 1.04

1000 0.95 1.17

Table 4.3: The 95% C.L. upper limits cross-section times branching ratio for narrow 
resonances (with natural width T =  0.012Afx and T =  0.04Afx) decaying to tt. 
These values do not include the effects of systematic uncertainties.
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Suppose that the measurement of some observable 0  yields the value 

X and that one wishes to establish the 95% C.L. upper limit, Y, on 

0 . Y is that value such that if the true mean of 0  were Y and the 

measurement were repeated a large number of times, then values of 

less than or equal to X will be observed 5% of the time[26].

To analytically verify that our method of determining the 95% C.L. upper 

limit on <rx satisfies this definition, we employ a toy Monte Carlo. For this study, 

a “pseudo-experiment” is generated by first poisson fluctuating the expected num­

bers of signal and background events (Ns and Nj,, respectively) and then choosing 

these events according to the corresponding template shapes. By performing a 

likelihood fit to the template shapes, we extract the fitted number of signal and 

background events (N, and N&, respectively) for this pseudo-experiment, as well 

as the number of signal events corresponding to the 95% C.L. upper limit (called 

N®5) determined through integration as described in Section 4.2.1. An additional 

100 pseudo-experiments are then generated by poission fluctuating N®5 and N6. 

We then determine the value of F<, defined to be the fraction of these 100 pseudo­

experiments which fit to a number of signal events which is less than or equal to 

N». This entire process is repeated 200 times for each study.

We perform these studies using a variety of gaussian signal and background 

templates for the general case, as well as with template shapes which are specific 

to this M(t analysis. In the latter case, we generate pseudo-experiments which 

include events from the two X —► tt background sources, but the method described 

above is unchanged. As we expect, in both the general and Af^-specific studies, 

we find that F< is, on average, equal to 5%, independent of N, and N&, supporting 

the validity of our method for setting 95% C.L. upper limits on <rx • BR{X —» t t \ .
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Chapter 5 

Systematic Uncertainties

While the effects of statistical uncertainties are, by definition, included in our 

likelihood expression (Equation 4.1), various sources of systematic uncertainty in­

fluence the shape of the resulting likelihood functions and, therefore, affect the 

fitted values and the 95% C.L. upper limits on <rx • BR{X —» tt}  (listed in Tables 

4.2 and 4.3). The effects of systematic uncertainties can result in uncertainty in the 

Mt[ template shapes and/or the signal acceptance rate. Systematic effects which 

change the shape of expected signal and background M((- distributions will clearly 

have an effect on the likelihood functions established in this shape-fitting analysis. 

It is also clear that any change in the expected acceptance for the signal process 

will change trx • BR{X —> tt}.

By considering a variety of sources of systematic uncertainty, the aim of this 

chapter is to first estimate the total l<r (one standard deviation) systematic un­

certainty for a given value of likelihood. Because likelihood is a direct function of 

(Tx *BR{X —> tt}, the primary goal becomes determining the likelihood uncertainty, 

A, as a function of <rx • BR{X —» tt}. After obtaining the functional form of A, 

it is a straightforward matter to appropriately convolute this uncertainty with the
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likelihood function, L, which is established using the method described in Sec­

tion 4.2.1. Assuming that each likelihood value varies according to gaussian errors 

about its central value, the smeared likelihood function, L1, which incorporates the 

effects due to systematic uncertainty, is given by:

f  o o  1 ( g - g ) 2

L'ia) =  /  L(x)  x .— —-— e 2A(*)2 dx
K 1 Jo K J V 2^A (x

where <r represents <rx • BR{X —► tt} and A is written as an explicit function of

the variable of integration [27].

5.1 Determ ining the Likelihood Uncertainty

While several sources may result in both shape and acceptance contributions to 

the total systematic uncertainty, we investigate these types of systematic effect 

separately.

5.1.1 Shape Effects

To estimate the effects of a particular source of systematic uncertainty which 

alters the expected signal and/or background Aftt- shapes, we employ pseudo­

experiments generated from Monte Carlo. For a selected amount of input signal, 

<rx • BR{X —» ft}, we generate pseudo-experiments by first poisson fluctuating 

the expected number of signal events, as well as the gaussian-smeared predicted 

number of background events. In addition to the predicted non-tt contribution of

31.1 ±  8.5 events (see Section 4.1), this study assumes that the standard model 

tt  production cross-section is given by its Run 1 measured value of 5.1 ±  1.6 p6, 

which corresponds to 29.4 ±  9.2 events in this analysis. Then for each pseudo­

experiment, events are selected according to the corresponding nominal templates
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(such as those in Figure 4.1). Each pseudo-experiment is then fit to these same 

templates to determine the most probable (or “fitted”) value of <rx • BR{X —> ££}, 

called o-fa. A new fitted value of <rx • BR{X —> tt}, called cr^, is determined by 

re-fitting each pseudo-experiment to the set of signal and background templates 

whose shapes reflect a la  (one standard deviation) shift in a given systematic ef­

fect. After generating 1000 pseudo-experiments, we determine mean values of <Tfit 

and (<j£.t — o’f-J, called and A, respectively. This entire process is repeated as 

<rx • BR{X —► <£} is incremented from 0.0 to 50.0 pb. It is the functional depen­

dence of A on ofa which provides an estimate for the likelihood uncertainty, A, as 

a function of crx • BR{X —► tt}  for this particular source systematic of uncertainty. 

Note that A =  (</ — <r) is a signed quantity, where a negative value indicates that 

for the given systematic effect, the value of ax • BR{X —* ££} is decreased.

5.1.2 Acceptance Effects

To estimate the effect of systematic sources which affect the expected signal accep­

tance rate, A (see Table 3.7, we simply apply a l<r shift to the source of systematic 

uncertainty and determine the new signal acceptance, A'. The difference between 

A' and A  is taken to be AA, the one standard deviation change in A  due to a 

given source of systematic uncertainty. Unlike shape effects, the <T£( dependence 

of A (= <Tfit — (Tfa) which results from changing the signal acceptance by A A can 

be determined analytically. Because a^t = —  where n  =  the number of fitted 

signal events, <7^  is given by = ( tr f fc fH ,. Accordingly,

<T{it A  +  A A

or equivalently,
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A  =  ( - r A r r  -  ! ) ° - f / •  C5 - 1 )'A  + A A  '  ht v '

For each source at a given mass Afx, the shape+acceptance systematic un­

certainty for a -f-1 <r ( —l<r) shift is given by adding the +l<r ( —l<r) shape and 

acceptance A curves in quadrature — unless the two axe clearly correlated, in 

which case the contributions from shape and acceptance are added linearly. Ob­

viously, when shape and acceptance effects are added in quadrature, the resulting 

total value of A will be positive definite. Yet, when shape and acceptance effects 

are added linearly, the value of the total A can be positive or negative. It is the 

magnitude of the total systematic uncertainty curve which is used to estimate the 

lo- systematic uncertainty on likelihood.

5.2 Sources of System atic Uncertainty

5.2.1 Jet Et Systematic

As described in Section 3.4.1, an event’s reconstructed tt invariant mass is deter­

mined by varying the measured lepton and jet transverse energies, as well as the 

measured transverse components of the unclustered energy in the event. While 

negligible effects on mass reconstruction result from both the small uncertainties 

on measured lepton energy and the somewhat more substantial uncertainty on 

the unclustered energy measurement [14], the determination of Mtt- can be affected 

considerably by the uncertainty in the measured jet energies.

The systematic uncertainty in the measured jet Et  stems from the uncertainty 

in the generic energy corrections which are applied to all jets in an event. As 

in the top quark mass analysis[14], the total uncertainty in jet Et  is given by 

the quadrature sum of the individual uncertainties discussed in Section 3.3.1 and
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shown in Figure 3.10.

Signal Mti templates (for Mz> =  400, 500, 600, 700, and 800 GeV/c2 with 

T = 0.012Mz>) and background Ma templates are generated from Monte Carlo 

in which the measured Et  of each jet is shifted by one standard deviation. The 

dependence of A on <rx • BR{X —» ti}  is given in Figure 5.1.

The change in signal acceptance, A  A, due to shifting jet Et  by ±l<r is listed in 

Table 5.1. The resulting likelihood uncertainty as a function of <xx • BR{X —> it} 

is also shown in Figure 5.1.

M,
A A

for — l<r jet Et shift
A A

for + ltr  jet Et shift

400 GeV/c2 -0.0012 0.0001
500 GeV/c2 0.0008 0.0000
600 GeV/c2 0.0003 0.0002
700 GeV/c2 -0.0002 0.0005
800 GeV/c2 -0.0007 0.0006

Table 5.1: The change in Monte Carlo signal acceptance rate, A A , due to shifting 
jet Et by ±  1 <r.

For each mass, we fit each of the two “Jet Et Total” curves (for ±l<r) in Figure

5.1 to a line passing through the origin. We take the larger of the two slopes (for 

±l<r) as the jet Et systematic uncertainty as a function of <xx • BR{X —> ft}; ».e., 

the curves that fit to slopes of 6.1%, 12%, 6.2%, 4.4% and 4.4% for Mx =  400, 

500, 600, 700, and 800 GeV/c2, respectively.
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Figure 5.1: The shape and acceptance contributions to the likelihood systematic 
uncertainty, A, resulting from ±l<r shifts in jet Er-
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Mx
A A

for Mt0p = 170 GeV/c2
A A

for M^p =  180 GeV/c2

400 GeV/c2 0.0001 0.0017
500 GeV/c2 -0.0029 -0.0021
600 GeV/c2 -0.0013 0.0007
700 GeV/c2 -0.0019 0.0029
800 GeV/c2 -0.0040 0.0016

Table 5.2: The change in Monte Caxlo signed acceptance rate, AA, due to shifting 
Mtop by ±  la.

5.2.2 Systematic

The combined CDF and D0 top quark mass measurement has determined Mtop to 

be 174.3 ±  5.1 GeV/c2[28]. Our limits on X —» tt production assume Mlop = 175 

GeV/c2, as this is the top quark mass used in the generation of Z' and standard 

model tt Monte Carlo. Presently, we consider the systematic uncertainties resulting 

from this Mtop assumption. For this study, we generate Z ' and standard model tt 

Monte Carlo samples with Mtop = 170 and 180 GeV/c2. Processing these samples 

with the Mti analysis cuts discussed earlier, we construct signal and background 

templates which reflect a ±  la  error on Mtop- For Mx = 400, 500, 600, 700, and 

800 GeV/c2 with T =  0.012MX, these templates are used to establish an estimate 

of the Mt0p shape contribution to the dependence of A on erx • BR{X —► tt}. The 

resulting likelihood uncertainty is given in Figure 5.2.

The change in signal acceptance, A A, due to shifting Mlop by ±Xa is listed in 

Table 5.2. The resulting likelihood uncertainty as a function of ax • BR{X —► tt} 

is also shown in Figure 5.2.

As before, we fit each of the two “Mtop Total” curves for each mass in Figure
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Figure 5.2: The shape and acceptance contributions to the likelihood systematic 
uncertainty, A, resulting from ±l<x shifts in Mtop.
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5.2 to a line passing through the origin. We take the larger of the two slopes (for 

±l<r) as the Mtop systematic uncertainty as a function of <rx • BR{X —* tt}  for 

that mass; i.e., for the Mtop systematic, the curves that fit to slopes of 22%, 8.9%, 

3.1%, 5.3% and 8.7% in magnitude are taken to be the lo- uncertainty for Mx = 

400, 500, 600, 700, and 800 GeV/c2, respectively.

5.2.3 Initial State Radiation Systematic

Incorrect modelling of radiative jets originating from initial or final state par- 

tons will certainly affect an event’s measured Mtt and, therefore, the signal and 

background templates used to establish likelihood functions which result from the 

fitting procedure used in this analysis.

To investigate the systematic effects of initial state radiation (ISR), we rely 

heavily upon the PYTHIA Monte Carlo generator because, unlike HERWIG , it allows 

the user to generate events with or without ISR. For this reason, the ‘‘nominal” 

standard model tt template in this study comes from PYTHIA it Monte Carlo 

generated at a top mass of 175 GeV/c2. The Mtt- templates which reflect the 

elimination of ISR also come from Z ' and standard model tt Monte Carlo generated 

with PYTHIA. As a very conservative estimate, we assume that one-half of the effect 

realized by the removal of ISR is an approximation of changing ISR by — lo\ We 

further assume that the magnitude of the shape systematic observed for this — l<r 

shift is unchanged for a +l<r shift in ISR, but its sign is reversed. For Mx =  400, 

500, 600, 700, and 800 GeV/c2 and T =  0.012MX, an estimate for the ISR shape 

contribution to A is given in Figure 5.3.

The elimination of ISR changes the signal acceptance as listed in Table 5.3. As 

with ISR shape effects, we assume that (a) one-half of this change is a conservative 

estimate of the effect due to a — l<r shift and (b) for a +l<r shift in ISR, the
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Mx
Change in A  due to 

eliminating ISR

400 GeV/c2 -0.0063
500 GeV/c2 -0.0066
600 GeV/c2 -0.0029
700 GeV/c2 -0.0030
800 GeV/c2 -0.0055

Table 5.3: The change in Monte Carlo signal acceptance rate due to eliminating 
ISR. One-half of this change is taken to be the — l<r uncertainty in signal acceptance 
due to ISR. The —la  and +l<r uncertainties are assumed to be symmetric.

magnitude of the change in A  is unchanged, but the sign is reversed. The resulting 

likelihood uncertainty as a function of ax • BR{X —» tt] is also shown in Figure 

5.3.

By definition, the magnitude of the ISR shape effects for + 1  a  and —la  shifts 

are equal for a given mass. But from Equation 5.1 in Section 5.1.2, if A A  is sym­

metric (as we assume), then the magnitude of the acceptance effect is asymmetric. 

Therefore, as the elimination of ISR reduces signal acceptance for all Mx (see Ta­

ble 5.3), it is the — l<r “ISR Total” curve, in all cases, which fits to the largest 

slope and represents the ISR systematic uncertainty for each mass; i.e., for the 

ISR systematic, the curves that fit to slopes of 14%, 10%, 4.2%, 3.7% and 5.6% 

are taken to be the la  uncertainty for Mx =  400, 500, 600, 700, and 800 GeV/c2, 

respectively.

5.2.4 Final State Radiation Systematic

Ideally, to investigate the systematic effects of incorrectly modelling final state ra­

diation (FSR), we would create signal and background Af« templates from Monte
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Figure 5.3: The shape and acceptance contributions to the likelihood systematic 
uncertainty, A, resulting from drier shifts in ISR.
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Carlo samples which were generated with no FSR, as was done for the ISR system­

atic uncertainty. However, the resulting jets from such events would be excessively 

columnated and the applied jet energy corrections would no longer be appropri­

ate. For this reason, we use Monte Carlo samples which include FSR, but we then 

adequately eliminate its effects by selecting only events which contain exactly four 

jets, each of which matches to a generator-level quark within a cone of AR  = 0.4. 

This procedure removes not only events affected by FSR, but can also eliminate 

those which are affected by ISR and any inefficiency in the matching prescription 

itself. We conservatively assume that the matching procedure is 100% efficient, 

and thus, any actual inefficiency is reflected in an overestimate of the FSR shape 

systematic. Additionally, we are able to isolate the systematic effects of only FSR 

by applying this four-jet matching method to the “no ISR” signal and background 

Monte Carlo samples employed in Section 5.2.3.

FSR Shape Systematic

Operationally, we establish the FSR systematic shape systematic effect by using 

the “no ISR” signal and background templates as “nominal FSR”; *.e., pseudo­

experiments are generated from PYTHIA Z' with no ISR, HERWIG it  with no ISR, 

and VECBOS QCD W+jets background. Then, as mentioned, Mti templates which 

reflect no FSR are created from these “no ISR” Monte Carlo samples by selecting 

only those events which contain four (and only four) jets, each of which matches 

to a generator-level quark. As we assumed for ISR, we take one-half of the effect 

realized by the removal of FSR as an approximation of changing FSR by — lo\ 

And again, we assume that the magnitude of the shape systematic observed for 

this — l<r shift is equal to that resulting from a + 1(7 shift in FSR, but that its sign 

is reversed. Shown in Figure 5.3 is the likelihood uncertainty due to shape effects
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obtained from fitting pseudo-experiments to the previously described “nominal 

FSR” and “no FSR” templates.

FSR Acceptance Systematic

As mentioned above, the systematic effects of FSR would, ideally, be estimated by 

using “no FSR” Monte Carlo samples, but then the jet energy corrections would 

no longer be applicable due to the presence of highly columnated jets in each event.

In the shape analysis above, we isolate the systematic effect due to FSR by 

first starting with “no ISR” signal and background Monte Carlo samples. Yet, 

while some events will satisfy the analysis cuts whether FSR jets are considered 

or not, the presence of FSR itself in a particular event may affect the actual Mtt 

measurement for that event by:

• reducing one or more of the quark-jet energies resulting from top decay; or

• altogether replacing one or more of the quark-jets as the event’s the leading 

four jets.

Accordingly, in the preceeding section, we establish the effect of FSR on shape 

by investigating the change in the M((~ spectrum resulting from the elimination of 

events which appear to include radiative jets from the final state partons; i.e., we 

eliminate events which:

• contain more than 4 jets; or

• contain one or more jets which do not match to the generator-level quarks 

resulting from top decay.

However, to establish the FSR systematic effects on signal acceptance, we in­

vestigate the change in “no ISR” Z ' acceptance resulting from:
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Figure 5.4: The shape and acceptance contributions to the likelihood systematic 
uncertainty, A, resulting from ±l<r shifts in FSR.
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• the elimination of events which pass as a result of FSR when they otherwise 

would not have passed without the presence of FSR {e.g., an event in which 

one of the four actual t i  jets failed the selection criteria, while an extra FSR 

jet in the event met these requirements); and

• the addition of events which pass when FSR jets are ignored even though 

they otherwise would not have passed {e.g., an event in which three actual 

t i  jets and an FSR jet constitute the leading four, but yield a Mfj- =  100 

GeV/c2, while if the fifth highest Et  jet in the event is used instead of the 

FSR jet, Mfjj = 175 GeV/c2.

Thus, we would like to establish the systematic effect of FSR on signal accep­

tance by first determining the “no ISR” signal acceptance, Ano ISR, from the “no 

ISR” Monte Carlo samples. We would then determine A'no ISR, the acceptance for 

the “no ISR” events in which:

• each of the four generator-level quarks matches (1-to-l) to one of the four or 

more jets in the event; and

• the event survives the kinematic, M z-body, and x l  requirements when only 

these four matched jets are used.

An estimate of the fractional change in total signal acceptance, A, due solely to the 

elimination of FSR would then be given by . AA where A A =  A' 0 ISR — Ano ISR.
***no IS R

Unfortunately, it is somewhat difficult to determine A'n ISR because, in general, 

it requires sin additional analysis of each event using a different set of four jets. 

For this reason, we determine an upper limit for -  via a method that is both
***no IS R

straightforward and operationally tenable.

To determine A„0 ISR and A'o ISR, events can be separated into two classes: those 

with exactly four jets {N jet = 4) and those with greater than four {N jet > 5).
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(We will subsequently designate these subsamples by superscripts of “4” and “5,” 

respectively.) An0 isr and A'„ ISR would then be obtained simply from a sum of the 

acceptances determined in the two exclusive N j et subsamples, i.e., Ano ISR = A4o ISR 

+ Al  isr ^  Ko .sa =  4Jo\sr +  A«J„r, where Anno ISR (A?0'ISR) is the ‘V ’-subsample 

component of An0 1SR (A 'o 1SR).

In an effort to establish an upper limit on 4 ^R > we propose that

A 5 ' A 4 /
i r *  > (5*2)
A no IS R  A no  IS R

Due to the kinematic jet cuts used in this analysis, events with N j et = 4 which 

contribute to A'n0 ISR must necessarily also contribute to Ano ,Sr  (that is, N j e t  =  4 

events can only be eliminated by requiring that the four jets match to generator- 

level partons and the event still survive the Mtt cuts). Yet, it is possible that events 

with N j et > 5 will contribute to A 'o lsR, but not to Ano ,SR (that is, in addition to 

e lim in a tin g  some events, the requirement that four jets -  but not necessarily the 

leading four -  match to generator-level partons and that the event still satisfy the 

Mt[ cuts allows additional events to survive). Therefore, we expect that A®0' 1SR ss 

A®0 I S r  (or possibly, A®0' ISR > A®oISR). Quantitatively, we have found that for “no 

ISR” Monte Carlo Z r samples of various masses, 'V  ̂  % 0.78 (see Table 5.4).
no IS R

Certainly then, it is reasonable to assume that for this analysis Inequality (5.2) 

holds absolutely.

From Inequality (5.2), it can be shown that

> -̂---- (5-3)A ino IS R  1,0 IS R

where A A4 =  A4CISR — A4/ ISR. And, therefore, we have established that > a
no IS R

quantity that we can calculate in a straightforward manner, is an upper limit on
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Mz> = 
400 GeV/c2

M z’ = 
500 GeV/c2

Mz> = 
600 GeV/c2

Mz< = 
700 GeV/c2

Mz> =  
800 GeV/c2

N414 no IS R 1842 2131 2307 2136 2110

N4'14 no IS R 1357 1636 1824 1719 1720

N514 no IS R 717 837 796 757 649

ISR  

•4 no IS R
0.72 0.75 0.78 0.79 0.80

Table 5.4: Number of events and acceptance ratio for N j et subsamples described 
■i4' N1'in the text. Note: ' 1SR =  M?aJ5& only holds approximately due tagging, lepton

no IS R  JN no i SR

identification, and “Level 3” efficiencies.

A.4
••'no IS R  '

Table 5.5 lists A4oIsa, A4/ , ^ ,  AA1, and the upper limit on the change in total 

signal acceptance, A, due eliminating FSR. As before, we assume that (a) one-half 

of this change is a conservative estimate of the effect due to a — la  shift and (b) for 

a +l<r shift in FSR, the magnitude of the change in A is unchanged, but the sign 

is reversed. The resulting likelihood uncertainty as a function of <rx • BR{X —> ££} 

is also shown in Figure 5.4.

Again, for each mass, we fit each of the two “FSR Total” curves in Figure 5.4 to 

a line passing through the origin. For the same reasons mentioned in Section 5.2.3, 

we find that it is the — 1 <r “FSR Total” curve, in all cases, which fits to the largest 

slope and represents the FSR systematic uncertainty as a function of <rx * BR{X —► 

££}; i.e., for the FSR systematic, the curves that fit to slopes of 19%, 19%, 16%, 

14% and 12% are taken to be the ltr uncertainty for Mx =  400, 500, 600, 700, and
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Mx A4no ISR A4'no IS R AA4 A

nn  !«?R

400 GeV/c* 
500 GeV/c2 
600 GeV/c2 
700 GeV/c2 
800 GeV/c2

0.0323
0.0374
0.0405
0.0374
0.0370

0.0232
0.0281
0.0314
0.0297
0.0297

0.0091
0.0093
0.0090
0.0077
0.0073

-0.0144
-0.0146
-0.0127
-0.0111
-0.0106

Table 5.5: Monte Carlo signal acceptance rates as described in the text. The upper 
limit on the change in acceptance due to no FSR is given by ,ir'~ -  • A.

no [SR

800 GeV/c2, respectively.

5.2.5 6-tagging Systematic

Next we consider the effects due to the uncertainty in the rate of identifying 6-jets 

using the tagging algorithms described in Section 3.1.4.

6-tagging Shape Systematic

While an error in the 6-tagging efficiency would have a negligible effect on the 

acceptance rate (see Section 5.8.1), it is possible that a change in the tagging 

information available in a particular event would change the measured Mtt-[29]. We 

investigated the systematic shape effects of the 6-tagging rate by comparing results 

from the nominal templates to those from Mti signal and background templates 

which include only “tagged” events (-fl<r) or only “untagged” events (—ltr). We 

understand this to be a very conservative estimate of an effect that is already 

expected to be small. The resulting likelihood uncertainty as a function of <rx • 

BR{X —»tt}  is shown in Figure 5.5.

Because we assume that the uncertainty in 6-tagging efficiency has a negligible 

effect on acceptance, we fit each of the two “6-tagging Shape” curves to a line
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Figure 5.5: The shape and acceptance contributions to the likelihood systematic 
uncertainty, A, resulting from ±lcr shifts in the 6-tagging efficiency. The -f l<r 
curve is obtained by using a template comprised of only Monte Carlo events which 
contain a 6-tag, while the — l<r curve results from using the distribution of untagged 
simulated events.
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passing through the origin for each mass in Figure 5.5. We take the larger of the 

two slopes (for ±l<r) as the systematic uncertainty due to 6-tagging efficiency as 

a function of <rx • BR{X —» ££}; i.e., the curves that fit to slopes of 4.6%, 2.9%,

0.79%, 1.1% and 0.85% for Mx =  400, 500, 600, 700, and 800 GeV/c2, respectively.

6-tagging Acceptance System atic

Unlike many analyses which rely on 6-tagging information, a reasonable error in 

our estimate of the data 6-tagging rate would have essentially no effect on the 

background or signal acceptance rates. If the jet E j  and tj requirements were 

identical for “tagged” and “untagged” events, then it is obvious that the signal 

and background acceptances would be independent of the 6-tagging rate. In this 

Mti analysis, the only additional kinematic requirement for an “untagged” event 

is that the fourth jet, like the first three, also satisfy the “tight” jet requirements. 

Yet, a change in the 6-tagging rate would introduce a scale factor, F, which would 

affect the signal or background acceptance, A, in the following way:

A F Njaff + (1 — F) R  Ntaff -|- Nuntaff 
A ~ ---------------      (5.4)

1 1  g e n e r a t e d

where

• N<aff =  number of surviving tagged events,

• Nuniag = number of surviving untagged events,

• d _  number of tagged events with a 4th tight jet
— number of tagged events '

Re-written, the Equation 5.4 becomes

A  [F +  (1 “  F)i2]Ntas +  N u n t a g
A ---------------    (5.5)

g e n e r a t e d
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Prom this expression, it can be seen that A  is independent of F (i.e., the 6-tagging 

rate) if [F +  (1 — F)/2] is constant. For significant changes in F, we have found that 

[F + (1  — F)iZ] differs from unity by less than 3% and we therefore conclude that 

the systematic uncertainty on 6-tagging rate has a negligible effect on systematic 

acceptance effects in this analysis.

5.2.6 Structure Function Systematic

In addition to the VECBOS QCD W-fjets background sample, the Monte Carlo we 

use in constructing the nominal Ma templates comes from PYTHIA Z' using the 

CTEQ2L structure function and HERWIG standard model t i  using MRSDO'. These 

were the favored choices of parton distribution function at the time of generation 

for both the Z' and t i  Monte Carlo. To investigate the systematic effect of the 

structure function uncertainty, we compare the results horn the nominal templates 

to those from PYTHIA Z' using MRSDO' and HERWIG t i  using CTEQ2L. We assume 

that a — l<r shift in structure function is represented by changing the structure 

functions in this manner. And for the + 1  a  shift, we assume that magnitude of 

the observed change in A is unchanged, but that the sign is reversed (for both 

shape and acceptance). For T = 0.012ikfx, these templates are used to establish an 

estimate of the structure function shape contribution to A. The resulting likelihood 

uncertainty is given in Figure 5.6.

The change in signal acceptance, AA, due to shifting the structure function by 

—1 a  is listed in Table 5.6. The resulting likelihood uncertainty as a function of 

<rx • BR{X —* t i} is also shown in Figure 5.6.

After fitting the two “Total” curves for each mass in Figure 5.6 to a line passing 

through the origin, we select the curve which fits to the largest slope as an estimate 

of the structure function systematic uncertainty as a function of <rx • BR{X —► ££};
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Figure 5.6: The shape and acceptance contributions to the likelihood systematic 
uncertainty, A, resulting from ±lcr shifts in structure function.
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Mr
Change in A 
for MRSDO'

400 GeV/ 
500 GeV/c2 
600 GeV/c2 
700 GeV/c2 
800 GeV/c2

0.0000
0.0012
-0.0009
0.0014
-0.0018

Table 5.6: The change in Monte Carlo signal acceptance rate, AA, due to using 
the MRSDO' structure function instead of CTEQ2L (assumed to be a — l<r shift in 
structure function uncertainty).

i.e., for the structure function systematic, the curves that fit to slopes of 11%, 

5.8%, 5.5%, 2.8% and 4.8% in magnitude are taken to be the l<r uncertainty for 

Mx = 400, 500, 600, 700, and 800 GeV/c2, respectively.

5.2.7 QCD Background Shape Systematic

The nominal VECBOS QCD W+jets background shape is generated with Q2 set 

equal to the average of the jet P j (viz., < P |> ) .  Here, we investigate the effect of 

changing the QCD W+jets background shape by selecting Q2 =  M*v and take this 

change to be representative of a la  uncertainty in the QCD W+jets background 

shape. For Mx =  400, 500, 600, 700, and 800 GeV/c2 with T =  0.012Afx, the 

resulting likelihood uncertainty A is very small, as expected. This functional form 

of A, which represents the ltr systematic uncertainty due to the QCD W+jets 

shape uncertainty, fits to a line passing through the origin with slopes of 1.3%, 

0.52%, 0.17%, 0.11% and 0.045% in magnitude for Mx =  400, 500, 600, 700, and 

800 GeV/c2, respectively.
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Mx
AA due to additional 

acceptance systematics

400 GeV/c* 0.0026
500 GeV/c2 0.0029
600 GeV/c2 0.0029
700 GeV/c2 0.0027
800 GeV/c2 0.0027

Table 5.7: The la  uncertainty in Monte Carlo signal acceptance rate, AA, due to 
several additional acceptance sources such as trigger efficiency, lepton identification 
efficiency, tracking efficiency, 2-vertex efficiency, and Monte Carlo statistics.

5.2.8 Additional Acceptance Systematics

We take 0.05A to be the la  systematic uncertainty in the signal acceptance due 

to uncertainty in trigger efficiency (1% [9]); lepton identification efficiency, track­

ing efficiency, z-vertex efficiency (4% [30]); and Monte Carlo statistics (2%, see 

Section 4.2.1). The systematic uncertainty in A due to these additional sources is 

shown in Table 5.7. Following our established convention, if we assume that AA is 

symmetric and is equal to ±0.05A, then the Afx-independent slope of the resulting 

likelihood uncertainty as a function of ax • BR{X —► tt}  is determined to be 5.3% 

for A A =  —0.05 A (c/., Equation 5.1 in Section 5.1.2).

5.2.9 Luminosity Systematic

In a separate CDF analysis, the total integrated luminosity, J* Cdt, was measured 

to be 106.0 ±  4.1 pb-1  [11]. Because this uncertainty is effectively an acceptance 

effect, the functional form of the contribution to A is given by:
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Change in X —» t i  Acceptance, A, 
Due to ±l<r Systematic Shifts

Source of 
Systematic 
Uncertainty

Mx = 
400 

GeV/c2

M x  = 
500 

GeV/c2

M x  =  
600 

GeV/c2

M x  = 
700 

GeV/c2

M x  =  
800 

GeV/c2
Jet Et " '+ 0.000 r  

- 0.0012
+0.0000
+0.0008

+73.DOIT2
+0.0003

+0.0005
- 0.0002

+010006"
-0 .0 0 0 7

Miop +0.0017+0.0001
- 0.0021
-0 .0 0 2 9

+O.OOU7
-0 .0 0 1 3

+0.0029
-0 .0 0 1 9

+ o .0 o l6
-0 .0 0 4 0

ISR +0.0032
-0 .0 0 3 2

+0TD033"
-0 .0 0 3 3

+u.uor5
-0 .0 0 1 5

+0.0(315 
-0 .0 0 1 5

"+tnJ02B
-0 .0 0 2 8

FSR +0.0072
-0 .0 0 7 2

+0.0073
-0 .0 0 7 3

+ 0 .U064
-0 .0 0 6 4

+0.0055
-0 .0 0 5 5

+6.0053
-0 .0 0 5 3

Structure Function ' -U.0U0U 
+0.0000

-0700T2-
+0.0012

-0.0009
+0.0009

-O .uO U
+0.0014

-0 .0 0 1 8
+0.0018

Additional Sources +U .U U 2 U
-0 .0 0 2 6

+0.0029
-0 .0 0 2 9

■+XT.0U29
-0 .0 0 2 9

+0.0027
-0 .0 0 2 7

4:0.'0027
-0 .0 0 2 7

Table 5.8: The Iff systematic uncertainty (AA) in the Monte Carlo signal accep­
tance, A. The top and bottom values for each entry represent changes due to 
shifting the given systematic by + lcr and — l<r, respectively.

A Cdt ±  4.1p6_l 1^ f,r

The slope of the resulting likelihood uncertainty as a function of <rx • BR{X —> tt}  

is then 4.0% and is independent of Mx.

5.2.10 Summary of Acceptance Systematics

In summary, the changes in signal acceptance, A , due to the various sources of 

systematic uncertainty are listed in Table 5.8.

5.2.11 Correlation Between Jet Et and Miop Systematics

It has been suggested that perhaps the systematic effects of Mlop and jet Et  are 

highly correlated and treating them as independent effects is overly optimistic. To
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investigate this possibility, we create signal and background templates which reflect 

simultaneously the l<r uncertainties in both Mtop and jet E j\  these shapes result 

from Monte Carlo generated with Mtop = 170 or 180 GeV/c2 and jet Et shifted by 

dblcr. Then, using these templates, we performed pseudo-experiment studies which 

indicate that the shape effects from Mtop and jet Et  uncertainties are somewhat 

correlated. As a result, we conservatively assume that the two are 100% correlated 

and, therefore, obtain a combined jet £?r/Afj0p systematic by adding the totals for 

the two sources linearly.

5.2.12 Combining Systematics

Having determined the total (shape + acceptance) systematic uncertainty for each 

source, we now combine them to determine the overall uncertainty for each value 

of Af*. As discussed in Section 5.2.11, we assume that, for a given value of Afx, the 

effects due to jet E t  and Mtop are 100% correlated and add linearly. The combined 

jet Er/Mtop systematic and all other sources are assumed to be uncorrelated with 

each other and, therefore, add in quadrature. A linear fit to this quadrature sum 

is constrained to pass through the origin and is shown for Afx =  400, 500, 600, 

700, and 800 GeV/c2 in Figures 5.7 through 5.11. Also shown in these figures are 

the contributions from the various individual sources of systematic uncertainty.

In an effort to remain conservative in our estimate of systematic uncertainties, 

the value of A is assumed to be constant for values of <rx • BR{X —> ft} which are 

less than the unsmeared 95% C.L. values listed in Table 4.3. While conservative at 

small values of <rx • BR{X —> ft}, it is overly optimistic to assume for large values of 

<rx • BR{X —*• tt}  that A is given by the value corresponding to the unsmeared 95% 

C.L. limit. However, our method of assuming a constant value of A only for values 

of (Tx * BR{X —> it}  which are less than the limits listed in Table 4.3 avoids any
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underestimate of the systematic uncertainty above the value of unsmeared 95% 

C.L. limit.

For Mx =  400, 500, 600, 700, and 800 GeV/c2, we fit the combined systematic 

uncertainty curve to a line passing through the origin and take its slope els the 

overall systematic uncertainty A as a function of <rx • BR{X —► tt} for values of 

<rx • BR{X —* tt} greater than the 95% C.L. limits listed in Table 4.3. These 

values of slope and their individual contributions are listed in Table 5.9. For Mx 

= 450, 550, 650, and 750 GeV/c2, we interpolate between the values in Table 5.9 

to determine the portion of A with non-zero slope. Furthermore, we assume that 

the systematic uncertainty for Mx = 800 GeV/c2 applies to all Mx > 800 GeV/c2. 

The non-zero slope of the total systematic uncertainty for Mx = 400 GeV/c2 to 1 

TeV/c2 is listed in Table 5.10.

5.2.13 Systematics for T =  0.04Mx

For resonances with a natural width T that is significantly less than 0.06MX, the 

CDF detector resolution is dominant and the Mt\ templates for a given resonance 

mass are all expected to have very similar shapes. For this reason, the above 

systematics, established for Mx =  400 GeV/c2 to 1 TeV/c2 with natural width T 

= 0.012MX, are also expected to be valid uncertainties for convoluting the T = 

0.04MX likelihood shapes. To be certain, we use the methods described above to 

determine the FSR and ISR contributions to the likelihood systematic uncertainty 

at Mx =  500 GeV/c2 for T =  0.04MX. We choose Mx =  500 GeV/c2 because of 

its direct relevance to the data in this region. Furthermore, we selected FSR and 

ISR as sources of interest due to their significant contribution to the systematic 

uncertainty at Mx = 500 GeV/c2 for T =  0.012MX. We find that (a) the FSR total 

systematic uncertainty at T =  0.04MX is nearly identical to that at T =  0.012MX
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Figure 5.7: The total and individual contributions to the likelihood uncertainty, 
A, for Mx =  400 GeV/c2 resulting from ±l<r shifts in each source of systematic 
uncertainty.
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Mx = 500 GeV/c2

-Total 
FSR 

■ Jet Rj.
ISR

- Structure Function 
Add’l Acceptance Sources 

• Luminosity
b-Tagging Efficiency J  
QCD Background /

Gx • Br{X—Ht} (pb)

Figure 5.8: The total and individual contributions to the likelihood uncertainty, 
A, for Afx =  500 GeV/c2 resulting from ±l<r shifts in each source of systematic 
uncertainty.
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Figure 5.9: The total and individual contributions to the likelihood uncertainty, 
A, for Mx = 600 GeV/c2 resulting from ±l<r shifts in each source of systematic 
uncertainty.
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Systematic Uncertainty 
(values in percent of <rx

in Likelihood 
BR{X -v tt})

Mx = Mx = Mx = Mx  = Mx =
400 500 600 700 800

GeV/c2 GeV/c2 GeV/c2 GeV/c2 GeV/c2
Jet Et 6.1 12 6.2 4.4 4.4
Mtop 22 8.9 3.1 5.3 8.7
Jet Et  and Mtop 28 21 9.3 9.7 13
Initial state radiation 14 10 4.2 3.7 5.6
Final state radiation 19 19 16 14 12
6-tagging 4.6 2.9 0.79 1.1 0.85
Structure function 11 5.8 5.5 2.8 4.8
QCD background shape 1.3 0.52 0.17 0.11 0.045
Additional acceptance effects 5.3 5.3 5.3 5.3 5.3
Luminosity 4.0 4.0 4.0 4.0 4.0
Total 39 26 21 19 20

Table 5.9: The systematic uncertainty in likelihood value as a percentage of <rx • 
BR{X —> ft}. These values are determined directly using methods described in 
Section 5 with results depicted in Figures 5.7 through 5.11. We take these values 
to be valid only for <rx • BR{X —► tt} greater than the 95% C.L. limits which do 
not include systematic uncertainties (Table 4.3). Below the unsmeared 95% C.L. 
limit, the total systematic uncertainty is assumed to be constant.
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Afx
(GeV/c2)

Total systematic uncertainty 
as a percentage of <rx • BR{X —► tt}

400 39
450 35
500 31
550 26
600 21
650 20
700 19
750 20
800 20
850 20
900 20
950 20

1000 20

Table 5.10: For M x =  400 GeV/c2 to 1 TeV/c2, the total systematic likelihood 
uncertainty, A, listed as percentage of arx • BR{X —» t t}. We take these values 
to be valid only for <rx • BR{X —* tt} greater than the 95% C.L. limits which do 
not include systematic uncertainties (Table 4.3). Below the unsmeared 95% C.L. 
limit, the total systematic uncertainty is assumed to be constant.
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and (b) the ISR total systematic (as well as its shape and acceptance components) 

is smaller at T = 0.04Afx than at T =  0.012Afx. Therefore, we believe that it 

is reasonable to assume that the conservative systematic uncertainties determined 

for T = 0.012Afx also hold for T = 0.04MX. However, the point at which A is 

taken to be constant depends on the 95% C.L. limit without systematics (as listed 

in Table 4.3).

5.3 Results Including System atic Uncertainty

As mentioned, the effects of systematic uncertainty are included by convoluting 

the likelihood functions for each mass and natural width (Afx = 400 GeV/c2 to 1 

TeV/c2 and T =  0 .012Afx, 0.04Afx) with the total systematic uncertainty, A. For 

a natural width T = 0.012 Afz», Figure 5.12 shows both the original maximal likeli­

hood shape and the smeared likelihood distribution as a function of <rx>BR{X —♦ tt} 

for several X masses, where X —► t i  is modelled by PYTHIA Z' —» t i  with a natural 

width T = 0.012Afz>. Also shown in Figure 5.12 are the 95% C.L. upper limits on 

<rx • BR{X —* ti}  with the effects of systematic uncertainties included. Table 5.11 

lists the resulting fitted values and Table 5.12 lists the 95% C.L. upper limits for 

all masses with natural width T = 0.012Afx, 0.04MX. Figure 5.13 displays these 

95% C.L. upper limits on <rx • BR{X —» ti}  as a function of Afx.
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Figure 5.12: Likelihood as a function of X —» tt production cross-section times 
branching ratio for Mx = 400, 500, 600, and 700 GeV/c2 and natural width F =  
0.012MX. Both the likelihood shape for statistical uncertainties only (dashed) and 
the likelihood with systematic uncertainties (solid) are shown.
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Figure 5.13: The CDF Run 1 95% confidence level <rx • BR{X -♦ ti} limits as a 
function of Afx. The effects of systematic uncertainties are included.
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Mx
(GeV/c2)

Most Probable 
<rxBR{X —► tf} (pb) 

for T = 0.012MX

Most Probable 
<rxBR{X -  tt}  (pb) 

for T = 0.04MX
400 l-47±?i 1 1.42!?'?
450 1.051};, 1.321?;!
500 2.631?? O 00+2.53
550 0 -861^86 0 -9 7 lii
600 0.351SS 0.42lS;S
650 o.4o±g;S 0.401°!=
700 0.301S3! 0.321°^
750 0 -2 1 lo ii 0.221811
800 o.i5lS:?5 0 .161a  ,6
850 0-1318:?! o .i5 l 8:?I
900 0.131°:?! o .i6i°;?°
950 0.1418:?! 0 .161°;?°
1000 0.1418:?! 0 .181° ^

Table 5.11: The most probable values of cross-section times branching ratio for 
narrow resonances (with natural width T =  0.012Mx and T =  0.04MX) decaying 
to ti. These values include the effects of systematic uncertainties.
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Afx
(GeV/c2)

95% C.L. Upper Limit on 
<rxBR{X -  tt} (pb) 

for T = 0 .012Afx

95% C.L. Upper Limit on 
<rxBR{X —» t i \  (pb) 

for T =  0.04Jlfx
400 6.60 6.51
450 5.21 6.32
500 7.31 6.97
550 3.58 3.95
600 1.92 2.23
650 1.82 1.92
700 1.53 1.63
750 1.21 1.27
800 0.97 1.07
850 0.91 1.02
900 0.93 1.08
950 1.00 1.10
1000 1.00 1.23

Table 5.12: The 95% C.L. upper limits cross-section times branching ratio for 
narrow resonances (with natural width T =  0.012Afx and T =  0.04Afx) decaying 
to it. These values include the effects of systematic uncertainties.
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Chapter 6 

Conclusions

As no known particle decays to a it pair within the framework of the standard 

model, this thesis presents the world’s first search for a tt resonance. Accordingly, 

the discovery of such a resonance would provide the only direct evidence to date 

for physics beyond the standard model.

After establishing selection criteria to isolate events containing candidate tt 

pairs which decay to an electron or muon and four jets, this thesis describes addi­

tional event requirements which preferentially select X  —* tt events if they exist. 

Applying these selection criteria to the Run 1 data sample collected from pp col­

lisions at Fermilab’s CDF detector, we measure the tt invariant mass spectrum 

using a method which improves resolution by incorporating our knowledge of the 

top quark mass.

Finding no evidence worthy of a tt resonance discovery, we investigate the 

effects of systematic uncertainties and establish model-independent limits on the 

production cross-section for narrow resonances as shown in Figure 6.1. Figure 6.1 

also shows <tx *BR{X —» tt}  for a model of top color assisted technicolor [25]. In this 

model, the Z ' is leptophobic; that is to say that it does not decay to lepton pairs. In
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addition, it does not couple strongly to bb pairs. Therefore, the most natural way 

to search for this object is through its decay to tt. The limits derived in Chapter 

5 exclude at the 95% confidence level the existence of a leptophobic Z' boson with 

mass Mz> < 480 GeV/c2 for natural width = 0.012  Mz>, and Mz> < 780 GeV/c2 

for natural width = 0.04 Mz>. Because our resolution is approximately 6 % of the 

resonance mass, our detector resolution will no longer be the dominant factor in 

determining the Z ' signal shape for widths larger than 4%. Extensive simulation 

would be required in order to set limits at larger widths, including simulation of 

possible model-dependent interference effects with standard model tt production.

With a dramatic luminosity increase provided by the Main Injector and a center 

of mass energy y/s = 2 TeV, Fermilab’s Tevatron is expected to remain on the 

frontier of experimental high energy particle physics for the duration of “Run 2” 

which is planned to start in the Spring of 2001. An extensive upgrade to the CDF 

detector coupled with a data set which is anticipated to be a factor 20 greater than 

that of Run 1 yields exciting prospects for continued physics at CDF. Using a high 

statistics data sample collected during Run 2, we can expect that the structure of 

the Mtt spectrum will be understood at a deeper level, likely providing answers to 

questions regarding any potential non-standard model excess and concerns about 

the behavior near the tt  threshold. And while the analysis presented in this thesis 

is not sensitive to the additional topcolor models presented in Reference [25], the 

prospects for probing these and other non-standard model theories are promising 

for the Run 2 X  —►tt search.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



155
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Figure 6.1: The CDF Run 1 95% confidence level arx • BR{X —► tt} upper limits 
as a function of resonance mass Mx. The effects of systematic uncertainties are 
included. Included for reference are the predicted topcoior Z ' cross-sections for a 
width = 1.2% and 4.0% of
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Appendix A  

Errors from the 

Background-Constrained Binned 

Likelihood Fitting M ethod

In determining the likelihood as a function of <rx * BR{X —► tt}  in Section 4.2.1, 

we employ a maximum likelihood method ([32],[33]) which does not constrain the 

amount of background employed in the fit. In our search for a narrow tt resonance, 

we purposefully choose an unconstrained fit so as to avoid tying our analysis to 

a particular standard model tt production cross-section assumption. Because we 

also find it less than appealing to treat separate background sources differently, we 

decided against the prospect of constraining only the non -tt background prediction 

within its errors.

However, before finally deciding on this method, we investigated the merits of 

a background-constrained likelihood fit. Specifically, we have studied the appro­

priateness of errors returned by a constrained fit. And while the results of this 

study are not directly related to the analysis presented in this thesis, background-
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constraints axe common to many other similar analyses and perhaps this informa­

tion can be applicable at some other time.

A .l Defining L and Errors

To avoid the complications of additional background sources (as we have in the X  

—* tt search), we simplify the situation by defining our likelihood function to fit 

for only one background shape,

,  b in .  n ,  - w

i  = n  b -1r -  (A.i)
V2ir<Tb V  n*!

where

& = p„ + pb = n ,/ ,( i)  + nbf b(i), (A.2)

n, and nb represent the fitted number of signal and background events, the ith bin 

contains n, observed events, / ,  (/{,) is the signal (background) shape normalized 

to unity, and nb is constrained to be n ^ p within its error given by ov 

Clearly, if L is gaussian in n„ about its maximum at n™ax, i.e., L ~  

then —log(L) is parabolic in n , about n™ax. A commonly exploited property of the 

maximum likelihood method is that, for L gaussian in na, the error on n™0* is given 

by the change in na which yields a |  unit increase in —log(L). However, we have 

found that in certain circumstances, L as defined above tends not to be gaussian 

about n™** and, thus, the statistical errors cannot be expected to correspond to a £ 

unit increase in —log(L). In an effort to determine appropriate errors on the fitted 

value of n „  we calculate the errors using two different procedures: (1) the afore­

mentioned ^log(L) errors; (2 ) an ^-integration method. Our .^-integration method 

establishes the approximate Ugaussian errors” for our generally non-gaussian L as
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follows:

The positive error on the fitted value of n , (v iz ., cr+J satisfies

—  fA f + Jnn,

n m * x +ITt '  2 /*+oo
L dna =  -  where J\ = L dn,

J n T a*3

while the negative error <r~t is given by

1 r n? a* -* n , 2 f - ° °
- 7— / I  dn, =  -  where A l =  L dna.
M  J n ? ax O J n ? a*

Unfortunately, we find that the method of defining the errors in this manner is 

susceptible to the same L-shape pathology which make the | log(L) method un­

tenable.

A .2 (In)appropriateness o f Errors

To investigate the errors returned by the maximum likelihood method, we gener­

ate pseudo-experiments and examine the n , “pull” distribution. The number of 

background events (Na) for a particular pseudo-experiment is chosen by poisson 

fluctuating a value randomly selected from a gaussian distribution centered on 

the expected number of background events, n£xp, with a width equal <T6. N„ the 

number of signal events for a particular pseudo-experiment, is simply given by a 

poisson fluctuation of the expected number, n*ip. We then chose N& (N,) events 

according the background (signal) probability distribution, fb (/,).

We define the pull on the fitted number of signal events, n™ax, as:
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For properly determined errors, we expect the pull distribution to be gaussian 

distributed about 0.0 with a width of 1.0. We find this to be the case for pseudo­

experiments in which ne3xp is relatively large or if the background and signal shapes 

themselves are similar. However, if the background and signal shapes are relatively 

distinct and nexp is small, we find that the pull distribution does not have the 

expected width or structure. Figure A.l displays the pull distributions obtained 

from ^log(L) errors for the four cases listed in Table A.I. The CPU-intensive 

calculations of the pull determined with /^-integration errors follow sim ila r  trends.

A.3 Unphysical Regions o f Parameter Space

It is the effects of the unphysical region of ns-n& space which have been found 

to be responsible for the inappropriate errors returned for the case of small n 'xp 

and relatively distinct background and signal templates. We have found that by 

placing no direct constraints on the fitted parameters, MINUIT, which determines 

the maximum of L by minimizing the —log(L), will inevitably search in the region 

of 71,-716 phase-space where one or more of the fii, defined in Equation A.2, are zero 

or negative. In this region, the poisson probability terms in L lose all meaning and 

the occurrence of non-positive fii prohibit the determination of

/   _ “ P \ 2  b in a

-log(L) = log(y/2K<rb) + - b ^ --------£  nilog(fn) -  fit -  log(ml) .
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Small number of signal Large number of signal

Similar shapes 
(Rmax — 1.31)

n ' i p  = 5, nbxp =  50, arb = 7

signal shape:
( A /,,-572 .5)2

_ J — -e J ( i a s p  
n/2 ¥ (1 2 S )

background shape: 
(A/(, - s s a . s ) J

n f P  = 50, n xp = 50, <rb = 7

signal shape:
(A /„-572 .5 )J

1 -  3719112
\/2 ir(1 2 5 )  

background shape:
(A /,,-562.5)*

_ _ J -------e  2(125)*
\ / 2 t (125)

Dissimilar shapes 
(Rmax = 4 .85 tf +  08)

ne/ p =  5, nbxp =  50, <rb =  7

signal shape:
(A /,1-782 .S)*

- 7 - 4 — re J(lJ5)a 
v/2ir(125)

background shape:
(A /„~ I8 2 .5 )2 

^ ( 1 2 _5 ] e  J(‘a5)

n 'xp = 50, nbxp =  50, crb = 7

signal shape:
(A/„— 762.5)*

1 1 r 2(125)^
\ / 2 t (125)

background shape:
(A /,f ~ie2.5)* 

V 2 ^ ( t 2 5 ) C J(lM)

Table A.l: The four situations for which pseudo-experiments were generated. The 
shapes are confined to the 32 bin, 200-1000 GeV/c2 Mtl spectrum. The resulting 
pull distributions are shown in Figure A.I. The definition of Rmax is described in 
Section A.3.
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For these reasons, we necessarily require that MINUIT avoid searching for the 

minimum of —log(L) in the region of na-nb space where one or more /*,■ < 0.

While we are unaware of a consensus concerning the method for limiting the 

MINUIT search, we have consulted with several collaborators familiar with this 

minimization package and the binned likelihood method[31]. In this analysis, we 

choose to effectively restrict MINUIT’s search to the /j, > 0 region of na-nb space

by setting —log(L) equal to an exceedingly large value when na and rat are chosen

such that any fix < 0 .

While this method is common to similar analyses which also do not directly 

restrict na or nb and it sufficiently forces MINUIT to search exclusively in the fix 

> 0 region, we find that it can result in the distortion of the L shape and thereby 

adversely affect the returned errors on n™ax. These effects, for a given value of 

njjip, are observed only when n 'ip is sufficiently small and the background and 

signal templates are sufficiently different. We quantify the later by defining Rmax» 

the maximum of the ratio of f a(i) to /s(i):

Rmax = max | *7 7"  | for 1 < i < number of bins
\fbWj

As can be seen from Equation A.2, the requirement that (i, > 0 imposes a dra­

matic, yet continuous boundary in the negative n, region. Consider, for example, 

the case of similar background and signal shapes as described in Table A.l (see 

Figure A.2a). In the instance of n 'ip =  5 and njxp =  50, it is quite conceivable 

that a pseudo-experiment would contain no signal events (JVa =  0) and, say, Nb 

= 48 background events (see Figure A.2b). Due to the similarity of background 

and signal templates, coupled with the fact that is gaussian constrained to n“ p 

within its error, it is not surprising that the maximum value of L should occur at 

ns fa -2 (shown in Figure A.2c) and nb ~  50. In mapping L as a function of ns,
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however, there exists a certain range of negative values of na for which n& will have 

to increase dramatically in order to satisfy the fii > 0 condition. The location (call 

it n ')  of this region of offending negative values of n, approximately satisfies

n '/ s(i) + n ^ fb i i )  < 0 

or re-written in terms of Rmax
exp

»: < (a .3)
i tm a x

Yet in this particular case, Rmax = = 1*31 and consequently, we do not

expect the shape of L to be distorted in the region of n™ax. Now suppose (as 

shown in Figure A.3a) that in the example above, /{,(32) were reduced by a factor 

of 50. (Note that in this particular pseudo-experiment, there are no events in bin 

32, as shown in Figure A.3b.) This change results in a scaling of Rmax by a factor 

of 50, ensuring that the maximum of L is no longer located at n, as -2 because 

now, according to Equation A.3, n ' falls in the region of interest and dramatically 

distorts the shape of L. This is clearly evident in Figure A.3c whose maximum 

now occurs at na =  —0.764.

From this study it seems reasonable to require that

- n expnexp> _ ^ _
Jlrnax

in order to obtain appropriate errors horn the background-constrained, binned 

likelihood described here.
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Figure A.l: n„ “pull” distributious (using ^log(L) errors) for the four cases listed 
in Table A.I. Upper left: small signal, similar shapes; Upper right: large signal, 
similar shapes; Lower left: small signal, dissimilar shapes; Lower right: large signal, 
dissimilar shapes.
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Figure A.2: Top: Background and signal templates as described in Section A.3. 
Rmax — 1*31. Solid histogram =  background template. Dashed histogram =  signal 
template. Middle: Pseudo-experiment with N, = 0 and N& =  48, chosen from 
the above templates. Bottom: £ as a function of na for this particular pseudo­
experiment. The maximum occurs at n„ =  —2.01.
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Figure A.3: Top: Same background and signal templates as figure 2a except 
/fc(32) —> — Rmax =  65.4. Solid histogram =  background template. Dashed 
histogram = signal template. Middle: Same pseudo-experiment (with Ns =  0 
and Nft =  48) as figure 2b. Bottom: £  as a function of n,  for this particular 
pseudo-experiment. The maximum occurs at n , =  —0.746.
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Architecture 0729 
Architectural engineering 0462 
Landscape architecture 0390 

 

BEHAVIORAL SCIENCES 
Animal behavior 0602 
Behavioral sciences 0384 
Clinical psychology 0622 
Cognitive psychology 0633 
Counseling psychology 0603 
Developmental psychology 0620 
Experimental psychology 0623 
Occupational psychology 0624 
Personality psychology 0625 
Physiological psychology 0989 
Psychobiology 0349 
Psychology 0621 
Quantitative psychology and  
psychometrics 0632 
Social psychology 0451 

 
BIOLOGICAL SCIENCES 
Biochemistry 0487 
Bioinformatics 0715 

Biology 0306 
Biomechanics 0648 
Biophysics 0786 
Biostatistics 0308 
Cellular biology 0379 
Developmental biology 0758 
Endocrinology 0409 
Entomology 0353 
Evolution & development 0412 
Genetics 0369 
Histology 0414 
Limnology 0793 
Microbiology 0410 
Molecular biology 0307 
Morphology 0287 
Neurosciences 0317 
Parasitology 0718 
Physiology 0719 
Plant biology 0309 
Systematic biology 0423 
Virology 0720 

 



Zoology 0472 

 
 

ECOSYSTEM SCIENCES 
Ecology 0329 
Macroecology 0420 
Paleoecology 0426 

 
ENGINEERING 
Aerospace engineering 0538 
Artificial intelligence 0800 
Automotive engineering 0540 
Biomedical engineering 0541 
Chemical engineering 0542 
Civil engineering 0543 
Computer engineering 0464 
Computer science 0984 
Electrical engineering 0544 
Engineering 0537 
Geological engineering 0466 
Geophysical engineering 0467 
Geotechnology 0428 
Industrial engineering 0546 
Mechanical engineering 0548 
Mining engineering 0551 
Naval engineering 0468 
Nanotechnology 0652 
Nuclear engineering 0552 
Ocean engineering 0547 
Operations research 0796 
Packaging 0549 
Petroleum engineering 0765 
Plastics 0795 
Robotics 0771 
System science 0790 

 
ENVIRONMENTAL SCIENCES 
Conservation biology 0408 
Environmental economics 0438 
Environmental education 0442 
Environmental engineering 0775 
Environmental geology 0407 
Environmental health 0470 
Environmental justice 0619 
Environmental law 0439 
Environmental management 0474 
Environmental philosophy 0392 
Environmental science 0768 
Environmental studies 0477 
Land use planning 0536 
Natural resource management 0528 
Water resources management 0595 
Wildlife conservation 0284 
 

GEOSCIENCES 
Aeronomy 0367 
Atmospheric chemistry 0371 
Atmospheric sciences 0725 
Biogeochemistry 0425 
Biological oceanography 0416 
Chemical oceanography 0403 
Continental dynamics 0406 
Geobiology 0483 
Geochemistry 0996 
Geographic information science  
and geodesy 0370 
Geology 0372 
Geomorphology 0484 
Geophysics 0373 
Hydrologic sciences 0388 
Marine geology 0556 
Meteorology 0557 
Mineralogy 0411 
Paleoclimate science 0653 
Paleontology 0418 
Petroleum geology 0583 
Petrology 0584 
Physical geography 0368 
Physical oceanography 0415 
Planetology 0590 
Plate tectonics 0592 
Remote sensing 0799 
Sedimentary geology 0594 

 
HEALTH AND MEDICAL 
SCIENCES 
Aging 0493 
Alternative medicine 0496 
Audiology 0300 
Dentistry 0567 
Epidemiology 0766 
Gerontology 0351 
Health care management 0769 
Health sciences 0566 
Immunology 0982 
Kinesiology 0575 
Medical ethics 0497 
Medical imaging and radiology 0574 
Medicine 0564 
Mental health 0347 
Nursing 0569 
Nutrition 0570 
Obstetrics and gynecology 0380 
Occupational health 0354 
Occupational therapy 0498 
Oncology 0992 
Ophthalmology 0381 
Osteopathic medicine 0499 
Pathology 0571 
Pharmaceutical sciences 0572 
Pharmacology 0419 
Physical therapy 0382 
Public health 0573 
Public health occupations  
education 0500 
Speech therapy 0460 
Surgery 0576 
Toxicology 0383 
Veterinary medicine 0778 

 
MATHEMATICAL AND  
PHYSICAL SCIENCES 
Acoustics 0986 

 



Analytical chemistry 0486 
Applied mathematics 0364 
Astronomy 0606 
Astrophysics 0596 
Atomic physics 0748 
Chemistry 0485 
Condensed matter physics 0611 
Electromagnetics 0607 
High temperature physics 0597 
Inorganic chemistry 0488 
Low temperature physics 0598 
Materials science 0794 
Mathematics 0405 
Mechanics 0346 
Molecular chemistry 0431 
Molecular physics 0609 
Nanoscience 0565 
Nuclear chemistry 0738 
Nuclear physics 0756 
Optics 0752 
Organic chemistry 0490 
Particle physics 0798 
Physical chemistry 0494 
Physics 0605 
Plasma physics 0759 
Polymer chemistry 0495 
Quantum physics 0599 
Statistics 0463 
Theoretical mathematics 0642 
Theoretical physics 0753 

 

 




