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Chapter 1

Introduction

1.1 The Standard Model

The Standard Model (SM) of particle physics describes all the experimentally observed
phenomena at the subatomic level (~ 107'* m). It is a quantum field theory based on

SU(3) x SU(2) x U(1) symmetry group.

1.1.1 Particle contents and interactions

There are two basic types of particles in this theory, fermions and bosons. Spin 1/2
fermions are the fundamental building blocks of matter and they interact with each other

through the exchange of spin 1 bosons, called the gauge bosons.

The fermions can be further classified into two groups; (i) Leptons and (ii) Quarks. There
are six flavours of both quarks and leptons which can be grouped into three generations.
Properties of each generation are similar except that the particles of higher generations
are more massive. Each generation of leptons has one charged particle and one massless
neutral particle. Quarks possess fractional charge i.e., either 2/3e or 1/3e. Apart from
this, quarks carry colour charge ( there are three colour charges viz., red, green and blue

assigned to them as a matter of convention) for strong interaction.

There are four basic types of interactions in nature. These are (1) the strong interaction,
responsible for the nuclear binding force, (2) the electromagnetic interaction, by which
chemical reactions, electrical and magnetic phenomena etc. can be explained, (3) the

weak interaction which manifests itself in the nuclear 8 decay and (4) the gravitational



interaction, which is responsible for gravity.

Particles with electric charge participate in the electromagnetic interaction and its carrier
is the photon (). Photon is massless and does not carry any electric charge. Strong force
is mediated by gluons. Gluons are also massless and electrically neutral but they carry
the colour charge for strong interaction. There are in total eight of them depending on
the colour combination they carry. Because gluons carry the colour charge they have self
interaction, whereas photons being electrically neutral do not interact among themselves.
The weak interaction is mediated by the W* and Z° bosons. Unlike the gluons and
photons these are massive (~ 100 GeV/c?), which implies that the weak interaction is of
very short range (~ 107'® m). At very high energy (~ myz), electromagnetic and weak
forces unify and are theoretically treated as a single force called the Electroweak force.
There is no well-developed gauge theory for gravitational interaction. As its effect in high

energy and short distance is negligible, it is left out from any discussion of the Standard

Model.

The unbroken electroweak symmetry requires W* and Z° bosons to be massless. If it were
so, the weak interaction would have infinite range. But it is known that weak interaction
has very short range, hence its carriers must be massive. Higgs mechanism was introduced
to provide masses to the W and Z bosons by spontaneously breaking this symmetry. But
this mechanism requires a new particle, the spin 0 Higgs boson, to be introduced in the
Standard Model. The triumph of this mechanism is to predict the masses of the W and Z
bosons correctly. The quarks and leptons can also acquire mass through coupling to the

Higgs field; the stronger the coupling, the more massive the corresponding particle is.

Some characteristics of the Standard Model particles are shown in Table 1.1. All the
particles listed here except the Higgs boson have been either directly observed or inferred.
The tau neutrino has not yet been directly observed but experimental data suggests its
existence. The recent discovery of the top quark is a boost for the Standard Model.
Every effort is being made to find the Higgs boson and it is widely believed that the LHC
experiment (which will be operational sometime around 2005) will give us a final answer

about its existence.



Fundamental fermions

Particle | Symbol | Mass (MeV) | Charge
Quarks (spin 1/2)
Up u ~4 2/3
Down d ~ 7 -1/3
Charm c ~ 1100 2/3
Strange s ~ 150 -1/3
Top t ~ 170000 2/3
Bottom b ~ 4200 -1/3
Leptons (spin 1/2)
Electron neutrino Ve <15x1073 |0
Electron e D511 -1
Muon neutrino v, < 0.27 0
Muon 7 105 -1
Tau neutrino v, < 31 0
Tau T 1777 -1
Gauge bosons
Particle | Symbol | Mass (GeV) | Charge Force
Gluon g 0 0 Strong
Photon ~y 0 0 Electromagnetic
W= W= 80 +1 Weak (Charged)
Z Z 91 0 Weak (Neutral)
Fundamental scalar
Particle | Symbol | Mass (MeV) | Charge
Higgs H ? ?

Table 1.1: Particle contents of the Standard Model.




1.1.2 Shortfalls of the Standard Model

Precision measurements of the values of some of the key quantities of the Standard Model
(viz., mz, 'z, m;, sin0,, a,) at the LEP, SLC and Tevatron experiments in the recent
years have confirmed the validity of the SM. But in spite of its tremendous success it is

not considered a fundamental theory for various reasons, some of which are listed below.

(i) Standard Model has a large number of free parameters whose values, although mea-
sured very accurately, are not predicted by the theory. (ii) There is no understanding of
the replication of generation or prediction of their exact number. (iii) Although Higgs
mechanism gives the masses to W and Z boson, it was added in an ad hoc manner; the
SM does not predict the electroweak symmetry breaking (EWSB) by itself. (iv) A truly
fundamental theory is expected to have an unified description of all the forces including
gravity at some high energy scale. (v) Although there is no theoretical prediction for
the mass of Higgs, it is constrained to be less than about a TeV from the perturbative
unitarity condition. But within the Standard Model there is no symmetry which protects
the mass of Higgs particle from large radiative corrections. This is a feature associated
with only scalar fields. Masses of all other particles are protected by some mechanism,
e.g., photon remains massless due to the exact U(1) gauge invariance of QED or the cor-
rection term to the mass of electron is very small due to chiral symmetry. The radiative
correction(émp) to the mass of the Higgs (mpy) diverges quadratically as the internal

momentum in the loop (one such diagram is shown in Fig. 1.1) becomes very large.

Figure 1.1: Radiative correction to the Higgs mass in the SM.



This can be mathematically expressed as

2 2 L 2 4
mhi(2) = miy(m) + Cg® [ dk* + Rg* + O(g") (1.1)
Ho
Where g is the electroweak scale, ~ myy; mp(p2) is the running mass of the Higgs boson
evaluated at the electroweak scale; py is the scale where new physics becomes important
(for example, in GUTs, py ~ 10'® GeV); g is the coupling constant; C is a dimensionless

quantity and R grows almost logarithmically with u, as g, — occ.

The term proportional to C in equation 1.1 diverges quadratically with yx; and is ~ 10%°
at the GUT scale. So, in order to get mpy(p2) ~ 1 TeV, one has to fine tune my(p1)
extremely accurately to cancel out the quadratically divergent term. This is called the
fine tuning problem and the huge difference between the two scales p; and p, is referred

to as the hierarchy problem.

1.1.3 Beyond the Standard Model

There are various theoretical attempts to solve the above problems. One of them is the
technicolour model in which there are no light elementary scalar Higgs particles. In this
theory Higgs particle is composite of more fundamental fermions. Nearly all technicolour
models predict the existence of low mass (< 25 GeV/c?) charged technipions (which are

like charged Higgs bosons). However there is no evidence for them in the existing data.

An alternative approach to solve some of these problems is Supersymmetry (SUSY) [1-6].
As the aim of this thesis is to search for supersymmetry, it is discussed in some detail in

the next section.

1.2 Supersymmetry

Supersymmetry is a novel type of symmetry that interrelates bosons and fermions.
It solves the fine tuning problem in an elegant way by introducing a supersymmetric
particle (sparticle) corresponding to each SM particle with spin differing by 1/2 and all
other quantum numbers remaining the same. The additional diagrams which contribute
to the radiative correction to the Higgs boson mass in the presence of Supersymmetry

are shown in Fig. 1.2.



Figure 1.2: Additional diagrams for the radiative correction to the Higgs mass when SUSY
is introduced.

The radiative corrections to the mass of Higgs involving loop diagrams of fermions cancel
those involving sfermions. The cancellation would be exact if sparticles had mass equal
to their SM counterpart. But that is obviously not the case because no selectron with
mass 511 KeV/c? or smuon with mass 106 MeV/c? has been found. So Supersymmetry
must be a broken symmetry. But if SUSY has to ameliorate the fine tuning problem,
sparticles must have masses smaller than O(1 TeV). This provides ample motivation to
search for supersymmetric particles in the existing high energy colliders at Tevatron,
CERN or DESY. Further motivation of low energy SUSY is provided by the observation
of Amaldi et al. [7]. According to their analysis, the strong and electroweak coupling
constants do not meet at a single unification point when they are evolved using Standard
Model parameters only, from their values at the electroweak scale measured at LEP
to higher energy using renormalisation group equation (Fig. 1.3a). In contrast, the
Minimal Supersymmetric Standard Model with SUSY scale around 1 TeV leads to a
single unification scale of ~ 10'¢ GeV (Fig. 1.3b).

1.2.1 Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model (MSSM) is the simplest supersymmetri-
sation of the Standard Model in which the smallest number of new particles and new
interactions are added. The particle content of the MSSM is shown in the Table 1.2. For
each of the SM chiral fermions f; (i=L,R) it contains a spin zero superpartner f;. Similarly

there are eight gluinos corresponding to eight gluons. In the electroweak sector there are
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Figure 1.3: Evolution of the gauge coupling constants from the experimentally measured
values at the Z-pole: (a)in the case of the Standard Model and (b) in the case of low
energy SUSY model.

wino, zino and a photino as superpartners of W*, Z and photon respectively. But the
Higgs sector needs to be extended once SUSY is introduced. This is because, in the Stan-
dard Model the electroweak symmetry is broken by a single Higgs doublet which acquires
a non vanishing vacuum expectation value in the ground state. The single Higgs field
could give masses to all the SM fermions, because the doublet (complex conjugate of the
doublet) can couple to the T35 = 1/2 (T3 = —1/2) fermions in a gauge invariant way. But
mass of particles in the presence of Supersymmetry comes from a superpotential which
cannot depend on a field as well as its complex conjugate. Thus, in order to give masses
to all the fermions, two Higgs doublets h and h', with vacuum expectation values v and v’
are introduced. These two Higgs fields have their supersymmetric partner fields (higgsino
field) h and &’ respectively. Consequently, in the extended Higgs sector of SM there are five
Higgs particles; two charged scalar Higgs H*, two neutral scalar Higgs H and h and one
pseudoscalar Higgs A. The ratio of the vacuum expectation values v/v’ of the two Higgs
doublets, also referred to as tanf, has an important role in supersymmetry. Another pa-
rameter originating from the Higgs sector is the higgsino mass parameter, u. Electroweak
gauginos (winos and binos) and Higgsinos with same SU(2) x U(1) quantum number can
mix when electroweak symmetry is broken. Thus, bino, neutral winos and neutral higgsi-
nos mix to form four neutralinos ( mi?,mig,mig,mﬁ) where mgo < mgo < Mg < M.

Similarly charged winos and charged higgsinos form two chargino pairs (miit,mi;t) with



Particles Sparticles Mass Eigenstates
UL, UR, dr, dr Ur, UR , dr, dr | UL, 4R, dr, dr
Quarks L, CR, S, SR | Squarks  ¢r,¢r,381,5rR | ¢r,CR, 8L, SR
(Spin 1/2) tL, tR (Spin 0) fL, éR fl’ ég
bLa bR bLa bR bla b2
€L Vel; €R €L Vel, €R €L VeL, €R
Leptons BLy VuLy R Sleptons BL, VuL, iR BLy VuL, BR
(Spin 1/2) TLy VrL, TR (Spin 0) TL, UrL, TR TL, Vs, TR
g g g
Gauge Bosons ~y Gauginos v
(Spin 0) Z (Spin 1/2) Z 5(?,2,3,4
h,H,A Lo (Neutralinos)
Gauge Bosons W+ Gauginos W+ X{EZ
Higgs Boson H* Higgsinos H* (Charginos)

Table 1.2: Particle content of the MSSM.

mg+ < mg+. The wino, bino and higgsino content of the neutralinos and charginos are
1 2

determined by tan(3) and p.

1.2.2 Minimal Supergravity

In MSSM, the lack of proper understanding of the SUSY breaking mechanism leads to
a large number of soft SUSY breaking masses and interactions (~ 100). Unless further
theories about the SUSY-breaking interactions are in place, this leads to a proliferation
of model dependent parameters making systematic search for supersymmetric particles
impossible. One attractive theory is the Supergravity (SUGRA) [8-10] which unifies the
strong, weak, electromagnetic and gravitational forces at some very large energy scale,
Mx. This energy scale may be the GUT scale (~ 10'® GeV) or the Planck scale (~ 10"
GeV). The parameters needed to describe SUGRA are as follows :

® mg, the common mass for scalar fermions at the unification scale
® mq/;, the common mass for all gauginos at the unification scale

e tan(f), the ratio of the vacuum expectation values of the two Higgs doublets



e Ay, common trilinear coupling constant at the unification scale

e sign(u), the sign of the Higgsino mixing parameter.

If one assumes that there is no new physics process between the unification and the
electroweak scale, it is straightforward to determine the masses and mixing angles of
SUSY particles at the electroweak scale by evolving the SUSY parameters from the
unification scale down to the electroweak scale by using renormalisation group equations.
One typical example of such evolution is shown in Fig. 1.4.

In the following, we show a few important relationships to the lowest order in the SUGRA

model:

az(m
g?
mi(mw) = ——my, (1.3)
dcur

ma, =mj+ 6.28m§/2 + 0.35m%cos(283)
mCZiL =m? + 6.28m§/2 — 0.42m%cos(283)
my, =mg + 5.87m§/2 + 0.16m%cos(283)
m?iR =m? + 5.82m§/2 — 0.08m%cos(283)
m, =mg+ ().52m§/2 + 0.50m%cos(283)
2, =mi+0.52m3],, — 0.2Tm7cos(28) (1.4)
mZ =mg+ ().15m§/2 — 0.23m%cos(28)

2 2

m; =m;
b dr
m; =mj —0.49mg — 1.21m]
mi =m;_ +mi—0.99m] — 2.42m}
mi =m} +m]—0.49m; —1.21m}

Here my, ms, ms, are the gaugino masses associated with U(1), SU(2) and SU(3) sub-
groups of the SM.

The value of p can be determined from the following formula

2 2 2
p’ 4+ mi +m /2

tan®(B) = 5 f ZZ
p? +miy, +my/2

(1.5)
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In the limit of |g| > my,my, the masses of charginos and neutralinos reduce to

2

m )
My, =My — ﬂ—zv(m2 + psin2f)

m?y, _
my, ~|pl + FEu(mzsmzﬁ + 1)
2

m } .
Mg ~my — #—ZZ(ml + psin2fB)sin’ Oy

o (1.6)
Mg My — 'u—zv(m2 + psin2B)cos* Oy

1 m? . .
mgo ~u|+ - ,u—ZZ €.(1 — 5in2B) (i + masin®Oy + mycos’Oyy)
imf | 2
mz ~|p| + _—Eu(l + s1n208)(p — masin“Oyw — mycos by )
2 p?

One added attraction of the SUGRA model, apart from its having less number of free pa-
rameters, is that it induces the electroweak symmetry breaking by driving the Higgs mass
parameter to a negative value at the electroweak scale. Moreover, a common scalar mass
at the unification scale leads to an approximate degeneracy of the first two generations of

squarks masses, which is required in understanding the phenomenology of K mesons [11].

1.2.3 R-parity Violation

The most general superpotential can be written as

W=w, +W, (1.7)
Where
Wi = Wassm = h§;LiH\E; + h,Q; H\D; + h,Q; HoU ; + pHy H, (1.8)
and
Wy = A\i L, L; Ey + )‘;jkLinD—k + )‘;;km (1.9)

where L and E (Q and U, D) correspond to left-handed lepton doublet and the antilepton
singlet ( quark doublet and antiquark singlets) chiral superfields respectively, and i,j,k
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Figure 1.4: Evolution of Sparticle mass parameters in SUGRA.

are the generation indices. H; and H, are the two Higgs fields. The terms in W, can be

simplified in terms of scalar and fermionic components as follows:

Xijrliljer + N jplididy + A mddy, (1.10)
These terms, however, violate either baryon or lepton number, and can generate an
unacceptably large rate for proton decay. To prevent this, the conservation of a new
multiplicative quantum number, called the R-parity, is imposed. R-parity is defined as
(—1)3B+L+25 'where L is the lepton number, B is the Baryon number and S is spin of the
particle. R parity is +1 for Standard Model particles and -1 for their superpartners. The
conservation of R-parity implies that SUSY particles are pair produced and their decay
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in cascades must terminate in LSPs (Lightest Supersymmetric Particles). In most SUSY
models, the LSP is the lightest neutralino x!. Being a weakly interacting particle, LSP
escapes detection, resulting in events with large missing transverse energy (), which
is the canonical signature used extensively in the SUSY searches at pp colliders as well
as at LEP. However, as can be seen from Fig. 1.5, for the stability of the proton, either
lepton number conservation or baryon number conservation is necessary and sufficient.
Therefore, R-parity conservation, i.e., conservation of both lepton and baryon numbers,

is not needed.

+
3 e
fffffffff S
}\‘//112 )\’,112 -
d u
u u

Figure 1.5: Proton decay via A},, and A},, couplings.

We can therefore consider two R-parity violating scenarios.

(i) Ajjr and/or )\;jk # 0 and A

1"

ij
This will produce lepton number violation but will conserve baryon number.
(i) A # 0 and Ajjg, Ay, = 0

This will produce baryon number violation but will conserve lepton number.

In either case, the LSP need no longer be stable, and can decay as follows ( Fig. 1.6):

$%) L Lijer  (Aijr #£0)
)2(1) <, linEk ()‘;’jk #0 )
3 L wididy (A £0)

The Yukawa couplings )‘ijk()‘;'ljk) are antisymmetric in the first (last) two generation in-

dices which implies that
)\ijk = _)\jik & )‘;’]k = —)\’-’

1kj
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Figure 1.6: Decay of LSP, where f denotes either a quark or a lepton and f is the squark
or slepton.

Thus there are 9 independent A and A" couplings and 27 A’ coupling terms, which add up
to a total of 45 independent R-parity violating coupling terms.

It is however impossible to search for such a large number of R-parity violating Yukawa
interactions in any single analysis. The following three assumptions are therefore made

to limit the parameter space for the present search.

1. Out of the 45 R-parity violating coupling terms only one dominates. This assump-
tion is based on the fact that the new couplings are similar in nature to the SM

Yukawa couplings, where only the top quark Yukawa term dominates.

2. The R-parity violating couplings under consideration are strong enough so that the
LSP is unstable and decays within the detector.
The decay length of the LSP, for the decay mode shown in Fig. 1.6, is given by [12]

CYTRo ~ 37.10_3(mJ;/lOOGeV)‘l(lGeV/mi(lJ)5(1/)\)2 m (1.11)

where cy7y0 is the decay length (c is the velocity of light, v is the Lorentz boost
factor for the LSP, and 7 is the lifetime of the LSP in its rest frame), m is the mass
of the sfermion, myo 1s the mass of the LSP and A is the strength of the R-parity
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violating coupling.

For the LSP to decay close to the interaction vertex (< 1 cm), one needs
ey <1lem (1.12)
From Equations 1.11 and 1.12 we get
A > 0.57"%(m;/100GeV )*(1GeV/my )*/? (1.13)
Using m; ~ 200 GeV, my ~ 30 GeV and v ~ 10, as typical values, we get

A > 0.001 (1.14)

Although, at present, there is no information on the possible values of these A
parameters there are strong phenomenological upper limits on the strengths for
many of them. These are listed in Table 1.3. A complete discussion of how these
limits were obtained can be found elsewhere [13]. From the table one can see that,
even after taking into account the existing limits, for most of these couplings, there

exists a large allowed range that satisfies relation (1.14).

ik | Aje [k [ A [k [ A [k | A [k | A
121 [ 0.05 | 111 | 0.001 | 211 | 0.09 | 311 | 0.16 || 112 [ 10~°
122 | 0.05 | 112 | 0.02 | 212 | 0.09 | 312 | 0.16 || 113 | 10~°
123 | 0.05 | 113 | 0.02 | 213 | 0.09 | 313 | 0.16 || 123 | 1.25
131 | 0.06 | 121 | 0.035 | 221 | 0.18 | 321 | 0.20 || 212 | 1.25
132 | 0.06 | 122 | 0.06 | 222 | 0.18 | 322 | 0.20 || 213 | 1.25
133 | 0.004 || 123 | 0.20 | 223 | 0.18 | 323 | 0.20 || 223 | 1.25
231 | 0.06 || 131 | 0.035 | 231 | 0.22 | 331 | 0.26 || 312 | 0.43
232 | 0.06 | 132 |.33 |232|0.39 | 332 | 0.26 || 313 | 0.43
233 | 0.06 || 133 | 0.002 | 233 | 0.39 | 333 | 0.26 || 323 | 0.43

Table 1.3: Upper limits on couplings (all values should be multiplied by fg—gGeV).

3. For the present analysis, it is also assumed that only the LSP decays through
R-parity violating channels. Branching ratios for other SUSY particles to decay
through R-parity violating modes are negligible compared to those of the R-parity

conserving modes. This assumption is again justified, because the strengths of the
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R-violating couplings indicated in Table 5.4 are small compared to R-conserving
couplings of Standard Model. A more detailed discussion of the branching ratios of

R-violating vs R-conserving decays can be found in Ref [14].

1.3 Status of the search for supersymmetric particles

Although Supersymmetry has been a subject of extensive theoretical and experimental
scrutiny over the past decade no experimental evidence has been found yet. Limits on
the masses, couplings and cross-sections of supersymmetric particles have been set from
these negative results. In this section we briefly summarise the present status of searches

both with R-parity conservation and R-parity violation.

1.3.1 Searches with R-parity conservation

Experiments at the CERN ete™ collider (LEP1) ruled out the existence of sleptons,
squarks and charginos lighter than mz/2 in a model independent way. All other limits
are model dependent. The most stringent lower limits on the masses of squarks and
gluinos come from searches at D@ [15,16] and CDF [17] in the F;+ jets and dileptons +
jets + B channels.

The DO limit on the gluino mass is 185 GeV/c? for tanB =2 and 134 GeV/c? for tanf = 6.
The CDF limit on the mass of gluino is 180 GeV/c? for large value of squark mass and
for tanfB =4.

For equal masses of squarks and gluinos the limits are 267 GeV/c* (for tan3 =2) and 220
GeV/c* (for tanf =4) from D@ and CDF respectively.

The limit on the squark mass (except stop) from D@ is 250 GeV/c? for tanfB =2.

D@ has searched for the stop pair production [18] in the scenario in which the lighter of
the two, i.e., £;, decays with 100% branching fraction to charm quark and the lightest
neutralino !, yielding two acollinear jets and E.

The resulting lower limit on m;, is 93 GeV/c? for my = 8 GeV/c*.

The ALEPH collaboration [19] has set a lower limit of 70 GeV/c? on stop mass from the
analysis in the £ — blD channel using data taken at /s = 161, 170 and 172 GeV.

ALEPH collaboration has analysed data taken at y/s= 161 and 172 GeV to search for
sleptons [20]. Their limits depend on the mass difference between sleptons and the lightest
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neutralino.
The lower limits on m,, mz, are 59 and 53 GeV/c* respectively.
For mg,, the limits range from 75 GeV/c? to 58 GeV/c* depending on various assumptions.

For mass degenerate sleptons the limit is 76 GeV/c?. All these lower limits are derived

for p=-500 GeV and tanfB =2.

Both D@ and CDF have looked for chargino-neutralino signal in the trilepton (eee, eey,
epp and ppp) + B final states and put limit on the Uiling'BR(fdcig —3l+ Fr) as a
function of M.

D@ limits [21] are 0.66 pb for mex = 45 GeV/c* and 0.01 pb for mex =124 GeV/c*.
CDF limits [22] are 0.34 pb for mgx > 8L.5 GeV/c* and my > 82.2 GeV/c*.

To compare the D@ and the CDF results one should note that the D@ limit is on the
average of 4 modes (eee, eep, epp and ppp) whereas the CDF limit is on the sum.
ALEPH also searched for chargino [23] and put a lower limit on the mass of chargino at
85.5 GeV/c? for gaugino-like chargino (g = —500 GeV/c?), and 85.0 GeV/c? for Higgsino-
like charginos (my = 500 GeV/c?), for m; > 200 GeV/c? and tanf = /2.

1.3.2 Searches with R-parity violation

Searches at LEP

OPAL had searched [24] for massive unstable photinos using a data sample collected at
v/§ = myz. Photinos could be produced through selectron exchange conserving R-parity.
Assuming that they decay into 751y, (I = e or p) through lepton number violating ;23
coupling, an exclusion contour in the (ms, ms) plane was obtained from the data as shown

in Fig. 1.7.

L3 collaboration [25] had looked for deviations in the cross-section and the forward-

te~ and ete™ — ptpu~ due to the effect

backward asymmetries in the reactions ete™ — e
of R-parity breaking v, exchange. The study was made for energies ranging from 91 GeV

to 172 GeV which lead to exclusion contours as shown in Fig. 1.8.

ALEPH collaboration [26] had reported search for supersymmetry with non-zero values
of R-parity violating A,jx couplings at the energy /s = my.

Scalar leptons of all flavours are ruled out for the mass range of 12 GeV/c? to 45.6 GeV/c?.
For squarks (except stop), the limits range from 12 GeV/c? to 45.3 GeV/c?.

Stops are also excluded in the mass range of 11 GeV/c? to 41 GeV/c%.
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Figure 1.7: 95% C.L. exclusion contour in the ms versus m; plane as obtained by the

OPAL collaboration.

All these results are based upon the assumption that ¢ is much heavier than 4.
Charginos up to myz/2 are excluded (without any dedicated search) since the production

of charginos can seriously alter the Z decay width.

Recently ALEPH [27] reported another search for supersymmetry with R-parity violating
A coupling at the centre of mass energies of 130 GeV to 172 GeV. Charginos with masses
less than 73 GeV/c? and neutralinos with masses less than 23 GeV/c? are excluded at
95 % C.L. in the most conservative case. For the most conservative choice of the coupling,
the mass limits for tanB = 2 are:

me, > 64 GeV/c?, m;, > 62 GeV/c?, m;z, > 56 GeV/c?,

mgy, > 72 GeV/c?, my,,m; > 49 GeV/c?,

m;, > 60 GeV/c*, m; > 58 GeV/c?.

Searches at HERA

In e-p collisions, a single squark can be produced through R-parity violating A’ coupling.
The H1 group has searched for direct single production of squarks ( R-parity violating
production) via A’ coupling [28]. All possible R-parity violating decays and gauge decays

of squarks were taken into account when scanning the parameter space of the MSSM. As
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Figure 1.8: Upper limits on the coupling strengths as a function of m; . The shaded area
is excluded by low energy measurements and the solid line shows the 90% C.L. upper
limit from L3 analysis.

no significant evidence of the production was found, mass dependent limits on the cou-
plings were given (shown in Fig. 1.9). First generation squarks below mass of 240 GeV/c?
are ruled out at 95 % C.L. for the strength of the Yukawa coupling of Aj;;/47 = em.
Stop squarks are searched in pair and single production modes. Light stop is ruled out
between masses 9 GeV/c? to 24.4 GeV/c* at 95 % confidence level for non-zero values of

Al5;. couplings. For A3, coupling with strength (|3, x cos;)?/4m > 0.01laem, stops below
138 GeV/c? are ruled out.

Searches at Tevatron

The first search for R-parity violating supersymmetry at Tevatron was done using dilep-
ton data taken by CDF collaboration [29]. In that analysis lepton number violating
couplings were assumed to have non-zero values. The lower limit obtained on the mass of

squark /gluino ~ 100 GeV/c? is comparable to the corresponding limit obtained for the

R-parity conserved modes in Tevatron experiments.

The observation of the excess of high @? events at HERA experiments [30, 31] have sparked



19

)\'111

H1

50 75 100 125 150 175 200 225 250 275

M squark ( G e\/)

Figure 1.9: 95% CL exclusion upper limits for the coupling A|,, as a function of squark
mass for different natures of the LSP (mass 40 GeV/c?) at tan8 = 1. The regions above
the curves are excluded by the H1 group.

interest in ﬁ’p SUSY, because such events can be explained by the production and decay
of a charm squark of mass ~ 200 GeV/c* when R-parity is violated [32,33]. The preferred
coupling for this scenario is A{,;. CDF collaboration has searched for two R, processes

involving A|,, coupling [34] :
(i) pp — §9 — (cér)(cer) ﬂ c(etd)c(e*d) and

(i) PP — 49 — (ax9)(gx?) &, g(dce™ )g(dee®).

From the first analysis they excluded the scenario of a 200 GeV/c? ¢;, as a function of
the masses of § and §. By the second analysis #; below 135 GeV/c? was ruled out under
a heavy neutralino scenario. For the case of heavy neutralinos and gluinos (mg; = 200
GeV/c?), the squark masses (excluding that of stop) below 260 GeV/c? is ruled out.

1.4 Overview of the Thesis

From the discussion presented above it is clear that a large amount of the SUSY parameter
space remains unexplored. The large centre of mass energy of 1.8 TeV at Tevatron and
about 100 pb~' of data collected with the D@ detector are used for the present thesis to
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study R-parity violating SUSY signals for the first time in D@. We have performed a
search for R-parity violating supersymmetry assuming non-zero values of A, couplings
involving first generation leptons. We assume that supersymmetric particles are produced
in pairs, and decay into lighter supersymmetric particles, and finally to LSP s. Then each
LSP decays into one electron (or neutrino) and two quarks. The signal we seek will
therefore be comprised of final states with two or more electrons and four or more jets.
The D@ detector is well suited for this study. In this thesis we describe this search in

detail. The rest of the thesis is organised as follows:

Chapter 2 discusses the apparatus used in this search, viz., the Tevatron and the DO
detector. Chapter 3 explains in some detail how the data are taken and written in the
format useful for the analysis. This chapter also describes the identification techniques
of various useful objects e.g., electrons, jets etc. in the detector. Event selection criteria,
analysis of experimental data and estimation of background are discussed in Chapter 4.
Chapter 5 describes how cross-section limits are extracted at various points in the my-
my /o plane starting from the signal efficiency, number of events passing all the selection
criteria in the data and the background estimation. Exclusion contours in the mo —m/,
plane as well as in the plane of the masses of supersymmetric particles are also discussed
in this chapter. Finally, in Chapter 6 the results are summarised and future directions

are indicated.



Chapter 2

The Tevatron and the DO Detector

The data collected with the D@ detector [35,36] located at one of the two luminous points
of the Tevatron [37-41] collider at the Fermi National Accelerator Laboratory is used to
search for SUSY signals in the present work. This chapter describes the Tevatron collider
briefly as well as the technical details of the D@ detector with emphasis on calorimetry

and tracking.

2.1 The Accelerator

The proton-antiproton collider at Fermi National Accelerator Laboratory is presently the
world’s highest energy accelerator with a center of mass energy of 1.8 TeV. A schematic
view of the accelerator complex is shown in the Fig. 2.1. The beams originate in the
preaccelerator as H~ ions and are accelerated to 750 KeV by an electrostatic Cockroft-
Walton generator. The ions are bunched and transported to the Linac, a 150 m long linear
accelerator. The ions attain an energy of 200 MeV in the Linac. Then they are passed
through a carbon foil where the electrons are stripped off producing protons. The protons
are then injected into the Booster, a 151 m diameter synchrotron. The Booster operates
at a frequency of 15 Hz and increases the energy of the protons to 8 GeV. The protons
are then injected into the Main Ring, a large ( 1 km radius) synchrotron composed of
about 1000 conventional copper-coiled magnets. Protons in the main ring are accelerated
either to 120 GeV and used for making antiprotons, or to 150 GeV and injected into the

Tevatron.

While collisions occur in the Tevatron, the Main Ring runs to produce antiprotons [39].
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Figure 2.1: Schematic diagram of the Fermilab accelerator complex.
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Protons are accelerated to 120 GeV and extracted onto a nickel target, and the resulting
antiprotons are selected from accompanying debris by a series of magnets. These antipro-
tons are cooled in the Debuncher ring and stored in the Accumulator. Operation cycle

time of the antiproton source is 2.4 seconds.

The Tevatron is a proton synchrotron using superconducting magnets [38,40] which op-
erate at a temperature of liquid helium (4.6° K) and produce fields of ~ 3 Tesla. It is
located in the same tunnel as the Main Ring and is separated vertically by 1 m, except
at the B0 (CDF) and the DO detector areas where the separations are 5.8 metres and 2.3
metres respectively. In the final phase, six bunches of protons ( ~ 10'! particles/bunch)
and six bunches of antiprotons (~ 5 x 10'° particles/bunch) are accelerated to an energy
of 900 GeV. Once this energy is attained (called the flattop), the beams are focussed
and made to collide at the CDF and D@ experimental areas. Everywhere else the beams
are kept apart by electrostatic separators. The luminosity is increased by focussing the
beams. The beam spot has a spread of ¢, , ~ 40pm and o, ~ 30 cm. The useful lifetime
of the beams is in the range of 12-20 hours, after which the Tevatron ring is emptied and

refilled. Typical down-time is about 2 hours.

During the 1993-95 run (Run 1B), the integrated luminosity recorded at D@ was ~ 100

pb~! with the peak instantaneous luminosity of 3 x 103! particles per cm? per second.

2.2 The D@ Coordinate System

Before describing the D@ detector it is useful to define the coordinate system and angle
convention used in the experiment. In D@ a right handed coordinate system is used,
with the direction of the proton beam as the positive z—axis and the y axis pointing up.
The angular coordinates are defined such that ¢ = 0 coincides with the +z direction and
6 = 0 with the +z direction. In place of 8 it is convenient to use the pseudorapidity 7
defined as

6
n=—lIn tanE (2.1)

The pseudorapidity approximates the true rapidity,

1. E+p,
y==In
2 E-—p,

(2.2)
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in the limit m/E — 0 where m is the rest mass of the particle.

In pp collider, many products of the collision escape detection by going down the beam
pipe, thus making the measurement of momentum or energy of the colliding partons
impossible. However, as their transverse momenta (pr) are negligible, one can apply
conservation of momentum and energy in the transverse plane. The transverse energy,
Er (= Esinf) and ., the missing transverse energy, are two quantities used extensively

in the analyses of collider data.

2.3 The D@ Detector

The D@ experiment uses a large multipurpose detector to study pp collisions at /s =
1.8 TeV. It has been operating since 1992. The prime physics focus is the study of phenom-
ena involving high pr and high mass states as in the search for the top quark, precision
study of the W and Z bosons or search for heavy exotic particles like supersymmetric
particles. The main emphasis was on excellent identification of electrons and muons and
a good measurement of their energy; good measurement of the energy and direction of

parton jets and the determination of missing transverse energy.

Detectors for colliding beam experiments generally consist of three main elements: the
tracking chamber, the calorimeter and the muon system. Surrounding the beam pipe are
the tracking detectors, which can measure the three-dimensional trajectories of charged
particles passing through them. Often, the tracking detectors are placed in a magnetic
field enabling the determination of the momenta of the charged particles via the measure-
ment of their deflection. Surrounding the tracking detectors is typically a calorimeter to
measure the energy of the particles. A calorimeter should be thick enough to absorb all the
energy of the incident particles; the tracking chamber should contain very little material
to minimize multiple scattering and loss of energy of the particles before they enter the
calorimeter. Muons are identified by the tracking chambers outside the calorimeter. Any
charged particle originating from the interaction point and penetrating the calorimeter is
probably a muon. Neutrinos, being neutral and weakly interacting can only be inferred

from the imbalance of the overall transverse energy in the event.

The DO detector (Fig. 2.2) follows the general philosophy of a collider detector described
above. The detector design was optimised for a compact, hermetic calorimeter with high

resolution for the measurement of the energies of electrons and jets. As a consequence






26

the tracking detector is relatively small and there is no central magnetic field. As the
momentum resolution in the magnetic tracker is roughly proportional to the momentum,
whereas the energy resolution in the calorimeter varies as 1/+/E, for high pr objects a
better momentum resolution can be achieved with the calorimeter than with a tracking
chamber. Moreover, the presence of magnetic field degrades the energy resolution of the
calorimeter by: 1) sweeping low energy charged particles away from the jet and 2) adding
additional material ( due to the solenoid) prior to the calorimeter. Very good calorime-
try in D@ is achieved by using a liquid argon sampling calorimeter made primarily from
depleted uranium ( in some places copper and steel absorbers are also used). Muons are
identified by tracking chambers outside the calorimeter. Muon momenta are measured
from the bending of their trajectory in the iron toroidal magnet placed between the first

two layers of the tracking chamber.

The detector measures 13 m (height) x 11 m (width) x 17 m (length) and weighs 5500
tons. The entire assembly rests on a detector platform which is mounted on rollers so that
the entire detector may be rolled from the assembly area to the collision hall. The plat-
form also provides space for detector electronics and other utilities (such as gas, power,
cryogenics, cable utilities). The analog signals are read via cables from the detector plat-
form to the Moving Counting House (MCH). The MCH is a three-storey enclosure housing
the Level-0 and Level-1 trigger electronics, high voltage power supplies, and digitization
electronics for all detector parts. The cables are then led out of the MCH into the assem-

bly building where software trigger, online systems and the control room are located.

Some of the individual elements of the D® detector are described below.

2.4 Central Detector

The D@ tracking detector is also called the central detector (CD). As shown in Fig. 2.3,
it has 4 separate systems: (i) the vertex drift chamber (VTX), (ii) the transition
radiation detector (TRD), (iii) the central drift chamber (CDC) and (iv) two forward
drift chambers (FDC). The whole of CD fits within the inner cylindrical aperture of the
calorimeters within a volume bounded by » = 78 cm and z = £135 cm. The CD is used
for the reconstruction of the three-dimensional trajectories of charged particles which
pass through them and for a precise measurement of the locations of the interaction

vertices of each event. The major emphasis is placed on good two-track resolving power,
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high efficiency and good ionisation measurement to distinguish between electrons and
closely spaced conversion pairs (7 — ete™). Precise position measurements are useful
for calibrating the position measurements obtained from calorimeter response and for
improving the accuracy of muon momentum measurements. The following sections
describe details of the CD subdetectors and the basics of drift chamber operation which

is used extensively in the central detectors.

. III |
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Figure 2.3: Side view of the D@ central detector.

2.4.1 Principles of Operation of Proportional Drift Chamber

A fast charged particle passing through a gaseous medium interacts mainly through
Coulomb interaction with the nearby atomic electrons. This results in the creation of
electron-ion pairs in the medium. The number of such pairs depend on the energy of the

particle and the type of gas. For high energy particles (also called the minimum ionising
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particles) the number of pairs created does not vary with energy. For such minimum
ionising particles and for a typical gas, at NTP the average number of electron-ion pairs
created is ~ 100/cm. This is called primary ionisation and is too weak to give a measur-

able signal.

When an electric field is applied across the gas volume, the electrons drifts towards the
anode. In a proportional drift chamber the anode is a thin wire so that the electric field all
over the gas region is low and constant but in its vicinity it is very high (~ 10*—10° V/cm).
In such an electric field the electron travels from the position of its creation to very close
to the anode wire at a constant velocity and without creating any more electron-ion pairs.
But when it reaches close to the anode wire, due to the high electric field it acquires enough
energy to knock out electrons from the molecules in the gas, upon collision. These ad-
ditional electrons ionise more gas molecules; in this way an avalanche is formed and the
number of electron-ion pair increases exponentially. This is called secondary ionisation
and it gives rise to a measurable signal. The time electron takes to reach the anode wire
can be converted easily into the position of its creation as the electron drifts with a known
speed over most of the distance. For a good linear relationship between the distance and
the drift time the electric field needs to be uniform over a large volume. This can be
achieved by putting additional field shaping wires between cathode and anode.

A more detailed discussion on the drift chambers can be found in [45,49, 50].

2.4.2 Vertex Chamber

The Vertex Chamber (VTX) [46-48] is the innermost tracking detector covering a pseu-
dorapidity range || < 2.0. It can be used to precisely determine the position of the
event vertex and is composed of three concentric cylindrical layers occupying the region
3.7 cm < r < 16.2 cm. The inner layer has a length of 97 cm, with each successive layer

being about 10 cm longer. A cross sectional view of the VTX chamber is shown in Fig. 2.4.

The innermost layer has 16 cells in azimuth whereas the outer two layers have 32 cells
each. In each cell, eight 25 pm thick sense wires provide measurement of the » — ¢ coordi-
nate. Adjacent sense wires are staggered by £100 um to resolve the left-right ambiguities;
the cells of the three layers are offset in ¢ to further aid the pattern recognition. The r — ¢
coordinate of a hit is obtained from the drift time and the wire hit, while the z position

is measured using a charge division method. The r¢ and z resolutions are 60 pm and 1.5
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cm respectively.

Additional details of the VTX are given in Table 2.1.

Sense
............. 5 | Grid
SR Cathode
LoD e 2K Coarse Field
b i A N, Fine Field

Figure 2.4: r — ¢ view of a quadrant of the VTX chamber.

2.4.3 Transition Radiation Detector

When a charged particle traverses a medium with varying dielectric constants, e.g. al-
ternate layers of foils and air gaps, it radiates in the forward direction [49,50]. For a
relativistic particle with time dilation factor v = E/mc?, the radiation is concentrated in

a cone with opening angle 1/4 and the intensity of radiation is proportional to 4.

The DO transition radiation detector (TRD) [51,52] is a device designed to distinguish



Number of layers

3

Active Radius (cm)

3.7-16.2

Active length of each layer (cm)

96.6, 106.6, 116.8

Number of sense wires

8 per cell, 640 total

Sense wire separation

4.57 mm radially with 100 pm stagger

Sense wire specifications

25 pm NiCoTin, 80 g tension

Sense wire Voltage

+2.5 kV

Gas 95% CO,, 5% Ethane, 0.5 H,0%
Drift Velocity 7.3 pm/ns

Drift field 1kV/cm

Max. drift distance 1.6 cm

Gas Gain 4 x 10*

r — ¢ resolution ~ 60 um

Z resolution ~ 1.5 cm

Two hit resolution

90% eff. at 0.63 mm separation
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Table 2.1: Vertex Chamber Parameters.

electrons from heavier particles. It envelopes the VTX and consists of three radial layers
as shown in Fig. 2.3. The radiator section of each TRD unit has 393 foils of 18 ym thick
polypropylene with a mean separation of 150 ym. The gaps between the foils are filled
with dry nitrogen. An ultra relativistic particle traversing the layers of foil-gas emits ra-
diation in the X-ray region with an energy peaking around 8 KeV and these are detected
by xenon-filled drift chambers.

2.4.4 Central Drift Chamber

The central drift chamber (CDC)[47,53-55] is the outermost tracking detector covering
pseudorapidity range of |p| < 1.2. It consists of four layers of cells with length of 184 cm
and radii between 49.5 cm and 74.5 cm. Fig. 2.5 shows an end view of the CDC.

Each layer has 32 identical modules. Within each cell, there are 7 sense wires, staggered
by 200 pm relative to each other for resolving left-right ambiguities. Alternate cells along
the radial direction are offset by one half cell to further aid the pattern recognition. The r¢
position of a hit is determined via the drift time and the wire hit. For the determination
of the z position delay lines are embedded in the inner and outer shelves of each cell.

When an avalanche occurs near an outer sense wire, a pulse is induced in the nearby
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Figure 2.5: End view of three out of 32 segments of the CDC.

delay line. By comparing the arrival times of the pulse at both ends, the z position can

be determined. A summary of CDC parameters is given in Table 2.2.

2.4.5 Forward Drift Chamber

The forward drift chambers (FDC)[47,53,56,57] extend the coverage of charged particle
tracking down to § = 5° (|| < 3.1). There are two packages of FDC’s on either side of the
CDC. Each FDC consists of three separate modules, a ® module sandwiched between two
© modules. In the ® module sense wires are radial and measure the ¢ coordinate, while in
the ® modules the sense wires approximately measure the 8 coordinate. Fig. 2.6 shows the
sense wire orientations for each of these modules. Each ® module has four mechanically
separated quadrants, each containing six rectangular cells at increasing radii. Each cell
contains eight sense wires in z; the sense wires in the three inner cells are placed at the
edge of the cell so that the electrons can drift only in one direction. Each © cell also
contains a delay line to measure the coordinate along the wire. The two ® chambers are
rotated relative to each other by /4. The ® chamber is divided into 36 azimuthal drift

cells, each containing 16 radial sense wires. All adjacent sense wires of both ® and &



Number of layers 4
Active Radius (cm) 51.8 - 71.9
Active length of each layer (cm) | 179.4

Number of sense wires

7 per cell, 896 total

Sense wire separation

6.0 mm radially with 200 pm stagger

Sense wire specifications

30 pm Au plated W, 110 g tension

Sense wire Voltage

+1.45 kV (inner SW), +1.58 kV (outer SW)

Number of delay lines

2/cell, 256 total

Delay line velocity 2.35 mm/ns

Gas 93% Ar, 4% Methane, 3% CO,, 0.5 H,0%
Drift Velocity 34 um/ns

Drift field 620 V/cm

Max. drift distance 7 cm

Gas Gain 2 x 10* (inner SW) - 6 x 10 (outer SW)

7 — ¢ resolution

~ 150 — 250 pm

Z resolution

~ 2.0 cm

Two hit Resolution

90% eff. at 2 mm separation

Table 2.2: Central Drift Chamber Parameters

modules are staggered by +200pm to resolve ambiguity.

A summary of FDC parameters is shown in Table 2.3.

2.4.6

Central Detector Readout

32

The electronics for reading out signals from different CD devices are similar. Signals from

the chambers are fed into preamplifiers mounted directly on the chambers themselves.

From there signals are sent to analog pulse shaping cards located on the platform under-
neath the detector. Finally the signals go to the flash ADC digitizers located in the MCH.
If the event is accepted by the level-1 trigger, the data are zero suppressed and sent to

the level-2 trigger.

2.5 Calorimeter

Conceptually, a calorimeter is a block of matter of sufficient thickness which can cause

the primary particle incident on it to interact and deposit all its energy. In D@, the

calorimeter is used to measure the energy of most particles (except muon and neutrino)
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® Modules ® Modules
Active radius 11 cm - 62 cm 11 cm - 61.3 cm
Z extent 104.8 cm - 111.2 cm 113.0 cm - 127.0 cm

128.8 cm - 135.2 cm
Number of cells / layer | 4 quadrants of 6 cells | 36
Number of Sense wires | 8 per cell, 384/FDC | 16/cell, 576 total

Sense wire separation 8 mm radially with 200 pm stagger
Sense wire specifications | 30 ym Au-plated W, 50-100 g tension
Sense wire voltage + 1.55 kV +1.66 kV
Number of delay lines 1 / cell, 48/FDC None
Delay line velocity 2.35 mm/ns -
Gas 93 % Ar, 4% CH4, 3% CO,, 0.5% H,O
Drift velocity 40 pm/ns 37 wm/ns
Drift field 1kV/cm 1kV/cm
Maximum drift distance | 5.3 cm 5.3 cm
Gas gain 2.3 x 10" (inner SW) | 3.6 x 10*

5.3 x 10" (outer SW)
r — ¢ resolution 200 pm
z resolution 2 mm
two hit resolution 90% eff. at 2 mm separation

Table 2.3: Forward Drift Chamber Parameters

that are incident on it. The calorimeter design was crucial for the optimization of the
D@ detector. Since there is no central magnetic field, calorimetry is the only available
method for the measurement of the energy of electrons, photons and jets. In addition,
the calorimeters play an important role in the identification of electrons, photons, jets
and muons, and in establishing the transverse energy imbalance in an event. A detailed

discussion of Calorimetry can be found elsewhere[49, 58, 59].

2.5.1 Calorimetry principle

When a high energy electron (3> 10 MeV) traverses through matter of high atomic number
it losses its energy primarily through Bremsstrahlung. Similarly, for a high energy photon
the energy loss is predominantly via the electron-positron pair production in the vicinity of
the nucleus. The electrons and positrons created through pair production can in turn lose
energy through Bremsstrahlung. This process continues until the energy of the secondary

particles fall below a critical energy level where the other energy loss mechanisms (like
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ionisation) become important. This is called an electromagnetic shower. Since, at high
energies, the angle of emission of electrons-positrons or photons is small, the shower
develops primarily in the direction of the original electron or photon. The energy loss of a

particle through electromagnetic interaction can be characterised by radiation length Xy:

d_E'_ dz

E =% (2.3)

The radiation length is dependent on the absorbing medium, e.g, in case of Uranium it is

3.2 mm.

Hadrons lose energy primarily through inelastic collision with the atomic nuclei. Sec-
ondary hadrons produced in these collisions can in turn undergo inelastic collisions. This
process is called hadronic shower, and it continues until particles are stopped by either
ionisation losses or absorbed by nuclear processes. Typical hadron production occurs with
a mean transverse momentum ~ 350 MeV/c. Thus, hadronic showers tend to be more
spread out laterally than electromagnetic showers. The size of hadronic showers is usually
measured in terms of the nuclear interaction (absorption) length A and it depends on the

medium. For uranium, A 2 10.5 cm.

Calorimeters can be classified as i) homogeneous and ii) sampling types. In a homogeneous
calorimeter, absorbers act as active materials too. Although homogeneous calorimeters
achieve better resolutions, quite often they are not practical for large, high-energy de-
tectors. In sampling calorimeter, absorber layers are interspersed with layers of active
materials. One desirable aspect of calorimetry is compensation. As in every hadronic
shower there will be a significant component of electromagnetic energy deposition, it is
desirable that the responses of the calorimeter to both electrons and hadrons are as close
as possible. It is measured by a quantity called e/ ratio which should be close to unity

in compensating calorimeters.

Even if a calorimeter is perfectly compensating, there are many additional effects which
tend to degrade the energy resolution. Since the showering and sampling processes are
statistical in nature the resolution depends on 1/4/N, where N is the number of ionising
electrons liberated and this is directly proportional to the energy of the incident particle.
So the energy resolution scales as 1/+/E. Additional sources of energy fluctuations in the

calorimeter are:

e Energy leakage out of the calorimeter.
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e Electronic noise.

e Variation in the high voltage, absorber thickness etc.

The calorimeter can also be used to measure the positions of incident particles by studying

the transverse profile of the shower and calculating its centre of gravity.

2.5.2 Calorimeter Design

The D@ calorimeter has liquid argon as the active medium to sample the ionisation pro-
duced in electromagnetic or hadronic showers. The primary absorber material is depleted
uranium but in the outer layers stainless steel and copper are also used. Due to the
high density of uranium the calorimeter is compact. The choice of liquid argon is sup-
ported by the unit gain, relative simplicity of calibration, flexibility in segmenting the
calorimeter into longitudinal and transverse cells, good radiation hardness and low unit
cost of electronics and readout system. But the disadvantage is that it needs a cryogenic
system for liquid argon. The massive containment vessel for the cryogenic system leaves
regions of uninstrumented material and the calorimeter modules are inaccessible during
operation. To make provision for some degree of access to the central tracking detectors
within the calorimeter cavity, more than one containment vessel is necessary. The design
chosen is shown schematically in Fig. 2.7. The central calorimeter (CC) covers roughly
In] <1 and two end calorimeters (EC) extend the coverage up to the region |5| s 4. The
Inter-cryostat Detector (ICD) covers the overlapping region. The boundary between CC
and EC is approximately perpendicular to the beam direction. This choice is shown to

give good I, tesolution.

The calorimeter is modular and is finely segmented in the transverse and longitudinal
directions of the shower. Three distinct types of modules are used in CC as well as in
EC. An electromagnetic section with thinner absorber plates and fine segmentation, a fine
hadronic section (FH) with thicker absorber plates than EM section and coarse hadronic
section (CH) with thick copper and stainless steel plates are used in the D@ calorimeter.
Each module consists of a stack of interleaved absorber plates and signal boards as shown
in the Fig. 2.8. The absorber plates are separated from signal boards by a liquid argon
gap of 2.3 mm. Signal boards are constructed by laminating a copper pad with two 0.5
mm thick pieces of G10. Outer surface of these boards are coated with resistive epoxy.

Electric field is applied by grounding the metal absorber plate and connecting the resistive
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Figure 2.7: Isometric view of the D@ calorimeter showing the central and two end
calorimeters.

surface of the signal boards to a positive high voltage of typical value 2.0-2.5 kV. The
electron drift time across the gap is &~ 450ns. Signals from several pads at approximately
the same 7 and ¢ are ganged together in depth to form a readout cell ; the details of these
gangings vary from cell to cell. The pattern and sizes of readout cells were determined
from considerations of shower shape. The transverse sizes of the cells were chosen to be
comparable to the transverse sizes of showers: ~ 1 — 2 cm for EM showers and ~ 10 cm
for hadronic showers. Longitudinal segmentation within EM, fine hadronic and coarse
hadronic sections are useful for distinguishing between electrons and hadrons. The final
design was chosen to have pseudo-projective readout towers with each tower subdivided in
depth. Pseudo-projective means that the centres of cells of increasing shower depth lie on
a straight line emanating from the centre of the interaction region, but the cells bound-
aries are aligned perpendicular to the absorber plates. Fig. 2.9 shows the segmentation

for a portion of the D@ calorimeter.
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Figure 2.8: A schematic view of a calorimeter cell.

2.5.3 Central Calorimeter

The central calorimeter consists of three concentric cylindrical layers of modules. It is
226 cm long and radially it occupies the space 75 cm< r < 222 cm and covers up to
|n| < 1.2. There are 32 electromagnetic, 16 fine hadronic and 16 coarse hadronic modules
in it. The transverse segmentation is 0.1 x 0.1 in 5 X ¢ space except in the third layer of
the EM module where EM shower maximum is expected; the latter has a segmentation of
0.05 % 0.05 in 57 x ¢ space. The EM, FH and CH module boundaries are rotated to avoid

continuous inter module crack. The major design specifications are listed in Table 2.4.

2.5.4 End Calorimeters

The end calorimeter provides coverage in the range 1.1 < |g| < 4.5. Each EC cryostat is
divided into four sections : the electromagnetic (EM), the inner hadronic (IH), the middle
hadronic (MH) and the outer hadronic (OH) calorimeter.

The ECEM module contains four readout sections with outer radii varying between 84

and 104 cm and inner radii 5.7 cm. The transverse segmentation is mostly 0.1 x 0.1 in
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Figure 2.9: Side view of the calorimeter showing the segmentation and pseudo-projective
tower geometry.

7 X ¢ space, but for || > 3.2 the segmentation is increased to 0.2 x 0.2. Asin the CC, here
also the third EM layer has finer segmentation with 0.05 x 0.05 for || < 2.7 , 0.1 x 0.1
for 2.7 < || < 3.2 and 0.2 x 0.2 for || > 3.2.

The ITH modules are cylindrical with inner and outer radii of 3.92 ¢cm and 86.4 cm re-
spectively. Longitudinally, IH is divided into fine hadronic and coarse hadronic sections.
Stainless steel is used as absorbing material in the coarse section. The transverse seg-
mentation of IH is Anp x A¢ = 0.1 x 0.1 for |p| < 3.2, 0.2 x 0.2 for 3.2 < |p| < 3.8 and
0.4 x 0.2 for || > 3.8. Surrounding the IH is the middle hadronic module, it also has
fine hadronic and coarse hadronic parts; here also stainless steel absorbers are used in
the coarse hadronic sections. The transverse segmentation of MH is similar to that of

IH. The OH module has only coarse hadronic section. The inner and outer radii of OH
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Module Type EM FH CH
1 coverage + 1.2 +1.0 +0.6
# of modules 32 16 16
Absorber U UNbDb Cu
Thickness (mm) 3 6 46.5
Liquid argon gap 2.3 mm 2.3 mm 2.3 mm
# of readout layers 4 3 1
# of cells / readout layer 2,2,7,10 20,16,14 9
Layer thickness 2.0,2.0,6.8,9.8 X, | 1.3,1.0,1.9Xx | 322\
Total radiation length 20.5 96.0 32.9
Total Absorption length 0.76 3.2 3.2
Sampling Fraction (%) 11.79 6.79 1.45
Total readout cells 10368 3000 1224

Table 2.4: Central Calorimeter Parameters

module are 162 cm and 226 cm respectively. The major design specifications of the End

Cap calorimeter are listed in Table 2.5.

2.5.5 Inter Cryostat and Massless Gap Detectors

There is a big uninstrumented area in the transition region between the CC and the EC
( 0.8 < |p| < 1.5) where the amount of energy deposited is not sampled. Therefore, two
detector elements have been added i.e., Intercryostat Detector (ICD) and Massless Gap
(MG) detectors. The ICD is a set of scintillator detectors mounted on the surface of the
EC cryostat with a typical segmentation of 0.1 x 0.1 in 5§ X ¢. The massless gap detectors
are single-cell structures mounted on the end plates of the CCFH, ECMH and ECOH

modules.

2.5.6 Calorimeter Readout

Signals from the calorimeter modules are first brought out of the four feedthrough ports
to the charge sensitive preamplifiers mounted on top of the cryostats. Output signals
from preamplifiers are transported to baseline subtracters (BLS) where analog shaping

and splitting of the pulse into two paths is done. The first is used for trigger. The signals
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Module Type EM IFH ICH MFH MCH OH
7 coverage 1.3-3.7 1.6-4.5 2.0-4.5 1.0-1.7 1.3-1.9 | 0.7-1.4
# of modules 1 1 1 16 16 16
Absorber plates U UNb SS UNb SS SS
Absorber Thickness (mm) 4 6 6 6 46.5 46.5
Liquid argon gap (mm) 2.3 2.1 2.1 2.2 2.2 2.2
# of readout layers 4 4 1 4 1 3
# of cells / readout layer 2,2,6,8 16 14 15 12 8
Layer thickness 3,26,79,93 Xp|12Xeach| 3.6 X | 1.0 Aeach | 4.1 X 7.0 A
Total X, 20.5 121.8 32.8 115.5 37.9 65.1
Total A 0.95 4.9 3.6 4.0 4.1 7.0
Sampling Fraction (%) 11.9 5.7 1.5 6.7 1.6 1.6
Total readout cells 7488 4288 928 1472 1344

Table 2.5: End Calorimeter Parameters

from fine hadronic and electromagnetic cells within 0.2 x 0.2 towers are summed and used
as the input of level-1 calorimeter trigger. The second part of the signal is used for data
readout. This signal is sampled just before the beam crossing and again 2.2 ps later and
the difference between these two samples is a DC voltage proportional to the total charge
collected. The difference signal is sent to the ADC where, if the event is accepted by the

level-1 trigger, the signals are digitized, zero-suppressed and sent to the level-2 trigger.

2.5.7 Calorimeter Resolutions

The response of the D@ calorimeter modules has been extensively studied with test beams
[60—-63] and cosmic rays. The response for both single electrons and pions is found to be

linear within ~ 0.5% over the energy range of 10-150 GeV.

The resolution can be parametrised as

2 2 N2
(1) — 02+S__|__

z T (2.4)

where the constants C, S, and N represent calibration errors, sampling fluctuations and
noise contributions respectively. The noise term is important only at low energy. The

measured values of the constants are,
C =0.003 +0.002, S = 0.157 4 0.005(GeV)/?, N ~ 0.140GeV (2.5)

for electrons, and
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C =0.032 £ 0.004, S =0.41+0.04GeV)/?, N ~1.28GeV (2.6)

for pions.

The position resolution of electrons is about 0.8-1.2 mm and varies approximately as
1/VE.
The e/m ratio of the calorimeter varies from 1.11 at 10 GeV to 1.04 at 150 GeV giving

rise to excellent compensation.

2.6 Muon System

Muons deposit very little energy in the calorimeter and can be identified as those particles
which penetrate through it. The D@ muon detection system [64], as shown in the Fig. 2.10,
consists of five toroidal magnets together with sets of proportional drift tube chambers
(PDTs). The momenta of the muons are determined from their deflection in the toroidal
field. The PDT’s measure the position of the muon before entering and after exiting the
magnetic field. The five magnets are CF covering the region || < 1, the two EFs covering
1 < |n| < 2.5 and two SAMUS (Small Angle MUon system) magnets covering 2.5 < |p| <
3.6. The CF and EFs are together called Wide Angle Muon System (WAMUS); each
section has one layer of drift tubes just before the magnet, a second layer just after the
magnet and a third layer 1-3 m further out. The minimum momentum needed for a muon
to pass through the calorimeter and the toroid varies in the region 3.5-5.0 GeV/c. The

momentum resolution is parametrised in terms of the inverse of momentum k£ = 1/p i.e.,

() -+ (i) e

A few important parameters of the muon detection system are shown in Table 2.6.
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Figure 2.10: Elevation view of the D@ detector showing Muon system.
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Wamus Samus
7 coverage In| < 1.7 1.7 < |n| <€ 3.6
Magnetic Field 2T 2T
Number of modules 164 6
Number of drift cells 11386 5308

Sense wire properties

50 pm Au-plated W,
300 g tension

50 pm Au-plated W
208 g tension

Sense wire voltage

4.56 kV

4.0 kV

Cathode pad material

Glasteel coated Cu strip

No cathode

Cathode pad voltage

2.3 kV

Gas

Ar 90%, CF, 5%, CO, 5%

CF, 90%, CH, 10%

Drift velocity 6.5 cm/ps 9.7 cm/ s
Maximum drift distance 5 cm 1.45 cm

Bend view resolution +0.53 mm +0.35 mm
Non-bend view resolution | +0.3 mm 40.35 mm

Table 2.6: Muon System Parameters



Chapter 3

Data Acquisition, Reconstruction
and Particle Identification

Collisions happen at a very high rate at D@ intersection, but a majority of the events
are not interesting for further studies. In this chapter a brief description is given on how
the interesting events are selected (Trigger) and written in the storage medium (Data
Acquisition System). In the later part we describe reconstruction of physical objects
(such as electrons, jets etc.) from the raw data and corrections that need to be applied

to the energy estimates of these objects prior to analysis.

3.1 Trigger and Data Acquisition System

At the Tevatron, during Run I, the bunch crossing rate was 286 kHz; the typical luminos-
ity was 5 x 10%° cm™%s7! leading to 0.75 interactions per bunch crossing. This amounts
to an event rate of about 200 kHz. However, processes of interest are much rarer and it
is impractical to record and process data from all the bunch crossings. The technique of
selecting interesting events for further processing is called triggering. The layout of the
D@ trigger system is shown in Fig. 3.1 [36]. It has three different levels with increasingly
sophisticated event characterisation. The Level-0 scintillator based trigger selects events
occurring due to beam-beam inelastic collisions. Level-1 trigger is based on a collection
of programmable hardware processors that can make a decision within the 3.5 us inter-
val between beam crossings, without incurring any dead time. However, some triggers,
referred to as Level-1.5, require more time during which several bunch crossings occur.
Level-1 (and Level-1.5) triggers reduce the event rate to ~ 150 — 200 Hz.
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Figure 3.1: Schematic diagram of the D@ Trigger System.
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If an event passes the Level-1 trigger it is completely digitized and the data sent to one
of the 48 Level-2 nodes. Fast event reconstruction software resides in the Level-2 proces-
sors which reduce the event rate to about 2 Hz. Events which pass Level-2 trigger are
transferred to the host system for event monitoring and recording on permanent storage

medium.

In the following we briefly discuss the main components of the trigger system, but a
detailed discussion can be found elsewhere [35,65-67].

3.1.1 Level-0

The Level-0 trigger [68,69] indicates the occurrence of inelastic collisions and serves as
luminosity monitor. It comprises two sets of scintillator hodoscopes mounted on the front
surfaces of the two end-calorimeter modules. These hodoscopes have a checker-board
like pattern of scintillators giving partial coverage in the region 1.9 < || < 4.3 and full
coverage for 2.3 < || < 3.9. The spectator quarks in an inelastic pp collision hadronise
in the far forward region; thus one looks for a coincidence between signals from the two
sets of hodoscopes. The rapidity coverage is set by the requirement that the detector
be > 99% efficient in detecting non-diffractive inelastic collisions. Good knowledge of
z coordinate of the interaction vertex is necessary for the precise determination of the
transverse momentum (energy) of electrons, jets or muons. It is determined by comparing
the arrival times of the signals at the two hodoscopes. A fast determination of the vertex
with a resolution of +15 cm is available within 800 ns after the collision and is used by
the Level-1 trigger. An event is accepted at Level-0 if |z,;,| < 100 cm. More precise value
of the vertex with resolution +3.5 cm (slow z) is determined within 2.1 ps for use in the
Level-2 trigger. The Level-0 trigger is also used to identify multiple interactions in an

event by analysing the distribution of arrival times.

3.1.2 Level-1

Once an event is recognised by the Level-0 trigger as originating from hard scattering
it is passed on to the Level-1 setup. Most decisions are made between the two bunch
crossings but some events require additional confirmation (known as Level-1.5 trigger)
which can come after several bunch crossings. The overall control of the Level-1 trigger

components and the interface to the next higher level reside in the Level-1 framework [70-
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72]. The inputs to the Level-1 framework are 256 trigger terms comprising data from the
calorimeter, the muon system, the Level-0 hodoscope and the accelerator timing signals.
It also uses information about main ring activity to veto events which are suspected to
be corrupted. The 256 trigger terms are reduced to a set of 32 Level-1 trigger bits by an
AND-OR network. Each of these trigger bits requires that a specific pattern of the trigger
terms be satisfied. Users can download through the Trigger Control Computer (TCC)
the threshold for the firing of the AND-OR terms or a specific pattern. Each trigger bit
also has a programmable prescale. If a prescale is set to a value N then the trigger will

actually fire only once in every N times the trigger conditions are satisfied.

When a Level-1 trigger is satisfied, the framework sends commands to the digitising
crates to start digitisation, and send the trigger decisions to the Level-2 system. The
digitisation hardware is located in 86 front-end VME crates. If an event needs Level-
1.5 confirmation, the framework starts digitisation but delays notifying Level-2. If the
event passes the Level-1.5 requirements, the framework sends the digitised event to Level-
2; otherwise it aborts digitisation. As mentioned earlier the Level-1 trigger checks the
main ring activity. This is important because the the main ring passes through the D@
calorimeter and the loss of particles from the main ring may contaminate the information
from the calorimeter or the muon system. The maximum losses in main ring occur during
injection (beam injection into the main ring) and transition (when the accelerating fields
are changed to compress the bunches). This is called MRBS_LOSS. Events during these
periods are vetoed, resulting in a dead time penalty of ~ 17% [73]. Moreover when main

ring bunches pass through the detector losses can occur. The veto to take care of this is

called MICRO BLANK and it causes a dead time of about 8% [73].

3.1.3 Level-2 and Data Acquisition System

The DO data acquisition system and the Level-2 filter are closely related. Level-2 is a
software filter which uses the digitised information of an event and performs fast recon-
struction enabling application of sophisticated criteria to reduce the event rate from about
200 Hz to about 2 Hz. This trigger system is a farm of 48 Vaxstation 4000 processors
running in parallel. These processors are connected to a multiport memory via a VME
bus. Asindicated in Fig 3.1, the process of transferring an event from the digitising crates
to a Level-2 node is controlled by a Level-2 supervisor. Once an event is received by a
Level-2 node, it is converted to ZEBRA format [74] , a standard format used at D@ for all
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subsequent data processing. The Level-2 filtering software is a collection of “tools”. Each
tool can take a set of parameters describing the cuts to be made. The lists of tools with
specific values for the parameters are collected together into filter scripts. Each of the 32
Level-1 trigger bits is associated with one or more of the 128 filter scripts. Depending
on the Level-1 trigger mask the Level-2 system calls in a sequence every script associated
with the Level-1 bits which were set. If at least one of the scripts is passed, the event is
temporarily written to disk and later transferred to 8mm magnetic data tapes for further

processing.

3.2 Event Reconstruction and Particle Identification

The events recorded by the data acquisition system ( RAW events) contain information
like digitised counts in calorimeter cells, counts per time bin of a tracking chamber etc.
However, in physics analysis one studies the objects like jets, electrons, photons etc.. The
process of converting the raw data into interesting physics objects is called the recon-
struction. In DO this task is performed by a huge computer program (about 150,000 lines
long) called DORECO [35, 75].

3.2.1 The Reconstruction Program: DORECO

Apart from the raw data, DORECO needs detector survey and calibration information as
its input. The outputs of DORECO consist of two different sets of files both written in
the Zebra format: the standard stream (STA) and the data summary tape (DST). Size
of STA files for an event is quite large, typically ~ 600 — 1000 kbytes, and it contains the
raw information along with the reconstruction results. DST contains those results of the
reconstruction and summary of the event data which are likely to be needed frequently for
the physics analysis. The size of DST file is about 15 kbytes/event. The enormous volume
of data collected by the D@ detector necessitated further reduction in the size of data
files that can be kept in the disk. This third set of data files called micro DST’s (uDST’s)
contain minimum amount of information needed for further analyses in a compressed

format.
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The reconstruction program performs three major tasks.:

e Hit finding, in which, digitised signals from the sense wires of the tracking chambers
are converted into spatial locations of hits. Also, signals from calorimeter cells are

converted to energy depositions.

e Tracking and Clustering, where the tracking chamber hits are joined together to
form tracks and the calorimeter energy depositions in the cells are grouped to form

clusters.

e Particle identification, during which the tracking and calorimeter information are
combined to form candidates for electrons, photons, jets, or muons. The criteria

applied by DORECO in choosing the candidates are quite loose.

The first step in reconstructing a track in the central detector is unpacking the digitised
charge versus time bin data of all sense wires. The identification of individual pulses is
achieved by looking for leading and trailing edges of the pulses. The total charge deposited
(used later to find dE/dx) is found by integrating the pulse. The time of arrival of the
pulse is used to determine the position. Due to the left-right ambiguities there are two
possibilities of the location of the hits; hence two sets of hits are stored, one at the actual

position of the track and the other at its mirror image.

After the individual hits are found, track segments in each layer are formed by fitting
groups of hits in a straight line. At this point, due to the stagger in the sense wire
positions, the sets of hits corresponding to the true track yield a better fit. Segments
from different layers are then matched to form tracks. Finally, tracks are matched between

vertex chamber, TRD and the CDC (or FDC) to reconstruct the final track. More details

on the central tracking reconstruction can be found elsewhere [54-57].

As mentioned earlier the z position of the interaction varies widely from event to event.
Since it is essential to know the 8 direction of the particle to calculate its transverse
momentum or energy, the z vertex of each event must be precisely determined. Since the
cross-section of the beam is very small ~ 50um, the (z,y) position of the vertex can be
taken as (0,0). To measure the z position of the vertex, the CDC tracks which have an
impact parameter with respect to the z axis of less than 2.5 cm are projected into the (r,z)
plane. After that, a histogram is made from the positions of convergence of these tracks
with the z axis. The highest peak is attributed to the primary vertex (resolution achieved

by this method is about 1-2 cm) and any other peak is attributed to the secondary vertex
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due to multiple interactions. It should be noted that the smaller peak should at least be

7 cm away from the main peak for it to be resolved.

In the calorimeter, hit finding converts the raw information of digitised counts from each
cell to energy, with appropriate calibrations determined from test beam measurements.
Corrections are applied to account for cell-by-cell variations in gain and pedestals. The cell
energies are converted to transverse energy values by using the position of the interaction
vertex. Cells with the same 1 and ¢ are grouped together to form towers. These towers
are used in the next stage to form electrons, photons and jets.

Data from the muon system are processed following the same idea as is used in the central
detectors but due to the differences in geometry and front-end electronics the details are
different.

3.2.2 Electron/Photon Identification

Electrons or photons are identified by the nearest neighbour algorithm [76] as the localised
deposition of energy in the electromagnetic section of the calorimeter. At first all EM
towers are arranged in the decreasing order in E7. Beginning with the highest E; tower,
all the neighbouring towers with E; above 50 MeV are added to the cluster, and the
process repeated until all the neighbouring towers satisfying the energy requirements are
added to the cluster. A new cluster formation is then begun from the highest E; tower

not previously assigned to a cluster.

Any cluster that has 90% of its energy deposited in the electromagnetic calorimeter and at
least 40% of the energy contained in a single tower is identified by the DORECO package
as a candidate electron or photon. The cluster centroid is calculated from the log(E)
weighted mean of the cell positions in the third layer of the electromagnetic calorimeter.
The position resolution achieved by this method is 1.5-2 mm. Electron candidates are
distinguished from photon candidates by requiring the presence of at least one CDC or
FDC track within a road of size Anp x A¢ = 0.1 x 0.1 pointing from the interaction vertex

to the cluster centroid.

The requirements used by the reconstruction program to form candidates are purposely
kept quite loose so that the user can apply further requirements tailored for that partic-
ular analysis. There are many additional variables for identifying good quality isolated

electrons.
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Parameters used to identify a good electron in this analysis are, i) isolation fraction ( f;s),
ii) track match significance and iii) H-matrix x*. In the following section we discuss them

in detail.

e Isolation Fraction: This is defined by comparing the electromagnetic energy within
a cone of radius /An? + A¢? = 0.2 centered around the electron [Egp(0.2)] to
the total energy contained within a concentric cone of radius 0.4 [E;(0.4)]. The

isolation fraction is defined as:

Er0r(0.4) — Ep(0.2)

fiso — EE‘M(Oz)

(3.1)

e Track Match Significance: A significant source of background to electrons is from
photons produced either directly or by the decay of a 7° or 5. Such photons are
expected not to have a track in the central detector but due to the overlapping
tracks from nearby charged particles they may be reconstructed as electrons. This
background can be reduced effectively by requiring that the track point at the

centroid of calorimeter cluster. To quantify this, track match significance parameter

S, is defined as (for CC)
AP\ [ Az\?
szd(_‘ﬁ) +(£2) (3:2)
TAg OAz

For EC, z is replaced by r.

e H-matrix x?: The longitudinal and transverse development of showers for elec-
trons or photons are different than those for hadrons. The shower shape can be
characterised by a covariance matrix [77,78] derived from a sample of N simulated

electrons :

M;; = N Z(mf - El)(m? — T;) (3.3)
n=1
where the observables z;(i = 1,41) are fractional energies in layers 1, 2 and 4 of
the EM calorimeter, the fractional energies in each cell of a 6 x 6 array around the
shower centre in the third EM layer, the z position of the interaction vertex, and
the logarithm of the total cluster energy.

The matrix M is calculated individually for towers at different |g|, so there are 37
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distinct matrices.
Given the matrix M the x? is defined as

X2 = Z(m? — El)H”(m;L — fj) (34)

iJ

where H is the inverse of M.

3.2.3 Muon Identification

Muons are identified by the tracks they leave in the muon chambers which point back to
the interaction vertex. The reconstruction of the muon tracks, similar to that of that of
central detector tracks, starts from conversion of the raw hits and time information into
three dimensional position information. Then the hits are fit to a straight line and point
to the interaction vertex. Since the muon system is embedded in a toroidal magnetic field
for momentum measurements, the tracking is done separately for segments before and af-
ter the magnet. The segments are then matched and the momentum is determined from
the measurement of the bend of track while passing through the magnet. The momentum
resolution can be improved by a global fitting, in which the muon tracks can be associated
with a track in the central detector and the event vertex. The momentum measured in
this way needs to be corrected for the loss of several GeV of energy in the calorimeter.

This loss is estimated through simulation.

Primary backgrounds to muon candidates are the cosmic rays and the leakage of hadronic
showers out of the calorimeter called punchthroughs. To reduce the cosmic ray contami-
nation a track in the central region (|n| < 1.0) is rejected if there is another track located
back to back both in % and ¢. To enhance the cosmic ray rejection capability during the
later part of data taking, the outer layers of the muon detector were partly covered with
large area scintillator detectors to provide a cosmic muon veto. The timing information

from these scintillators can be effectively used to reject cosmic ray muons.

The hadronic punchthrough is important only in the transition region of the central and

end calorimeters.

Several variables were devised to identify good muons but as events involving muons are

not the focus of this analysis, we will not discuss them in further detail.
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3.2.4 Reconstruction of Jets

Most D@ analyses reconstruct jets using a cone jet algorithm [79-81] which proceeds as

follows:

e Preclustering: The calorimeter towers are first ordered in Ey. Starting from the
highest E7 tower, for every tower with E; > 1 GeV, a precluster is formed from
all adjacent towers with An < 0.3, A¢ < 0.3. Preclustering continues until all the
towers with Er > 1 GeV are assigned to a precluster. The Er-weighted centroid of

each precluster defines the axis of the corresponding candidate jet.

e Cone Clustering: Starting from the candidate jet axis, all towers within a radius of
R in the n — ¢ space (for this analysis R is chosen to be 0.5) are assigned to the
cluster. The centroid of this new jet is recalculated. If the new jet axis is different
from the earlier one, then the summation is redone and axis recalculated. This

process is repeated until it stabilises.

e Merging and splitting: No towers should be shared among jets. But during cone
clustering it may happen that few towers are shared among different jets. If two jets
share some towers, the fraction of the total energy which is shared between them
is examined. If it is more than 50% of the Er of the softer jet then the two jets
are merged and jet axis is recalculated. Otherwise, they are split into two jets with

each tower being assigned to the closest jet.

e To suppress random noise fluctuations that can produce jets, an E7 threshold of 8

GeV is imposed.

The jet candidates have a large number of quality variables associated with them. The
parameters used in this analysis are the i) coarse hadronic fraction (CH fraction): the
ratio of the energy deposited in the coarse hadronic calorimeter to the energy of the jet, ii)
The hot cell ratio: the ratio of the energy deposited in the hottest to the next to hottest
cell and iii) the em fraction: fraction of the energy deposited in the EM calorimeter to

the total energy of the jet.

3.2.5 Reconstruction of f;

Since the neutrinos are neutral and weakly interacting, they do not leave any trace in the

detector and their energy cannot be measured. However, their presence can be inferred
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by the momentum imbalance in an event. In pp collisions the initial momentum of the
colliding partons along the direction of the beam is not known and therefore the momen-
tum conservation cannot be applied. But as the initial momentum in the transverse plane
is very small one can apply conservation of momentum in the plane perpendicular to the
beam direction. The transverse energy components are added vectorially and any signifi-
cant deviation from zero is attributed to one or more neutrinos which escaped detection.
The reconstruction software supplies three different sets of [; the first one is based on
the calorimeter measurements, second incorporates the information from the ICD as well
as Massless Gaps and the third takes into account the muons.

The calorimeter F, is defined as

B = By + (B, (3.5)

with
B = — Enj E; sinf;cos; (3.6)
i=1
and
B = - 2”: E;sinb;sing; (3.7)
i=1

where E; is the energy deposited in the cell i. For the muon corrected [, the momenta
of the muons are added vectorially in the above sum and the estimated energy loss of

muons in the calorimeter is subtracted.

3.3 Corrections

The energies of the objects reconstructed by DORECO need to be corrected for various
effects prior to the physics analysis. The following sections briefly discuss the various

corrections.

3.3.1 Correction for Electrons and Photons

Calibration of the energy scales of the calorimeters were determined using test beam data.

Since the test beam setup and the actual D@ run conditions are not exactly similar,
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corrections to the energy scale need to be applied to obtain the true energies of the
electrons or photons. To do this for electrons, Z resonance is taken as a reference point
as its mass is determined accurately by the LEP collaboration. The electron energies are
scaled up so that the invariant mass of two electrons (at D@ as determination of charge
is not possible, positrons and electrons are not distinguished) match with the Z mass.
This correction is about 4-6%. As electron and photon showers are similar in nature, this

correction holds for photons as well.

3.3.2 Jet corrections

For physics analyses it is necessary that the energy of a reconstructed jet be the same
as the energy of the original parton that formed the jet. However, there are systematic
effects which lead to differences. Hence an energy scale correction is needed. The energy

scale can be affected by the following:

e Jets are usually composed of a large number of particles of different energies, e.g.,
approximately 67% of the particles in a 50 GeV jet have energy less than 5 GeV [82].
The response of the calorimeter in this energy region is nonlinear and therefore
summing up the response of the calorimeter to each particle does not give the

correct result.
e Showering losses of particles outside the jet cone.

e Energy deposited by particles not originating from hard scattering e.g., particles
arising from the fragmentation of the spectator quarks (underlying events), or from
the natural radioactive decay of Uranium used as absorber in the calorimeter. These
sources affect the jets much more than the electrons because they are extended

objects.

e The zero-suppression used in the calorimeter readout can produce a shift in the

energy.

Correction to jet energy response is obtained by using the method called the £, projection
fraction (MPF) [83]. In this method one looks for events which have one good photon
and one jet lying back-to-back in ¢ and no other objects. The photon energy is corrected
using the electromagnetic energy scale correction. There should be no neutrinos in these

events, so that any £, in the event is due to the mismeasurement of the energy of the
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hadronic jet. By projecting the F, along the jet axis, the required correction can be

obtained.

Contribution from the underlying event is measured from the minimum bias events and
the out of cone showering has been determined from the test beam data. The corrections
arising due to zero suppression, and uranium noise have been obtained from data taken

without zero suppression.

Finally these corrections are obtained as a function of E; of the jets in the central and

end calorimeters separately, as shown in Fig 3.2.

3.3.3 Corrections for

As [, is obtained from energy deposits in all the cells in the calorimeters, it is mismea-
sured to the same extent to which objects in the calorimeters are mismeasured. So the
correction to F; is obtained by taking the difference between the summed uncorrected

E; and summed corrected E7 of the calorimeter objects.



Chapter 4

Analysis of Collider Data and
Estimation of Background

In this chapter, the analysis of the data to look for the evidence of supersymmetry in the
R-parity violating scenario is discussed. The chapter begins with a description of the data
sample. The online trigger and the offline selection requirements used for this analysis are
then described with their justifications. This is followed by a discussion of the background
modeling and the method adopted for their estimation. This chapter also describes the
consistency checks made to establish the validity of the background modeling.

4.1 Data Sample

In this analysis, we have used the data collected by the D@ detector during the 1994-95
collider run (Run 1B). Luminosity delivered by the accelerator and recorded at D@ in
collider Run I between 1992-95 is shown in Fig. 4.1. Runs during which the detector
system or the data acquisition system had problems are excluded. The resulting data
sample from Run 1B corresponds to an integrated luminosity of 96 + 5.2 pb~!, where the
quoted uncertainty of 5.4% includes the error in Level-0 trigger efficiency and the error

in the inelastic scattering cross-section.
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4.2 Monte Carlo Simulation

In this analysis, for the study of signal and background processes, we will use the Monte

Carlo simulation techniques extensively. In general, this proceeds in three steps:

e event generation, in which simulation of the particle collisions is done,

e detector simulation, where the simulation of the final state particles passing through

the detector is done, and finally,

e simulation of the trigger.

In the following we will discuss these three steps in brief.

4.2.1 Event Generation

While there exist a number of event generators for the simulation of hadron-hadron col-
lisions, we use in the present analysis ISAJET [84], PYTHIA [85] and HERWIG [86]
programs which produce an output that is compatible to the detector simulator at D@.
ISAJET has been used for the generation of signal events and all three event generators
have been used for simulation of various background processes (discussed in detail later).
The basic steps followed in all these event generators are similar but they differ in the

details of their implementation.

e A primary hard scattering is generated using QCD cross-section for two body parton-

parton scattering and for appropriate parton structure functions.

e All partons participating in the hard scattering are then evolved through repeated
branchings according to the Altarelli-Parisi splitting functions. Through this pro-

cedure both initial and final state radiations are generated.

e Quarks and gluons produced in the first two steps are then fragmented into hadronic
final states. This process is known as fragmentation or hadronisation. As this
cannot be done in perturbative QCD, different event generators employ different
empirical schemes for hadronisation, e.g., ISAJET uses Feynman-Field scheme [87],
PYTHIA uses Lund String fragmentation scheme [88] and HERWIG uses Cluster

hadronisation model [86].
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e The final step in the event generation is to evolve and hardonise the leftover partons
known as “spectators”. There is no unique way of dealing with the leftover partons.
PYTHIA uses an extension of the Lund Colour scheme whereas in ISAJET and
HERWIG, a minimum bias event is overlaid on top of the primary hard scattering

event.

4.2.2 Detector Simulation

A detailed simulation of the detector response when particles pass through it is nec-
essary to understand the systematic effects. At D@ the primary package for detector
simulation is based on the GEANT [89] program developed at CERN. This program sim-
ulates the tracks and interactions of the particles traversing through a volume containing
user-specified material. The interactions included in it are electromagnetic and hadronic
showering, decays of short-lived particles, multiple Coulomb scattering, electron and muon
bremsstrahlung and production of é-rays. GEANT collects the response from all these

processes in the detector and converts them to simulated digitised signals.

The most critical and error prone step in using GEANT is the coding of the geometrical
model. In the adaptation of GEANT at D@, called the DOGEANT, the complex geomet-
rical model using fortran code has been replaced by a number of ASCII data files which
are read by the program and contain all the arguments for the GEANT geometry routines.
The DOGEANT does tracking in the tracking chambers and the muon chambers in great
detail.

A full simulation of the calorimeter using complete details of uranium plates, liquid ar-
gon gaps, G10 signal boards etc. (often referred to as plate level Monte Carlo) takes an
inordinate amount of time generating and tracking hundreds of secondaries through the
calorimeter volumes. Therefore it is necessary to take some steps to speed up the simu-
lation in the calorimeter part. One way of doing it is called the Mixture Monte Carlo in
which the calorimeter is modeled as homogeneous blocks of uranium-G10-argon mixture.
This greatly reduces the number of volumes and hence speeds up tracking [90]. However,
the sampling fluctuations and attenuation of electromagnetic energy to obtain correct
resolution and e/7 response ratio must be put in by hand. An even faster option uses
Shower Library [91-93]. In this method no tracking is done in the calorimeter. Electrons,
photons and hadronic particles are stopped on entry and a matching shower is obtained

from a library on a direct access data file. Large number of showers generated using the
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full DOGEANT package is used to make the library file.

4.2.3 Trigger Simulation

Not all the events due to hard scattering are recorded by the data acquisition system.
Thus, to have a realistic estimation of the efficiency with which a given event can be
detected, one needs to treat the events passing through DOGEANT as raw data and pass
them through the trigger generators. For this purpose, the program TRIGSIM [94,95]
which is actually a combination of two packages L1SIM and L2SIM is used to simulate
the function of the trigger system. The simulator uses the same configuration files which

are used at the time of data taking.

4.3 Event Selection

The online trigger and offline selection criteria are chosen after studying the features of
both the signal and background processes in order to retain a sizable fraction of signal

events and also to reduce the background significantly.

4.3.1 Triggers

The trigger JET_MULTI is found to be the most suitable for this analysis. The level-2
requirements for this trigger are

a) five or more jets with a cone of radius R (= \/(An)Z + (A¢)?) =0.3and |7 |< 2.5
b) Hy > 115 GeV, where Hy is the sum of Er of all Level-2 jets within | 7 |< 2.0.

The efficiency of this trigger condition is determined by the trigger simulator to be 954+5%.

4.3.2 Offline Selection Criteria

In the following, we first describe the definition of electrons and jets used in this analysis

(quality cuts) and then describe the kinematic cuts.
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Electron Quality Cuts:

The following parameters described in the previous chapter are used for defining good

and isolated electrons:

e EM fraction (fra),
e Isolation fraction (fis),
e Cluster shape (x?) and

e Track match significance (S).

As mentioned in chapter 3, the DORECO makes cuts only on the EM fraction ( fzy > 0.9)
in identifying an electromagnetic object (electron or photon). In addition, electrons for

this analysis are required to satisfy the following conditions:
fiso < 0.15, x* <100 and S < 10

The variable f;,, is used to check the electron isolation. It is a very useful discriminant
against electrons originating from the decay of heavy (b or c¢) quarks. Since an electron
is expected to have a track in the tracking chamber, the variable S is used to distinguish
it from a photon that has been reconstructed as an electron. The cluster shape variable
x? is used to check the resemblance of the shower profile of the candidate electron to that

of a true electron.
Electron identification efficiency

Since the quality parameters for electrons cannot be obtained well enough from simula-
tion, electron identification efficiencies €. _;4 are determined directly from collider data.
Electron identification efficiency has two parts: 1) efficiency of all quality cuts ( €4, )
and 2) electron tracking efficiency ( €,). Efficiency for quality cuts for electrons with
Er > 25 GeV is determined from Z — ee data [97]. Efficiencies for track finding in CC
and EC are obtained from (Z — ee)+ > 2 jets data and are assumed to be independent
of the Pr of the particle.
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Efficiencies for electron identification and for track finding are given below separately for

CC and EC.

CC (%) EC (%)
Electron id 93.8 +0.7 84.1+£2.0
Track finding 85.0+£7.0 85.0£7.0

The net identification efficiency for electrons with Ep > 25 GeV (€% ,,) is given by

€l ia = Eqty X Etrk

For lower E; electrons, a parametrisation of the efficiency as a function of the E; of
the electron for central calorimeter (CC) and end calorimeter (EC) is used. This is
obtained [98] from plate level monte carlo electron events overlaid with minimum bias
collider data. Monte Carlo events generated at = 0.4(2.0) are used for CC (EC) elec-
trons. Figure 4.2 shows the parametrisation functions, and are expressed as follows for

the two fiducial regions of the detector:

f=1-1.66xe %71 EF. < 25 for CC;
f=1-1.09 x e %3387 Fr < 25 for EC and
f =1, Epr > 25 for both CC and EC.

The net efficiency for identifying electrons with Er > 10 GeV is given by

_ /25
€elid = €5 jg X [ -

Jet Quality cuts:

We have used the following cuts on the jet parameters in order to suppress the contribution

from main ring activity as well as from noise in the calorimeter:

e EM fraction, fgas: 0.05 < frar < 0.95,
e coarse hadronic fraction, foy < 0.4 and

e ratio of the largest signal to the next-to-largest signal in individual cells of the

calorimeter (R) to be < 10.
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The requirement on the EM fraction, defined as the ratio of the energy deposited in the
electromagnetic calorimeter to the energy of the jet, is used to eliminate the electromag-
netic objects from the jet sample. Jets are required to have at least 5 % as EM fraction

because all the jets are expected to deposit part of their energy in the EM calorimeter.

The cut on the coarse hadronic fraction is motivated by the fact that the Main Ring
passes through the coarse hadronic calorimeter. Particles which stray out of the Main
Ring during the injection or transition phases deposit their energies in the coarse hadronic
calorimeter. These are often picked up by the jet reconstruction algorithm to form jets.
But the genuine jets are expected to deposit less energy in the coarse hadronic calorime-
ter. Thus, foy < 0.4 cut helps in discriminating genuine jets from the jets due to the
Main Ring splash.

Sometimes jets get reconstructed out of a calorimeter cell that has spurious energy de-
position due to detector malfunction. In this case other calorimeter cells within the jet
will have very small energy deposited in them. But in a genuine jet the shower profile
is expected to be smooth. So, the ratio of the largest signal to the next-to-largest in
the individual cells of the calorimeter is a good quantity to eliminate jets arising out of

detector malfunction.
Kinematic cuts:

In addition to electron and jet quality cuts the following kinematic cuts are applied to

further reduce the background and to improve the signal to background ratio.

e There should be at least two good electrons, one with E7 > 15 GeV and the other
with Er > 10 GeV satisfying the electron quality cuts described earlier. These two
electrons are required to be within | 7 |< 1.1 in the central calorimeter (CC), or
1.5 <| 7 |< 2.5 in the end calorimeters (EC).

e Number of good jets in the event must be at least four, with Er > 15 GeV and
|7 [<2.5.

e Hyp, the scalar sum of Er of all the electrons and jets that pass the kinematic,
quality and fiducial cuts, must be > 150 GeV.

e The invariant mass (m..) of the two selected electrons should not be in the range

76 GeV/c* — 106 GeV/c* ( Z mass window).
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4.3.3 Effect of the selection criteria on the signal and on the
background

The kinematic cuts described above were chosen after studying the effect of these cuts on
signal as well as on various backgrounds. This study was done using simulated events for
both signal and backgrounds. In this section, we justify the above cuts. For the signal, a
typical point in the SUGRA parameter space, mo = 130 GeV/c? and my/, = 100 GeV/c?
has been chosen for illustration. In making these plots no trigger requirements were

imposed. All the distributions are normalised to a luminosity of 100 pb~!.

Figure 4.3 shows the Er distribution of the softer electron arising from various sources of
backgrounds and signal. Only the isolation fraction cut on electrons is imposed in making
these plots. It is clear that a cut of E7 > 10 GeV does not remove any significant amount
of signal and it is not effective in removing backgrounds from any of the sources discussed
here. But this cut is very important, because unless we impose the 2 electrons requirement
many other sources e.g., W+ 4jets, QCD heavy quark (b or c¢) events where the heavy
quark decays to electrons are likely to contribute to the background. The instrumental

background is also expected to increase (not shown in the figure).

Figure 4.4 shows the E7 distribution of the jet with the fourth highest E7 from various
sources of background and the signal. Figure 4.5 shows the distribution in the number
of jets with E7 > 15 GeV and with quality cuts imposed on them for different processes.
It can be seen from these two figures that these cuts are effective in suppressing the

background from all the sources.

Invariant mass distributions of the two highest Er electrons (m..) are shown in Fig. 4.6.
The cut on the dielectron invariant mass removes almost all Z events, without affecting

the signal.

A clean Hrp cut is important, because in the JET _MULTI trigger events were required
to have Hy > 115 GeV at Level-2. Moreover, as seen from Fig. 4.7, the signal is not
seriously affected by this cut, but it provides an effective way to suppress events from

Drell-Yan and Z — 77 — ee processes.
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4.4 Data Analysis

The data from Run 1B, corresponding to a luminosity of 96 pb~!, have been analysed using
the cuts as described above. The effect of imposing these cuts on the data is shown in
Table 4.1. A total of 163140 events passed the JET _MULTI trigger described earlier, i.e.,
each of these events had at least 5 or more clusters (either hadronic or electromagnetic) in
the calorimeter with E; > 10 GeV and Hy > 115 GeV. These events were then analysed
further offline to look for R-parity violating SUSY signal in the following way. We first
selected those events which have at least 2 electrons within |7 |< 1.1 or 1.5 <| 7 |[< 2.5
(EC) passing our electron identification requirements and kinematic requirements ( at
least one electron with £y > 15 GeV and another with Ep > 10 GeV). Only 38 events
passed these requirements. These events are then subjected to additional requirements
of having 4 good jets with E; > 15 GeV in | 7 |< 2.5 and satisfying the quality cuts for
jets. Only 6 events out of the 38 events passed these additional cuts. In order to reduce
the Z background, we further required that the invariant mass of the 2 electrons should
not be within the Z mass window (76 GeV/c* < m.. < 106 GeV/c?). Only 2 events
survived. These two events also survived the additional requirements on H; > 150 GeV.

In Table 4.1 we summarise the effects of imposing these cuts on the data.

Cut No. of events
Passed trigger requirement 163140

2 electrons satisfying quality,
kinematic and fiducial cuts 38

4 jets satisfying quality,

kinematic and fiducial cuts 6
Invariant mass cut 2
Hy 2

Table 4.1: Cumulative effect of different requirements on the data sample.
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4.4.1 The two candidate events

The end-views and side-views (r — z plane) of the two events surviving all the signal
requirements are shown in Fig. 4.8 and Fig. 4.9 respectively. These figures are produced

by using PIXIE [96], an event displaying software package used at D@.

The quantities shown in the figure are uncorrected. Corrected quantities are given in
Table 4.2.  In the first event, Run # 86211 and Event # 25024, one electron with

Run # 86211 Electrons

Er n ¢ S X2 fiso
Event # 25024 30.78 1.86 0.76 4.61 94.92 0.07

15.07 2.05 4.26 1.54 27.84 0.08

Jets

Er 7 ¢ fem  fem R
Invariant Mass — 42.56 43.14 0.53 6.10 0.61 0.01 1.02

34.10 -1.69 2.53 0.76 0.01 2.41
Hy =171 29.93 0.78 3.91 0.68 0.04 1.28

17.97 -2.31 198 0.65 0.01 1.39
Run # 84870 Electrons

Er n ¢ S X2 fiso
Event # 29117 62.51 1.73 4.83 3.75 98.75 .01

48.65 0.78 0.81 1.65 12.07 .01

Jets

Er n ¢ fem  fen R
Invariant Mass — 113.71 | 76.00 -0.33 3.07 0.18 0.03 2.56

75.29 -0.86 5.82 0.71 0.22  1.47
Hy =320 35.26 -0.94 2.46 0.34 0.15 1.18

22.64 -1.35 1.32 0.44 0.06 1.81

Table 4.2: Details of the two events satisfying all the analysis requirements.

Er = 30.8 GeV is seen at the upper right corner in the r — z plane i.e., view Fig. 4.8(a) in
the end calorimeter. The other electron with E7 = 10.1 GeV can be seen in the bottom
right corner in the » — z view in the end calorimeter. Both the electrons clearly have VTX
and FDC tracks associated with them. Jets are also seen in the figure; two of the jets
are in the upper left half in the end calorimeter and two other jets are in the lower right

half in the central calorimeter. The vertex of the event can also be seen, displaced from
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the centre of the detector by about 2.7 cm in the negative direction of the z axis. The
end-view, Fig 4.8(b), shows the energy depositions in the ¢ direction for —1.3 < 5 < 1.3.
Only two jets can be identified from this; other jets and electrons are not seen in the

figure, as they have |p| > 1.3.

The r — z view of the second event is shown in Fig. 4.9(a). The vertex is displaced from
the centre of the detector towards the left by 26.4 cm. One electron is seen in the central
calorimeter on the upper right hand side of the » — z view and the other one in the end
calorimeter on the lower right hand side in the » — z view. Three jets and one electron

can be identified easily from the end view.

4.5 Study of Background

After complete analysis of the D@ data, we found that 2 events survive all our require-
ments. Thus 2 events constitute our final data set. In order to investigate further the
origin of these two events we first need to estimate the contribution from various physics
processes as well as due to misidentification of certain objects. In principle any known
process that gives rise to an event with two or more electrons and four or more hadronic
jets satisfying the selected cuts, could constitute a background. These can be classified as
(a) background from Standard Model processes (SM backgrounds) and (b) instrumental
background due to imperfections in the detector and misidentification of some jets as elec-
trons. We estimate various physics backgrounds using Monte Carlo simulation, whereas

the instrumental background is estimated directly from data.

The SM processes that were considered are:

e Drell-Yan production (with Z*,v* — ee)

e tt production (with ¢t¢ — Il + jets, where [ = e, u)
e Z production (with Z — 77 — ee + jets)

e WW production (with WW — ee + jets)

Specific details of these processes are given below.

1. Drell-Yan: Z*/vy* — ee

The cross section for Z*,v*(4 jets) production depends strongly on the mass of the Z*/v™.
Four sets of Monte Carlo events, corresponding to the Z*/4* mass ranges of 20-60, 60-120,
120-250 and 250-500 GeV/c? were generated using the ISAJET (v7.13) generator. Events
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were not generated for invariant mass < 20 GeV/c? because electrons produced in such
events would be too soft to pass the offline Er cut. No events were generated for invariant
mass > 500 GeV/c? because the cross section is expected to be small, and their contribu-
tion to background negligible. Events were then passed through the detector simulation
package DOGEANT (v3.15) using SHOWERLIBRARY, and DORECO ( v12.21). The
generated events were processed further only if they had 2 or more electrons with Er > 5
GeV, and 2 or more jets with Er > 5 GeV. While estimating the background these four
sets of events were treated as four independent backgrounds and the total contribution

from Drell-Yan was obtained by summing them up.

2. tt — 1l

To estimate background due to top quark production, events were generated (for m; =
170 GeV/c?) using the HERWIG(5.7) event simulation package, without any generator-
level cut. These events were also passed through DOGEANT (v3.15) using SHOWERLI-
BRARY and DORECO (v12.21).

3. Z/ — 1T — ee

For assessing the Z — 77 — ee background, events were generated using ISAJET (v7.08).
At the generator level, a minimum cut on the p; of Z > 25 GeV/c was used in order to

increase statistics in the region where contributions to background were important. These
were processed through DOGEANT (v3.14), using the SHOWERLIBRARY option and
DARECO (v12.15).

4. WW — ee

For the WIW — ee sample, events were generated using PYTHIA (v5.60), without any
cuts at the generator level. Events were then passed through full DOGEANT (v3.14) and
DARECO (v11.19).

A summary of the Monte Carlo generation of events in this analysis is given in Table 4.3.

4.5.1 Calculation of Net Efficiency

The number of events expected from any physics process can be written as

< N >=L.o.€
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No. of
Process events | Generator Remark
tt — 1l 101339 | HERWIG 5.7 | top mass 170 GeV/c?
WW — ee 2485 | PYTHIA 5.6

Z — 1T — €€ 9610 | ISAJET 7.08 | Z Pr > 25 GeV/c

Z/y* — ee 460,000 | ISAJET 7.13 | Z/4" mass 20-60 GeV/c?
Z/y* — ee 480,000 | ISAJET 7.13 | Z/v* mass 60-120 GeV/c?
Z/y* — ee 100,000 | ISAJET 7.13 | Z/~* mass 120-250 GeV/c?
Z/y* — ee 50,000 | ISAJET 7.13 | Z/y* mass 250-500 GeV/c?

Table 4.3: Summary of Monte Carlo events used for background estimation.

where < N > is the number of events for luminosity £ (96 pb~' for this analysis) and

cross-section o. The net detection efficiency €, can be expressed as

€ = €rig-€kin-Cel_id

where €, is the trigger efficiency for the events which pass the offline cuts and e;,, is the

offline cut efficiency and €. ;4 is the electron identification efficiency described earlier.

As the efficiencies for electron identification are different for CC and EC we first count

the number of events which pass all the kinematic cuts and have either two electrons in
CC (N,) or two electrons in EC (N,.) or one electron in CC and another in EC (N,).
If the number of generated events is N, then the kinematic efficiency for events with both
the electrons in CC can be written as € = N,_./N

The net efficiency is therefore given by

€cc = ehe€ci_ja(1)-€f_ia(2)-€urig-

where (1) and (2) are the indices for the two electrons. ¢. and €. are also found in a

similar manner.

The net efficiency over the full detector volume is given by

€ = €cc T €ee T+ €Ece

and is shown in Table 4.4 for various physics processes.
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Background Net Efficiency (in %)
Processes (€trig-€kin-€el_id)

DY — ee (20 < M, < 60) 0.00025 4 0.00016 4 0.0003
DY — ee (60 < M, < 120) 0.00091 4 0.00043 4 0.0004
DY — ee (120 < M., < 250) 0.01834 4 0.00374 4 0.003
Z —TT — ee 0.1028 £ 0.0284 + 0.02

tt — 1l 0.2280 + 0.0254 4+ 0.03

Table 4.4: Net efficiency for various background processes.

4.5.2 Background Cross sections

Drell-Yan Process

Because ISAJET uses leading order calculation for cross-sections, Drell_Yan cross-section
values given by it are multiplied by a scale factor of 1.7 £ 0.1. This scale factor was
obtained [99] by normalising the observed number of events at the Z-peak. Values of

ISAJET cross-sections for four different invariant mass ranges (me.) are given in Table 4.5.

Invariant mass range Cross-section

(GeV) (pb)
20-60 145.4
60-120 201.9
120-250 2.13
250-500 0.112

Table 4.5: Drell-Yan cross-sections (as given by ISAJET) for different m.. ranges.

Z — TT — ee

As mentioned earlier the sample used for studying this background was generated for Z
bosons with Pr > 25 GeV. According to the D@ measurement of the Py distribution
of Z, 13% of the total cross-section is for events with Py > 25 GeV. Thus, the effective

cross-section for this process is:
(o for pp — Z — 77)X (B.R of 77 — ee)x(fraction of Z with Pr > 25 GeV).

Using the D@ measured value for the cross-section as 210 4- 0.003 & 0.003 pb and the SM
value for the branching ratio as 2.89 %, we find the effective cross-section as 0.7940.04 pb.
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tt — 1l
The total measured cross-section for top quark production is 5.5 & 1.8 pb [100]. As the
final state contains e’s or p’s (which may come directly or from the decay of 7) the

relevant branching ratio is 6.85%. This makes the effective cross-section for top — Il as

0.377 & .123 pb.

WW — ee

Taking the theoretical WW production cross-section [101] as 10 pb and the branching
ratio for WW — ee as 1.23%, the effective cross-section for this process is 0.123 pb.
No events survive the cuts from this Monte Carlo sample and the background from this

process is taken as 0.

4.5.3 Instrumental Background

The instrumental background arises mainly from misidentification of jets as electrons.
This is due to fluctuations in the energy deposition patterns of jets, and is difficult to
estimate by simulations. Collider data were therefore used for this purpose.

First, we estimate the probability that a jet can be misidentified as an isolated electron,

and then calculate the number of events that can mimic the signal.
Probability that a jet mimics an electron:

We count the number of electrons (N,;) that satisfy the quality criteria in events that
have passed the JET _MULTI trigger, and have at least 4 jets within the fiducial vol-
ume. Events with more than one good electron are discarded as possible Z — ee events.
We then count the number of jets (Nes) in a sample in which there are at least 5 jets
(counting electrons also as jets). Here it is assumed that all the energetic electrons of

good quality in multijet samples are not electrons, but rather hadronic jets misidentified

as electrons. The misidentification probability is then obtained from ]\],jzis, separately for
CC & EC, as well as for different E; thresholds. As seen from Table 4.6, these prob-
abilities are different for CC jets and EC jets, but are quite stable with respect to Er
thresholds.

The probability of a jet to mimic an electron is thus estimated as (4.56 & .37) x 10™* in

the central calorimeter and (1.38 4 .22) x 102 in the end calorimeter.
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Er threshold CC EC
(in GeV)
10 (419 £0.1) x 107 (1.44 £0.03) x 102
15 (4.13+£0.1) x 10~*  (1.61 £ 0.03) x 10~
20 (4.440.22) x 101 (1.26 £ 0.05) x 10~
25 (5.0£04) x 104 (1.16 £ 0.1) x 10~

Table 4.6: Probability of a jet appearing to be an electron in different parts of the calorime-
ter and for different £r thresholds.

Number of events that mimic the signal:

A data set was defined from events that passed the JET _MULTI trigger, and had
Hp > 150 GeV. For each event, we consider the jet combinations that do not have an
invariant mass between 76-106 GeV/c?. These two jets are required to have | | < 1.1
or 1.5 < | 7 | € 2.5 with one of them having E; > 15 GeV while the other E; > 10 GeV.
We require that at least 4 additional jets satisfy the quality and kinematic cuts for jets in
the event. Since a combination satisfying all these requirements may simulate the signal,
a weight is assigned to this combination, which is simply the product of the individual
electron-misidentification probabilities of the two jets. The sum of all the weights for the

valid combinations is the expected background.

4.5.4 Estimation of Uncertainty

The following sources of errors have been considered in the estimation of the background
contributions from various sources.

(1) Statistical error due to the finite size of the Monte Carlo sample, and the error due to
the uncertainties in the electron id efficiencies.

(2) Systematic error due to the jet energy scale uncertainties. This is estimated by
analysing the Monte Carlo events with nominal, high (one standard deviation higher
than the nominal) and low (one standard deviation lower than the nominal) jet energy
scale correction (jet energy scale correction has been discussed in 3.3.2). Difference in
the results between high and nominal correction is the positive part of the error and that

between nominal and low correction is the negative part of the error.

(3) Wherever we have used the experimentally measured cross sections, the errors in their



measurement is propagated as systematic error.

4.5.5 Background summary
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Table 4.7 shows the breakdown of background contributions from various sources and

their uncertainties. The first error is statistical and the second one is systematic, which

includes uncertainties in the jet energy scale as well as in the values of cross sections.

Background Net Efficiency Effective Expected
Processes (in %) cross-section | Contribution

(in pb) to 96 pb~!
DY — ee (20 < M., < 60) 0.00025 = 0.00016 4 0.0003 | 247 4 14 0.06 + 0.04 4+ 0.07
DY — ee (60 < M, < 120) 0.00091 + 0.00043 + 0.0004 | 343 £+ 20 0.3+0.15+0.13
DY — ee (120 < M.. < 250) | 0.01834 + 0.00374 + 0.003 | 3.62 + .21 0.06 4 0.01 4-0.02
DY — ee Total 0.42 4+ 0.15+0.16
Z — 1T — ee 0.1028 & .0284 £ 0.02 0.79 + 0.04 0.08 £ 0.02 4 0.02
tt — 1l 0.02280 + 0.0254 4 0.030 0.377 £ 0.123 | 0.08 & 0.01 &+ 0.03
Fake 1.274+0.24
Total 1.8+0.240.3

Table 4.7: Summary of background studies.

4.6 Background Consistency check

In order to check the validity of the background modeling, different sets of cuts are devised

by dropping some of the cuts and the effect of those on data and background estimation

are studied.

In all sets there should be at least 2 electrons, one with E; > 15 GeV and another with
Er > 10 GeV. Jets are counted if they have Er > 15 GeV and the invariant mass is
outside the Z window (76-106 GeV/c?) chosen for this analysis.

Set 1: 3 or more jets , invariant mass cut, and Hy >150 GeV.

Set 2: 3 or more jets, no invariant mass cut, and Hy >150 GeV.

Set 3: 4 or more jets.

As seen from Table 4.8, there is good agreement between data and background estimates
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Process Set 1 Set 2 Set3
WW — ee 0.006 £ 0.003 | 0.006 £ 0.003 0

Z —- 717 —ee| 0.3340.06 0.354+0.06 | 0.1140.02
tt — 1l 0.38 £0.13 0.514+0.17 | 0.104+0.04
DY — ee 2.7+ 0.5 17.1 £5.1 3.3+1.1
QCD fake 2.1 4+0.38 2.5+ 0.45 1.4 +£0.3
Total 5.51 £ 0.65 20.5 £ 5.1 494+1.14
Data 10 22 6

Table 4.8: Comparison of expected background and number of events observed in the
data for different sets of cuts.

under different sets of cuts. This implies that a) there is very little, if any, R-parity

violating signal in data and b) the backgrounds are modeled reasonably well.

4.7 Summary

After analysing the data and estimating the background contribution from various sources
we find that 2 events survive all our analysis requirements and we expect 1.8 & 0.2 £ 0.3
such events from various background sources. We therefore see no significant excess of
events above the expected background. In the next chapter we concentrate on interpreting

this null result in the framework of R-parity violating SUSY models.



Chapter 5

Results

In the previous chapter we have shown that there is no evidence of excess of events in
the dielectron and multijet final states over the estimated background events in our data.
This was further confirmed by analysis of the data and the backgrounds using a set of
loose cuts. In this chapter we will present an interpretation of this null result in the

SUGRA framework.

5.1 Simulation of Signal

Although it is desirable to make the search for supersymmetry as model independent as
possible, realistically, it is necessary to resort to some specific model in order to reduce
the number of free parameters to a phenomenologically tractable level. We have chosen
the SUGRA model for this purpose. A brief discussion of it is given in Chapter 1, but to

recapitulate, it has the following five free parameters:

® mg, the common mass for scalar fermions at the unification scale

® mq/;, the common mass for all gauginos at the unification scale

e tan(f), the ratio of the vacuum expectation values of the two Higgs doublets
e Ap, the common trilinear coupling constant at the unification scale

e sign(u), the Higgsino mixing parameter.

Out of these five parameters, A, affects only the third generation sparticle masses. Con-
sequently, once the sign of g and a value for tan(f3) is chosen, there will be only two free
parameters, i.e., mg and m,, and the results of a supersymmetric particle search in this

model can be presented in a two dimensional parameter space.
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Events are generated at different values of mq and m, s, keeping Ao, sign(p) and tan(B)
fixed at 0, -1 and 2 respectively. These are the same values as used in current SUSY
searches at D@. Events are generated using ISAJET, a standard event generator for
hadron colliders. Within ISAJET, the calculation of the masses, cross-sections and
branching ratios for decays of supersymmetric particles are done by a program called
ISASUSY [102].

In ISAJET the production of sparticles and their subsequent decays follow the steps

described below:

e The masses of all the sparticles and Higgs particles are calculated.

e Depending on the masses of sparticles and the gaugino and Higgsino contents of

charginos and neutralinos, the decay modes and branching ratios are determined.

e 2 — 2 sparticle production cross-sections of all SUSY processes are calculated in

the lowest order (LO) perturbation theory.
e A primary hard scattering is generated according to the cross-sections.
e QCD radiative corrections are added to initial and final state particles.

e Partons are fragmented into hadrons and the decays of hadrons with short lifetime

(107'2 second) are taken into account.

e Underlying events are modeled assuming them to be identical to the minimum bias

events.

e Events are finally written to an output file in the ZEBRA format useful for detector

simulation.

Because of a change in the D@ program library during the analysis, events for about 70
points in the my — m;/, plane were generated using ISAJET version 7.13, while for the
remaining points we used version 7.22. We confirmed that results obtained are not sensi-

tive to this change by comparing them for a few representative values of mg and m, .

The R-parity violating SUSY option is not available in ISAJET, and the desired decay
modes and branching ratios of the LSP were therefore added separately. The branch-
ing ratio for LSP decay into a charged lepton mode or neutrino mode depends on the

composition of the LSP, which in turn depends on the input parameters of SUGRA. In
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this analysis, we added a subroutine in ISAJET that uses the composition of the LSP in
calculating the branching ratios. This is based on the following set of equations [103]:

The 4 neutralino states % (i=1,4), can be written in terms of the 4 interaction states
B [the U(1) gaugino], W5 [the neutral component of SU(2) gaugino] and the two neutral
higgsinos H?, H? as

%% = NuB + NoW? + NigH? + Ny, HY (5.1)

Where N;;, N;5, N;3, N;4 are obtained by diagonalising the neutralino mixing matrix

M, 0 —mysinbycosB mysinby sinf

0 M, mycoslycosB —mycosOy sinf
—mysinbycosB mycosby cosf 0 —i
mysinfy sinB —mycosby sinf —i 0

Now the ratio of the decay widths of LSP into charged lepton mode and neutrino mode

is given by
e \2 u \2 d \2 e u e d u d
T —e-cs ( i?) +( i?) +(B>2?) — ASo A% + A0 B + A% Bl (5.2)
v \2 d \2 d \2 v d v d d d :
Tagorma  (A%)" +(AL) + (BR) — AL A% + AL By + AL, BY)
Where
;(1) = _%NH - %NI% A;g = —gTNn + %le
%= 3\/_N11 + N A - 3x/_N — Vi

U

92?_3\/_

d
Bi? - 3\/_

In Table 5.1, we show a few values of branching ratio (BR) for LSP decaying into a charged
lepton:

At the time of event generation, one has to specify a particular decay mode. A},, was
chosen for this purpose, but this analysis should be equally valid for any of the A, cou-
plings (where j=1, 2 and k=1, 2, 3), as the final states are similar. The case j=3 is not
allowed by the large top quark mass for the charged leptonic decay mode of the LSP.

At first we studied the sensitivity of our search over the my —m;/, plane using generator
level Monte Carlo events. From this we identified a region in the parameter space where
detailed study needs to be done. The generated events in that region are written to a
ZEBRA file, provided they have two or more electrons with F; > 5 GeV, and three or
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M m1/2 BR

50 70 .83

160 80 .78 on__ Taeea

60 70 .83 T Ty + Tgpees
70 70 .83

80 80 .80

Table 5.1: Branching Ratio of LSP decaying to a charged lepton.

more parton jets with E;r > 5 GeV. This selection at the generator level is applied so
as to minimise the overall use of CPU time. Events are subsequently passed through
the DO detector simulation package DOGEANT, the trigger simulator TRIGSIM, and
the reconstruction package DORECO. In the DOGEANT simulation, the SHOWERLI-
BRARY option is used to further reduce the usage of CPU time. So far, events have been

generated and analysed for over 100 points in the my-m;/, plane as shown in Fig. 5.1.

5.2 Signal Efficiencies

The procedure for the determination of signal efficiency is the same as that of Standard
Model background processes, as described in the last chapter. Since, all types of SUSY
events have been generated, these efficiencies include the net branching ratio to dielectron
channels. Table 5.2 gives values for efficiency times branching ratio to dielectron channels
and the expected number of events for 96 pb~! luminosity for all the points at which

events were generated.

5.3 Contributions of sub-processes to the signal

While generating the events all possible SUSY processes are considered. So, it is of
interest to see the fractional population of events due to different subprocesses passing all
the analysis cuts. This is shown in the Table 5.3 for a few representative points.

It can be seen from Table 5.3 that more than 50 % of all events, which satisfy the cuts,
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Figure 5.1: Points in the my — m,,, plane at which Monte Carlo events were generated.
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mg | my)s eB.R.(%) <N > mg | My eB.R.(%) <N >
0 | 120 | 1.866 £0.22170055 | 4.1+£0.5 || 0 | 95 | 1.624 4 0.192%50%2 | 14.7 £ 1.7
0 | 100 | 1.747 £0.20970523 1109 +1.3 | 0 | 110 | 1.783 £0.206700% | 5.8 +0.7
0 | 125 | 1.962+£0.233700°0 | 3.5+£0.4 || 0 | 130 | 1.835+0.21175935 | 2.6 0.3
0 | 90 |0.736 £0.1017057 | 24.4+3.4 [ 10 | 110 | 1.849 +0.215759% | 6.2+ 0.7
10 | 95 | 1.644+0.189705%5 [ 14.0+1.6 || 10 | 120 | 1.765+ 0.209750%7 | 3.8 +0.4
10 | 100 | 1.788 +0.20170542 | 10.9+ 1.2 || 10 | 90 | 0.945+ 0.1257052 | 20.8 + 2.8
10 | 130 | 1.920 £0.223709°7 | 2.7+0.3 || 20 | 130 | 2.140 +0.248700°0 [ 2.9 +0.3
20 | 100 | 1.589 +0.19070112 [ 8.8+ 1.0 || 20 | 120 | 1.867 £0.21773012 1 3.9+ 0.4
20 | 100 | 1.589 +0.1907571% | 8.8+ 1.0 |[ 20 | 90 | 1.718 £0.20570%Z [ 19.3 + 2.3
20 | 110 | 1.851 £0.212757% | 5.9+£0.7 || 30 | 100 | 1.853 +0.2147005° | 9.4+ 1.1
30 | 125 | 1.987+0.2357505: | 3.0+£0.4 | 30 | 90 | 1.579+0.18570035 | 14.4 + 1.7
30 | 115 | 1.787 +0.213F037 | 4.3+0.5 || 30 | 110 | 1.912 + 0.221F0IB [ 5.7 £ 0.7
30 | 120 | 2.078 £0.23679971 [ 3.94+0.4 || 30 | 95 | 1.879 £ 0.21870%31 [ 124+ 1.4
40 | 110 | 2.009 4 0.229755:¢ | 554+ 0.6 | 40 | 100 | 1.811 +0.2167055; | 8.4 £1.0
40 | 120 | 1.8424+0.219700%5 | 3.3+£0.4 | 50 | 90 | 1.582 £ 0.185700%5 [ 1.5+ 1.3
50 | 80 | 1.411+0.16375005 [19.6 23| 50 | 125 | 1.937+0.21973993 | 2.6 £0.3
50 | 110 | 1.747 £0.20875075 | 3.3+0.4 | 50 | 120 | 1.762 4+ 0.216700% | 2.9+0.4
50 | 70 | 1.289 4 0.15879000 [ 35.8 +£4.4 | 50 | 100 | 1.764 + 0.20870933 | 7.3 £0.9
60 | 80 | 1.484 +£0.17979035 | 6.6 +0.8 || 60 | 120 | 1.483 +0.174%535 | 2.2 +£0.3
60 | 90 | 1.536+0.1777000 [ 10.3+1.2 ] 60 | 100 | 1.512 4 0.1847055 [ 6.0 £0.7
60 | 70 | 1.207 +£0.148750% [30.7+3.8 | 70 | 80 | 0.858 £0.111739%° [ 10.3 £1.3
70 | 130 | 1.539 4+ 0.19070118 [ 1.5+0.2 || 70 | 115 | 2.434 +0.26970972 | 4.3+ 0.5
70 | 100 | 1.148 £0.145709°° | 42405 || 70 | 90 | 0.986+0.1227900 | 6.2+ 0.8
70 | 120 | 1.281+0.16170572 | 1.8+£0.2 || 70 | 70 | 0.820 £ 0.1077053, | 19.5 £ 2.5
80 | 80 | 1.959+0.22470077120.9+2.4 1] 80 | 100 | 0.902 + 0.1177050 [ 3.1+0.4
80 | 70 | 1.665+0.19475710 [36.1+£4.2( 80 | 110 | 1.053 £0.133705% | 2.2 £0.3
80 | 120 | 1.002 +0.128755013 | 1.440.2 || 90 | 90 | 2.026 +0.2267705:% | 11.3 + 1.3
90 | 120 | 2.24140.253757%0 | 2.94+0.3 || 90 | 110 | 2.213 £0.2547055% | 4.3 £0.5
90 | 115 | 2.293 +0.26679190 | 3.7+ 0.4 || 90 | 100 | 2.045 + 0.238705%Z | 6.6 £ 0.8
100 | 115 | 2.262 +£0.25575033 | 3.5+ 0.4 | 100 | 110 | 2.188 4+ 0.239700%2 1 4.0 0.4
100 | 90 | 1.964 &+ 0.22175°0° [10.2+ 1.1 | 100 | 100 | 2.195 £ 0.244F30% [ 6.5 £ 0.7
100 | 80 | 1.894 +£0.21170939 [ 18.0+£2.0 || 100 | 120 | 2.314 + 0.265709% | 2.8 +0.3
100 | 70 | 2.053+0.23570-10% 138.0+4.3 | 110 | 85 | 2.106 +0.237750%0 [ 14.1+ 1.6
110 | 100 | 2.269 £ 0.25570-118 | 6.6 £ 0.7 || 110 | 120 | 2.437 £ 0.2677018 [ 2.9 £0.3
110 | 115 | 2.382 £0.26670%%3 | 3.5+ 0.4 || 120 | 100 | 2.041 4+ 0.2267070 | 5.7+ 0.6
120 | 90 | 2.1014+0.2307555¢ [ 10.1+ 1.1 |/ 120 | 110 | 2.194 +£0.243770%9 [ 3.9+ 0.4

Table 5.2: Efficiency xB.R(%) and the expected event yield < N > for 96 pb~! luminosity
at various signal points in the mo — m,/, parameter space.
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mg | My eB.R.(%) <N > mg | My eB.R.(%) <N >

130 | 90 | 1.957 +0.222709¢2 [ 24.8 £ 2.8 | 130 | 100 | 2.125 4 0.24870:L5 [ 5.7 £ 0.7
130 | 115 | 2.223 £0.25170015 | 3.0+0.3 [ 130 | 120 | 2.471 £ 0.2727005; | 2.8 £0.3
140 | 120 | 2.370 £0.2727057 [ 2.5+ 0.3 || 140 | 110 | 2.293 +0.25770120 | 3.7+£0.4
140 | 115 | 2.201 +0.24870%2 | 2.9+ 0.3 | 140 | 90 | 2.020 & 0.22570050 | 8.4 +0.9
140 | 100 | 1.964 +£0.23170532 | 5.1+ 0.6 | 150 | 90 | 1.950 & 0.218732% [ 7.8 £0.9
150 | 70 |2.060+0.23170012[26.1+£2.9 150 | 80 | 2.039+0.23470112 [ 14.2+ 1.6
160 | 80 | 1.899 £0.21570057 [ 12.4+£1.4 | 160 | 70 | 1.943 £0.22270055 | 23.2 & 2.6
170 | 90 | 1.884 +£0.222701%¢ 1 6.9+ 0.8 || 170 | 70 | 1.809 & 0.202709% [ 20.1 £+ 2.2
170 | 80 |[2.123+£0.23570931 1132+ 1.5 180 | 90 | 1.851+0.215700% | 6.5+ 0.8
180 | 70 | 1.824+£0.21070525 [ 19.3+£2.2 ] 180 | 80 | 1.742+£0.199700:¢ [ 10.3 + 1.2
190 | 115 | 2.216 £0.24870-225 [ 2.6+0.3 | 190 | 90 | 1.721 +£0.19970%°6 | 5.9 +0.7
190 | 100 | 1.841 +0.2077005 | 4.0+0.4 [ 190 | 110 | 2.088 + 0.23170057 | 2.9 +0.3
190 | 70 | 1.118 +£0.14375%12 1 10.5+ 1.3 [[ 200 | 90 | 1.739 +£0.201F3082 [ 5.8 £ 0.7
210 | 90 | 1.500 4 0.174750% | 4.84+0.6 | 220 | 110 | 1.642 +£0.19270:0%5 | 2.2 +0.3
220 | 100 | 1.668 +0.1957503) | 3.3+0.4 [[ 220 | 80 | 1.291 £0.1547037% | 6.7 £0.8
230 | 90 | 1.320 £0.15975052 | 4.14+0.5 || 240 | 80 | 0.885+0.117750%s | 4.4 +£0.6
260 | 70 | 0.761+0.10375055 | 6.3+0.9 | 280 | 100 | 1.241 +0.15470732 | 2.4 +£0.3
280 | 90 | 1.123+0.1427002 [ 3.4+0.4 [[ 280 | 70 | 0.613 +0.08870957 | 5.1 +0.7
280 | 60 | 0.521 4 0.080759% | 8.3+ 1.3 |[ 320 | 90 | 0.844+0.119735%1 | 2.6 + 0.4
320 | 80 | 0.656 +0.093F50%3 [ 3.2+0.5 | 320 | 60 | 0.407 +0.066%05° [ 6.7 +1.1

Table 5.2 (cont’d.)
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mo |myp |§—q|g—9|q—g | W,Z|l—-1 | others
0 120 | 37.05 | 0.94 | 9.10 | 21.82 | 18.05 | 13.03
120 | 110 | 34.60 | 2.03 | 10.85 | 22.52 | 17.23 | 12.75
280 | 90 8.69 | 12.76 | 11.72 | 52.48 | .17 14.18
220 | 100 | 16.90 | 6.66 | 13.19 | 48.91 | .13 14.21

Table 5.3: Relative contribution of various subprocesses to the signal for a few values of
mg and m; /o,

originate from processes other than the pair production of squarks or gluinos. This makes
it mandatory to generate all types of SUSY events, for this analysis. While finding the
exclusion contour we are constrained to use only the leading order cross-sections (LO,
given by ISAJET) instead of the next-to-leading order (NLO) cross-sections, since the
latter are available only for squark-gluino production. In general, this leads to conservative

limits from the data.

5.4 Extraction of cross-section limits

In Run 1B data, corresponding to a luminosity of 96 pb~!, we do not see any significant
excess of events over the background. This result has been used to find the region in
the parameter space which could be excluded at the 95% C.L. At various points in the
mo — my/, plane, the upper limits of the cross-section were obtained using the estimated
values of signal efficiencies for that point, the estimated values of the background and the
number of events observed in data. A Bayesian technique has been adopted [104] to find
the cross-section limit. Here we give a brief overview of the method adopted to calculate

the upper limits of the cross-section
Bayes theorem can be written as

P(B|AC)P(A|C)

PAIBC) = == 5555

(5.3)

In writing this equation standard notation for probability theory has been adopted where
P(A|B) denotes the probability of proposition A to be true, given that proposition B
is true. For a continuous variable X, P(z|B)dz is the probability of X to have a value

between z and z+dz, given the proposition B is true. Here the denominator is determined
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from the normalisation condition

Y P(A|BC)=1 (5.4)
all A
To find the limit the first step is to define a model. For a counting experiment such as
this analysis, the expected number of events u, the integrated luminosity £, the signal
cross section o, the signal efficiency € and the expected number of background events b

are related by
p=>b+ Leo (5.5)

Here the first term on the right is the expected number of background events and the
2nd term is the expected number of signal events. In case of a counting experiment the
probability of observing k events in the data, given an expectation value of y, is given by
the Poisson likelihood function

k

e H.u
P(klu, I) = —

(5.6)

where I denotes all the relevant prior information in the problem. From equation 5.5 and

equation 5.6 one can write

g~ (b+Leo) (b+ Lea)k

P(k|lo,L,e,b,1) = X

(5.7)

The next step will be to assign the prior probabilities for all parameters. Assuming the
parameters o, £, € and b to be independent and uncorrelated, the prior probability can

be factorised and written as
P(o,L,¢e,b|I)= P(co|I)P(L,¢,b|I) (5.8)
For the signal cross section a flat prior probability is taken

1/0maw lf 0 S g S Omazx

P(o|I) = { 0 (5.9)

otherwise
As for £, € and b we have estimation of both their mean values and the errors on them;
for all of them Gaussian prior probabilities are assumed. From equation 5.7 and from our

assumption of the prior, the Bayes theorem can be written as

e_(b"'ﬁ“’).(b + Lea)k
k!

P(o,L,¢e,blk,I) x P(o,L,¢,b|I) (5.10)
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where the constant of proportionality is determined from the normalisation

00 00 1 00
/ da/ dL/ de/ dbP(c, L, e,b|I) = 1 (5.11)
0 0 0 0

Since we are only interested in o, we integrate equation 5.10 over the nuisance parameters

L, e and b to get the ‘posterior’ probability distribution for o

00 1 00
P(a|k,I):/0 dL/O de/o P(o, L, ¢, blk, 1) (5.12)

‘Posterior’ probability distribution for o carries full information of the Bayesian analysis.

The 1008% confidence level upper limit on the cross section oy, is defined by

8= /0 " doP(clk, T) (5.13)

Here one interesting point to note is that if the posterior distribution for o peaks

significantly away from zero, it may be considered as a discovery.

In Table 5.4 we give the theoretical cross-section values obtained from ISAJET and
the 95% C.L. cross-section upper limits obtained for the current analysis at each of the

points generated.

5.5 Cross-section limits and the excluded region

In this section we will present the region in the mo —m;, plane excluded by this analysis
at 95% C.L. and discuss its important features. A point in the my — m,/, plane is ex-
cluded if the theoretical cross-section for that point is higher than the measured 95% C.L.
cross-section upper limit. The exclusion contour was found using a graphical method.
For fixed values of m, theoretical cross-sections as well as the 95 % C.L. cross-section
upper limits are plotted as a function of m;/,. The corresponding plots for a few values
of my are shown in Fig. 5.2. The lower bound on m,/, is given by that value of m,,, at
which the theoretical and experimental curves cross. An exclusion contour is then drawn

by fitting a cubic spline through all such points of lower bounds in the mo — m,/, plane.

The exclusion contour is shown in Fig. 5.3 where the region below the thick solid line is

excluded by the present analysis. The hatched region is not theoretically allowed.
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mg | myjz | Theoretical 95% C.L mg | mys | Theoretical 95% C.L
cross-section | cross-section cross-section | cross-section
upper limit upper limit
0 120 2.27 3.08 0 95 9.41 3.50
0 100 6.48 3.29 0 110 3.62 3.27
0 125 1.85 2.96 0 130 1.50 3.20
0 90 34.5 7.21 10 | 110 3.48 3.15
10 95 8.87 3.01 10 | 120 2.24 3.24
10 | 100 6.36 3.18 10 90 22.9 6.15
10 | 130 1.45 2.94 20 | 130 1.42 2.73
20 | 100 5.75 3.57 20 | 120 2.15 3.20
20 90 11.7 3.47 20 | 110 3.35 3.04
30 | 100 5.26 3.09 30 | 125 1.56 2.87
30 90 9.5 3.60 30 | 115 2.51 3.18
30 | 110 3.12 2.94 30 | 120 1.98 2.73
30 95 6.89 3.12 40 | 110 2.87 2.87
40 | 100 4.82 3.16 40 | 120 1.84 3.12
50 90 7.67 3.64 50 80 14.5 3.69
50 | 125 1.42 3.02 50 | 110 2.64 3.27
50 | 120 1.72 3.27 50 70 28.93 4.47
50 | 100 4.38 3.27 60 80 13.2 3.90
60 | 120 1.58 3.87 60 90 6.96 3.83
60 | 100 4.14 3.87 60 70 26.47 4.89
70 80 12.48 6.61 70 | 130 1.02 3.85
70 | 115 1.86 2.40 70 | 100 3.79 5.11
70 90 6.57 5.88 70 | 120 1.49 4.43
80 80 11.18 2.91 80 | 100 3.59 6.38
80 70 22.67 3.43 80 | 110 2.2 5.62
80 | 120 1.42 5.78 90 90 5.79 2.84
90 | 120 1.34 2.51 90 | 110 2.12 2.58
90 | 115 1.66 2.52 90 | 100 3.33 2.82
100 | 115 1.6 2.60 100 | 110 1.93 2.63
100 | 90 5.43 2.97 100 | 100 3.17 2.62
100 | 80 9.95 3.02 100 | 120 1.27 2.55
100 | 70 19.3 2.76 110 | 85 7.0 2.71
110 | 100 3.0 2.51 110 | 120 1.23 2.40
110 | 115 1.53 2.44 120 | 100 2.9 2.73
120 | 90 5.0 2.69 120 | 110 1.84 2.58

Table 5.4: Theoretical cross-sections and the 95% C.L. upper limits of the cross-section
for all the points at which events were generated. Theoretical cross-section values were
obtained from ISAJET and the 95% C.L. cross-section upper limits were obtained for the
current analysis at each of the points generated. All the cross-section values are in pb.
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mg | my/; | Theoretical 95% C.L mo | myy; | Theoretical 95% C.L
cross-section | cross-section cross-section | cross-section
upper limit upper limit
130 | 90 4.4 2.71 130 | 100 2.77 2.68
130 | 115 1.42 2.49 130 | 120 1.16 2.27
140 | 120 1.12 2.43 140 | 110 1.70 2.53
140 | 115 1.37 2.58 140 | 90 4.33 2.80
140 | 100 2.7 2.98 150 | 90 4.17 2.93
150 | 70 13.2 2.80 150 | 80 7.22 2.78
160 | 80 6.84 3.04 160 | 70 12.4 3.03
170 | 90 3.83 3.11 170 | 70 11.6 3.19
170 | 80 6.48 2.75 180 | 90 3.66 3.09
190 | 115 1.2 2.54 190 | 90 3.56 3.32
190 | 100 2.26 3.09 190 | 110 1.46 2.73
190 | 70 10.6 5.17 200 | 90 3.46 3.30
210 | 90 3.34 3.75 220 | 110 1.41 3.48
220 | 100 2.09 3.40 220 | 80 5.43 4.33
230 | 90 3.25 4.31 240 | 80 5.18 6.46
260 | 70 8.60 7.21 280 | 100 2.04 4.59
280 | 90 3.13 5.25 280 | 070 8.56 8.01
280 | 60 16.7 8.50 320 | 90 3.18 6.68
320 | 80 5.08 7.64 320 | 60 16.8 8.91

Table 5.4 (cont’d.)
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To understand the characteristics of the exclusion contour it will be convenient to di-
vide the my — my/, plane into three regions - low my region (my < 150 GeV/c?), in-
termediate mo region (150 GeV/c* < my < 280 GeV/c?) and the asymptotic region
(mo > 280 GeV/c?).

In the low mg region the dominant SUSY process that contributes to the signal is pair pro-
duction of squarks. As we move horizontally towards higher m values, the corresponding
squark mass also increases, thereby reducing the squark pair production cross-section.
Hence, in this region, it is expected that the exclusion contour should follow the equal
squark mass contour. This is nicely demonstrated in Fig. 5.3 where we see the exclusion

contour follows the curve on which the mass of the squark is 280 GeV/c%.

The dip in the contour near mo = 60 — 80 GeV/c? can be attributed to the fact that the
two electrons can originate either from the decay of LSP or from any other SUSY or SM
particles. In about 70 % of the cases both LSPs decay into electrons (as can be estimated
from Table 5.1). Moreover, the electrons arising from the decay of LSP do not always pass
the Er cut. In such cases, however, additional electrons arising from the decay of X can
make the event pass this criterion. But in the region of my = 60 — 80 GeV/c?, sneutrino
becomes lighter than the x3 and the decay of x) to X! and neutrinos [x) — vv; ¥ — x{v]
becomes dominant. This reduces the overall branching ratio to the dielectron final state

resulting in the observed dip.

As my increases further, sneutrino becomes heavier than %9 and the branching ratio of x}
decay to neutrino reduces. This is because such a decay can now proceed only through
the exchange of a virtual sneutrino and has to compete with the corresponding decay
through virtual selectrons. This again enhances the branching ratio to the dielectron final

state. So the exclusion contour moves up and follows the equal squark mass contour till

about mo = 150 GeV/c?.

In the intermediate m, region processes like the production of gluino, ¥ and %9 start
becoming more important. As the masses of these particles do not change significantly
with a change in my, their cross-sections also do not change with the increase of mg for

the same m;/,. This causes the exclusion contour to become more and more flat.

Finally, in the asymptotic region, production of squarks becomes insignificant and the

exclusion contour becomes flat.
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Figure 5.2: Determination of the limits on m,, for different values of my.
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below the bold line is excluded at 95 % C.L.
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5.6 Mass Limits on SUSY particles

Masses of all supersymmetric particles can be uniquely determined once the values of
the five SUGRA parameters mq, my/s, sign(p), Ao and tanB are specified. Thus, limits
on various supersymmetric particles can be obtained from the exclusion contour in the
mo —my, plane. Figure 5.4 shows the exclusion contour in the squark-gluino mass plane

as obtained by translating the exclusion contour from the my — m;/, plane.

It is seen from Fig. 5.3 and Fig. 5.4 that within the SUGRA framework masses of squarks
below 252 GeV/c* and gluinos below 232 GeV/c? are completely ruled out for fixed
values of A4y=0, sign(p)=-1, tan(B)=2 and non zero values of the Xy; (where j=1, 2
and k=1, 2, 3) couplings. For equal masses of squarks and gluinos, the corresponding
limit is 283 GeV/c?. As seen from the Fig. 5.4, in the SUGRA framework, the gluinos
cannot be much heavier compared to the squarks and hence the reach of this analysis is

confined mostly to the region where the gluinos are lighter than the squarks.

400

00 L 95% CL Excluded Region

150 —

100 L No SUGRA model

50

N SR A R RN SRR AT ENRTEN SRR
0 50 100 150 200 250 300 350 400
Gluino mass (GeV/c%)

Figure 5.4: Exclusion contour in the Squark - Gluino mass plane for tan(8) = 2, sign(p) =
—1, Ag = 0 and nonzero values of X'y;; (where j=1, 2 and k=1, 2, 3) couplings.
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Figure 5.5: Exclusion contour in the my —m,/, plane with (a) Second lightest Neutralino
and (b) Lightest Chargino Mass contours.

Similarly, Fig. 5.5 shows the mass ranges excluded at 95% C.L. for the second lightest
neutralino (%3) and the lightest chargino (xi). It can be seen from these two figures that
both %9 and % with masses less than ~ 70 GeV/c? are ruled out for A;=0, sign(p)=-1,
tan(B)=2 and non zero values of the X'y;; (where j=1, 2 and k=1, 2, 3) couplings.



Chapter 6

Conclusion

Details of a search for R-parity violating supersymmetry in the dielectron plus four jets
final state using a data sample of 96 pb~' collected by the D@ detector during the 1994-
95 run have been given in the previous chapters. The search was done in the SUGRA
framework for fixed values of 4y = 0, tanf = 2 and sign(p) = —1 and non-zero values
of R-parity violating Yukawa couplings A}, (where j=1,2 and k=1,2,3). In this chapter,

the results have been summarised and an outline of future plans is given.

6.1 Summary of Results

In this search it is assumed that supersymmetric particles are pair produced at the Teva-
tron and decay to Lightest Supersymmetric Particles (LSP s) through R-parity conserving
channels. Each LSP is then assumed to decay through R-parity violating channel into
ve/e + 2 jets. Thus, the event topology considered consists of two or more energetic
electrons and four or more energetic jets. A study of the distributions of various variables
has been made for simulated signal as well as for various sources of backgrounds. This
helped in choosing the following set of selection criteria that suppresses the background

significantly while retaining a good efliciency for detection of signal events:

o Trigger: JET_MULTI

e At least two good electrons, one with Er > 15 GeV and the other with
Er > 10 GeV in the region |5 |[< 1.1 or 1.5 <| 57 |< 2.5.

For defining good electron the quality cuts used are

e Isolation fraction, f;,, < 0.15
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e Shower shape variable, x? < 100, and
e Track match significance, S < 10
o At least four jets of Er > 15 GeV in the region |7 |< 2.5
The quality cuts used for jets are

e 0.05 < frar <0.95, where fgas is the electromagnetic fraction of the jets.

e Coarse hadronic fraction, foy < 0.4

e ratio of the largest signal to the next-to-largest in the individual cells of the
calorimeter, R < 10.

e | me. — my |> 15, where m,, is the invariant mass of the two highest E; electrons.

With these cuts, we observed 2 events in the data with the expected background of
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Figure 6.1: Exclusion contour in the my — mq/; plane for tan(8) = 2, sign(p) = —1,

Ay = 0 and nonzero value of X'y coupling (where j=1,2 and k=1,2,3). The region below
the bold line is excluded at 95 % C.L.

1.8 4 0.4 events. This result has been interpreted in the framework of supergravity with

R-parity violation. We have excluded a region in the mo —m,/, plane as shown in Fig 6.1.
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The mass contours for squarks of the first two generations and gluinos are indicated in
the figure. The straight line passes through the points where m; = my. It is seen from
Fig. 6.1 that within the SUGRA framework masses of squarks below 252 GeV/c* and
gluinos below 232 GeV/c? are ruled out for fixed values of A4y=0, sign(p)=-1, tan(B)=2
and non zero values of X'y, (where j=1,2 and k=1,2,3) couplings. For equal masses of
squarks and gluinos, the corresponding limit is 283 GeV/c?>. We have also ruled out the

lightest chargino and the second lightest neutralino below a mass of ~ 70 Gev/c?.

6.2 Future plans

In the analysis presented in this thesis, we have worked within the SUGRA framework at
fixed values of Ag = 0, sign(p) = —1 and tan(B)=2. At present, work is in progress to
extend this analysis to the MSSM framework so that the region where gluinos are much
heavier than the squarks can also be explored. After that we plan to study the sensitivity
of the result with the variation of tan(3).

In this analysis we have concentrated on the A’ type R-parity violating Yukawa coupling
involving electrons. It is necessary to look for A’ terms involving muons in the final state
as well as A terms involving both electrons and muons. Analysis is in progress within the

new phenomena group of D@ to explore some of these processes.

With the addition of the Main Injector to the Tevatron it is expected that data corre-
sponding to an integrated luminosity of 2 fb~! will be collected during the year 2000.
Moreover, the D@ detector will undergo a substantial upgrade that will improve the iden-
tification and measurement capability of leptons. These will certainly help to explore a

larger parameter space and widen the chance of discovering supersymmetry.
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