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Abstract 

A search for w+w- production in 1iP collisions at ..j8 = 1.8 TeVis presented. 

In a data sample of 108 pb-1 recorded with the Collider Detector at Fermilab 

(CDF), five w+w- candidates are observed in the dilepton channel w+w- .-
z+z-vv. We expect 3.53±1.24 events from the electroweak w+w- production 

and 1.21±0.30 events from various backgrounds. The w+w- production cross 

section is found to be a(jip .- w+w-) = 10.2:!:~:~(stat) ± 1.6(syst) ph. Then 

limits on boson anomalous couplings are set at 95% confidence level. 
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Chapter 1 

Theory of w+w- Production 

1.1 Introduction 

The standard modd (SM) has been remarkably successful in describing strong 

and electroweak interactions in particle physics. Analyses of high energy physics 

experimental results around the world have been indicating that they agree well 

with the SM predictions. However, one sector of the SM-trilinear vector bo-

son couplings-remains essentially untested. The gauge structure of the SU(2) 

x SU(l) theory of dectroweak interactions governs vector boson couplings and 

leads to a cancellation of helicity amplitudes, thus preserving the unitarity of 

the theory. One way to probe boson couplings is to search for diboson produc-

tion, which directly results from these couplings. In the last two decades, some 

theoretical calculations and very preliminary experimental measurements have 
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been published in this field. As a whole, however, vector boson couplings are still 

poorly understood. The reason is quite simple: Diboson production cross sections 

are very small. Therefore, even at the Tevatron, the most powerful accelerator 

in the world, we only expect to ob~erve very few diboson events. 

Besides testing the gauge structure of the SM, diboson searches also provide 

an opportunity to probe new physics. Some unorthodox theoretical models pro-

pose new mechanisms that may result in an enhanced diboson production cross 

section. H, for instance, vector bosons Wand Z are composite particles, vector 

boson self-interactions will exhibit anomalous couplings[!]. New particles, such as 

Higgs bosons, heavy quarks and leptons, and technihadrons[2, 3], tend to decay 

into boson pairs. So a discrepancy between the SM prediction and experimental 

observations in the diboson production might be an indication of new physics 

beyond the SM. 

In this analysis, I concentrate on search for w+w- production through the 

dilepton channel w+w- -+ z+z-,v (l = e,JL), largely because it has never been 

done before and its background is small. The contribution from w+w- -+ lr or 

TT, followed by T-+ e or JL, is also included. The w+w- production cross section, 

in the framework of the SM, is about 10 pb[4, 5], while other non-standard 

models usually predict a larger one[l, 2, 3]. So far the Collider Detector at 

Fermilab (CDF) has recorded over 100 pb-1 of pp collisions since 1992. This 

makes a w+ w- search possible for the first time in history. The following section 

describes various calculations of the w+w- production cross section. The final 
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section is devoted to WW; and WWZ anomalous couplings, which give a different 

picture of w+w- production. 

1.2 Standard Model Results 

1.2.1 Formalism 

The Feynman diagrams for w+w- production in pp collisions are shown in 

Figure 1.1. One can easily find the relevant Feynman rules in the literature. The 

interesting part of the interaction vertices is WWV (V = ; , Z) couplings since 

W f f vertices are well understood. 

The SM prescription of WWV couplings is based on the SU(2) x SU(l) gauge 

theory of electroweak interactions. The relevant interaction Lagrangian has the 

form 

.Cwwv = gwwv(W,tW"'V"- w:v;,w""' + w:wvV""'), (1.1) 

with gww-y = e for the WW; vertex and gwwz = ecotBw for the WWZ vertex, 

where e is the proton electric charge and Bw is the mixing angle. Here W"' is the 

w- field, V" denotes the Z boson or photon field, with W""' = 8~.~ Wv - 8v W~.~ and 

V""' = a~.~v;,- 8vV,· The Feynman rules for this Lagrangian are given in Figure 

1.2. 

Starting with these Feynman rules, one can easily calculate the differential 

cross section iT(qq -. w+w-) in terms of the Mandelstam variables 8, ti and 



q 

4 

q--~----r-------vv-

q----~--~--~---vv+ 

Figure 1.1: The tree-level Feynman diagrams for w+w- production in 'PP colli-

stons. 

Figure 1.2: WW1 and WWZ vertices. The coupling constants gwwv (V = ,, Z) 

are given in the text. 
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i. Then the w+w- production cross section CT(PIJ --. w+w-) is obtained by 

convoluting u(qq--. w+w-) with the parton distribution functions /(z) 

CT(pP--. w+w-) =~II dzldz2/q(zi)fq{z2)u(qq--. w+w-), (1.2) 
qq 

where x is the fraction of proton or antiproton momentum carried by a quark. 

The sum is over all quark flavors. 

1.2.2 LO Calculations 

With the method described above, the leading order (LO) calculation of the 

w+w- production cross section is straightforward but tedious. The amplitude 

expression is too long to be cited here. The final result is(5] 

CT("PP--. w+w-) = 7.4 ph. 

Here the HMRS set B parton distribution function is used(6]. By comparison, 

the EHLQ set I distribution function with Q 2 = 8 (3J yields(4] 

CT("PP--. w+w-) = 6.7 ph. 

QCD corrections are omitted in these calculations. 

As indicated earlier, w+w- production amplitudes cancel each other. As a 

result, the unitarity of the theory is preserved. To illustrate this unique feature 

of the gauge theory, let's take a look at a simple example: e+e- --. w+w-[7]. 

There are three channels in this case: s channel with virtual photon and Z boson 
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s s s (T z z I"V "M[; (T T'f I"V "M[; (T w '""'J "M[; 

s s s (Tz-, I"V "M[; (Tz~ I"V -"M[; (]'"-,~ '""'J -"M[; 

Table 1.1: Asymptotic forms of (J'"i;(e+e- ---. w+w-). The subscripts indicate 

exchange particles. 

production, and u and t channel with neutrino exchange (see Figure 1.3). The 

total cross section can be decomposed as 

(T(e+e----. w+w-) = I:(J'"ij, 
ij 

{1.3) 

where i, j = v, "'(, and Z. The notation is as follows: (Tzz is the Z exchange 

contribution; (TTY is from the "Y exchange; (Tw is from the v exchange; (Tz..,, (Tz~, 

and (]'"-,~ are the interference terms. They can be expanded in terms of the e+ e-

center-of-mass energy v'S. The leading order terms are listed in Table 1.1. The 

next-to-leading order terms are of the form of 

One notices that they are all divergent at high energy. Since the unitarity of 

field theories requires that any production cross section be finite, one concludes 

that there must be a cancellation between these terms in order to preserve the 

unitarity. That is exactly what would happen if all the terms are combined for 

highs 

{1.4) 
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(b) 
Figure 1.3: Feynman diagrams for w+w- production in e+e- collisions. (a) and 

(b) are the s channel, u and t channels, respectively. 

The leading order terms cancel each other and only the next-to-leading order 

terms survive. This example perfectly illustrates the delicate gauge structure of 

the SM. 

1.2.3 NLO Calculations 

All the calculations mentioned so far are up to the LO of QCD-jets from gluons 

and quarks are ignored. Ohnemus recently published a next-to-leading order 

(NLO) calculation of u(pp---+ w+w-). He found[5] 

u('jjp---+ w+w-) = 9.5 ph, 
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Figure 1.4: TheW polarization vector e"' is replaced by the decay current j"' for 

a full matrix element calculation. 

which includes contributions from the square of the Born diagrams, the inter-

ference between the Born diagrams and the virtual one-loop diagrams, and the 

square of the real gluon emission diagrams. Essentially this is the cross section up 

to one QCD jet. Again the HMRS set B parton distribution function is used. The 

change of cr(]ip ~ w+w-) is less than 5 % for different distribution functions. 

Barger et al. also calculated the w+w- production cross section up to two 

jets at tree level(4), with the choice of the EHLQ distribution function. The cross 

section is given by 

2 

2: cr(pp ~ w+w- + iets) = 9.6 pb. (1.5) 
jets=O 
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Jets are required to have a transverse momentum PT > 15 GeV fc, which is close 

to the definition of jets in this analysis. However, the contribution from loop 

diagrams is not included in this calculation. 

1.2.4 Spin Correlation 

All the calculations of u(jjp-+ w+w-) discussed so far are done for real w+w-

production. For off-shell w+w- in the channel w+w- -+ z+z-,;v, it is trivial 

to calculate the full matrix element by a simple replacement in the amplitude 

expression. Figure 1.4 illustrates how this replacement is implemented for one 

of the two W bosons in w+w- production. The matrix element for on-shell 

w+w- is expressed in terms of the W polarization vector ell. The full matrix 

element for w+w--+ z+z-vv is obtained by replacing ell with the decay current 

ll -+ .ll - l I ull ll e 1 - g < 2 2 M2 .M r t >' q- w+' ww 
(1.6) 

where g is the coupling constant, and ull is the Pauli matrix. Mw and rw are 

the mass and decay width of W bosons, respectively. 

Although this technique greatly simplifies the calculation of u(-pp-+ w+w-), 

it cannot be used in the amplitudes which involve the virtual contribution from 

loop diagrams. The virtual correction for on-shell w+w- production, unlike 

other NLO contributions, is not proportional to the LO Born cross section, so the 

simple replacement does not hold in this case. To include the spin correlation in 
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loop diagrams, one has to calculate the whole matrix element, absorb the singular 

part, and combine the finite part with other amplitudes. Because the algebra 

involved is tremendously complicated, all publications so far have neglected the 

spin correlation for the virtual correction. The total cross section is changed 

by typically 10 % when the spin correlation is neglected. Fortunately, since the 

virtual correction is small ( "'-J 10 % the size of the Born cross section), the change 

of u(j)p -+ w+w-) is negligible when the spin correlation in loop diagrams is 

ignored. 

1.3 Phenomenology of Anomalous Couplings 

1.3.1 For01alis01 

The most general Lagrangian describing trilinear vector boson couplings, invari-

ant under Lorentz, C, and P transformations, has the form 

.Cwwv = gwwv[gf'(W,!,W"'V"- w:v~~W""') + 

W+w. V""' ~v w+ W"'V".\] ltV 1-1 " + Mar .\1-1 11 , 
(1.7) 

where gwwv, W, and V are defined in the last section(!]. Terms with higher 

derivatives are equivalent to adding momentum-dependent couplings and thus 

merely lead to an introduction of form factors. These terms will be redundant if 

form factors are introduced separately. In the SM, all these coupling constants 

are fixed at tree level, with gf = 1, ~v = 1, and ~v = 0. 
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In the low energy limit, the WW7 terms in the effective Lagrangian correspond 

to the lowest order terms in a multipole expansion of W-7 interactions: charge 

Q, magnetic dipole p.1 and electric quadrupole moment q2 

Q .., 
egl, 

P.l 2;w (g{ + K-r + ~ ), 
e (1.8) q2 - M2 (".., -A,.). w 

Similar expansions can be obtained for the WWZ vertex. H W and Z have some 

internal structure, p.1 and q2 might have anomalous values. 

Helicity amplitudes associated with anomalous couplings grow like 8/Mlv. 
This clearly violates the unitarity at high energy. To restore the unitarity , a 

generalized dipole form factor is introduced 

(1.9) 

and similarly for other couplings, with the energy scale A beyond which new 

resonance particles, multiple boson production, and other new phenomena are 

expected. This form factor is designed to suppress helicity amplitudes at very 

high energy, but in the mean time remain essentially constant in the energy 

range we are interested. Nevertheless, limits on anomalous couplings extracted 

from experimental data explicitly depend on the choice of A. In this analysis, 

limits on anomalous couplings are obtained for A= 1, 2 TeV, and they are found 

not very sensitive to A. 
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1.3. 2 Scenarios 

So far there is no experimental evidence suggesting that the electroweak SU(2) 

x SU(1) gauge symmetry is violated, so it is a natural requirement that a phe-

nomenological theory possess this symmetry. There are several scenarios in which 

the SU(2) x SU(1) gauge symmetry is realized. After boson interactions based on 

this symmetry are introduced, all anomalous couplings are related to each other 

by a set of loose constraints (Appendix A). One scenario assumes ~t.y=~tz=K. and 

..ty=..\z=..\, with other parameters set at their SM values. H, on the other hand, 

..ty and K..y are chosen as independent parameters, the WWZ couplings are given 

by 

1 
---D.~t..,, 
2cos28w 

- ~(1- tan28w )D.~t..,, 

..\..,. (1.10) 

These equations define the IDSZ scenario[8]. Later these two scenarios will be 

used to set limits on anomalous couplings. 

1.3.3 Limits from Precision Measurements 

Alternatively, taking account of loop contributions which involve WW7 and 

WWZ vertices, one can indirectly set limits on anomalous couplings from pre-

cisely measured quantities. They include the g factor of muons, b --. s7 and 
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b u, c, t s 

Figure 1.5: Feynman diagram for b -+ s; decay. The decay rate depends on 

WW; couplings. 

Z -+ bb rates. As an example, Figure 1.5 illustrates how the decay rate of b -+ s; 

is related to WW; couplings through loop corrections. Clearly, anomalous cou-

plings will lead to a different decay rate. 

It should be pointed out that precision measurements are barely sufficient to 

constrain all these parameters, and one often has to make stringent assumptions. 

Limits obtained from these measurements also strongly depend on other param-

eters such as the normalization scale, the Higgs and top quark masses, and the 

CKM matrix elements, which themselves present additional ambiguities[9]. For 

instance, if the top mass is varied from 150 GeV fc2 to 200 GeV fc2, the range 

allowed for anomalous couplings increases up to 50 %. 

By contrast, direct measurements of w+w- production in pp collisions pro-
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vide a straightforward test of these couplings, and no other theoretical assump-

tions or high order calculations are needed. Of course, higher order QCD correc-

tions still pose a problem, but in terms of vector boson couplings, the interpre-

tation of experimental results is unambiguous. 
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Chapter 2 

Apparatus 

This analysis uses the proton-antiproton collision data collected at the Collider 

Detector at Fermilab (CDF). A good understanding of apparatus is essential for 

any experimental analysis. In this chapter, I will describe the design and function 

of the Tevatron collider and CDF detector. The ongoing CDF upgrade is briefly 

discussed at the end. 

2.1 Tevatron 

The Tevatron collider, the world's largest proton-antiproton accelerator, is lo-

cated at the Fermi National Accelerator Laboratory at Batavia, Illinois. It is 

operating at a center-of-mass energy .JS = 1.8 TeV. The primary goal of the 

Tevatron is to study high transverse momentum phenomena in "jip collisions. Fig-

ure 2.1 shows the general layout of the accelerator. 



Booster 

Anti-proton Source 
Debuncher 
Accumulator 

P Inject 

BO Interaction Region 
(CDF detector) 

P Extract 
Pbar Inject 

DO Interaction Region 
(DO dectector) 

Figure 2.1: Overview of the Fermilab accelerator complex. 
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In the first step of particle acceleration in which 900 Ge V proton and anti-

proton beams are eventually generated, a- ions produced in a Cockroft-Walton 

Generator are injected into a linear accelerator where they reach an energy of 

0.5 GeV. Next in a booster ring the electrons attached to the ions are peeled off 

and the resulting protons are then accelerated to 8 GeV. Then proton beams are 

injected into the Fermilab Main Ring which is a proton synchrotron with a radius 

of 1 km.. Proton beams from the Main Ring are focused on a tungsten target in 

order to produce antiproton beams. The antiprotons generated are stored and 

stochastically cooled in the storage ring, and then injected into an accumulator 

ring for further cooling. Then six bunches of protons and another six bunches of 

antiprotons are injected into the Tevatron and accelerated to 900 Ge V at the final 

stage. In the Tevatron proton and antiproton beams are bent by a succession 

of dipole magnets, and focused by quadrupole magnets to increase their density. 

As they travel once around the Tevatron the bunches meet each at the CDF and 

other detectors. 

2.2 CDF Detector 

The Collider Detector at Fermilab is a general-purpose, multi-component detec-

tor. It has both azimuthal and forward-backward symmetry, and covers most of 

47r solid angle[lO]. A side-view of the detector is shown in Figure 2.2. 

The CDF coordinate system defines the positive z axis along the direction 
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of proton beams. The y axis is vertically upward and the x axis is radially 

outward from the center of the Tevatron ring. The detector is divided in terms 

of pseudorapidity variable 11 = -ln[tan(B/2)] and azimuthal angle </J, where 8 is 

the polar angle with respect to the z direction. It uses scintillator counters to 

measure luminosity. A superconducting solenoid provides a magnetic field of 1.4 

T for momentum measurement of charged particles in the central (I 11 I< 1.1) 

region. The detector components directly involved in this analysis are the central 

and plug electromagnetic calorimeters, central and forward muon drift chambers, 

central tracking chamber, and vertex drift chamber. Other components serve 

in indirect ways, such as balancing transverse energy and detecting jets. In the 

following sections, I will give more detailed description of these components. 

2.2.1 Luminosity 

CD F uses two planes of scintillator counters to measure luminosity. Known as 

the beam-beam counters (BBC's), they cover the angular regions 0.32° to 4.41> 

and 175.53° to 179.68° (3.24 < I 11 I < 5.88). The rate of coincident hits, divided 

by the effective cross section of the counters (51.7±1.7 mb), gives the instan-

taneous luminosity. The integrated luminosity is obtained by integrating the 

instantaneous luminosity over time. 
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2.2.2 Tracking 

The CDF central tracking system is composed of a silicon vertex (SVX) detec-

tor located immediately outside the beampipe, a vertex (VTX) drift chamber 

outside the SVX, and a large central tracking chamber (CTC) contained within 

the uniform magnetic field region of the solenoid. The four-layer SVX is 51 em 

long, covering roughly 60 % of the interaction region. These four layers provide 

a precision measurement of interaction points and tracks. The impact parameter 

resolution in the SVX system, a critical quantity for the measurement of particle 

lifetimes, is tr = 17 p.m (it plays a central role in the discovery of top quarks-

tagging b jets which are associated with top quark production and have a long 

life time). The VTX system provides tracking information in the r-c/J plane up 

to a radius of 22 em and 111 I < 3.25. The main function of the VTX system is 

to measure interaction points along the z axis. The VTX resolution of z vertices 

is about 1 mm. The CTC system encloses the VTX chamber and gives precise 

track momentum measurement in the region 111 I< 1.1. The CTC system is a 

3.2 m long drift chamber with an outer radius of 1.3 m, containing 84 layers of 

cylindrical sense wires, grouped into nine axial and stereo superlayers. Five axial 

superlayers consisting of 12 sense wire layers each provide tracking information 

in the r-c/J plane. Four stereo layers have six sense wire layers each, tilted at ±3° 

relative to the beam direction. Together, the axial and stereo wires provide track-

ing information in the r-z plane. The momentum resolution of the CTC system 
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is 5Pr/ Pr = 0.0020Pr (Pr in GeV fc thereafter) for isolated tracks, where Pr 

is the transverse momentum. A better resolution can be achieved if interaction 

vertices are included in the track-fitting procedure: 5Pr/ Pr = 0.0011Pr in the 

CTC-VTX system, and 5Pr/ Pr = ((0.0009Pr )2 + (0.0066)2 ]112 in the CTC-SVX 

system. 

2.2.3 Calorimeters 

The calorimeters have fine segmentation in the 11-<P plane and are grouped into 

projective towers pointing towards the interaction region. The calorimeters cover 

all of l/J, and extend to I 1'J I< 4.2. Each calorimeter tower consists of an elec-

tromagnetic shower counter in front of a hadronic calorimeter element. In the 

central region (lf'J I< 1.1) the calorimeters are scintillator-based, while the plug 

and forward calorimeters are gas-based, using proportional tubes and cathode pad 

readout. Electrons and photons are identified by their localized kinetic energy de-

position in the electromagnetic calorimeters. Muons are identified, in coincidence 

with hits in muon drift chambers, by their minimum ionizing energy deposition 

signature in the calorimeters. Jets are identified by their energy depositions in 

both electromagnetic and hadronic calorimeters. 

The central electromagnetic ( CEM) calorimeter (I 11 I < 1.1) is 18 radia-

tion lengths thick and consists of polystyrene scintillator layers separated by lead 

sheets. Each tower is 15° wide in l/J and 0.1 wide in f'J· The light from the scintilla-

tor is shifted through wavelength shifters coupled via light-guides to conventional 
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photomultiplier tubes. The CEM calorimeter has an energy resolution of 5 E IE 

= 13.7 % I v'ET E9 2% ( E-r in Ge V thereafter) for incident electrons and pho-

tons, where Er is the transverse energy, and E9 indicates that the constant term 

is added in quadrature. To determine the position and transverse development 

of an electromagnetic shower at shower maximum (IV 6 radiation lengths), the 

central electromagnetic strip ( CES) chambers are used to measure the charge de-

position on orthogonal, fine-gained strips and wires. The CES chambers provide 

precise location of an electromagnetic shower in the z and r-tf> views, with an 

accuracy of "V 3.0 mm in r-z and "V 1. 7 mm in r-tf>. 

The central hadronic (CHA) calorimeter (177 I < 0.9) consists of steel absorber 

interspersed with acrylic scintillator, with a thickness of 4.5 absorption lengths. 

The CHA has an energy resolution of 5EIE =50% lv'ET E9 3% for incident 

isolated pions. The wall hadronic (WHA) calorimeter is similar to the CHA 

except that it covers 0.7 < 111 I < 1.3 and has a slightly worse resolution (5EI E 

= 1s% lv'E E9 4%). 

The plug electromagnetic (PEM) calorimeter (1.1 < 111 I < 2.4) is divided 

into quadrants. It is constructed from lead absorber panels sandwiched with gas 

proportional chambers with cathode pad readout. The thickness of the PEM 

varies from 18 radiation lengths in the middle to 21 radiation lengths near the 

edge. The tower size is 5° wide in q, and 0.1 wide in 77· The PEM system has an 

energy resolution of 5EI E = 22 % IVE E9 2%. Shower positions are determined 

from 8 and q, pad information, with a spatial resolution of 2 mm x 2 mm. 
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The forward dectromagnetic (FEM) calorimeter (2.2 < I 1f I < 4.2) is also 

constructed from lead absorber panels interspersed with gas proportional wire 

chambers and cathode pad readout, with a thickness of 25 radiation lengths. 

The tower size is 5° wide in if> and 0.1 wide in f/· The FEM system has an energy 

resolution of 5E/E = 26% /VB Ea 2%. Shower positions are determined from 8 

and if> pad information, with a spatial resolution of 1-4 mm, depending on the 

shower location in the calorimeter. 

The plug (PHA) and forward (FHA) hadronic calorimeters are constructed 

from steel absorber separated by gas proportional chambers. The PHA {1.3 < 

111 I < 2.4) is 5.7 absorption lengths thick and has an energy resolution of 5E/E 

= 106 % / v'E Ea 6% for isolated incident pions. The FHA (2.4 < I 1f I < 4.2) 

is 7.7 absorption lengths thick and has an energy resolution of 5Ef E = 137 % 

/ v'E Ea 3% for incident isolated pions. 

2.2.4 Central Muon Chambers 

The central muon (CMU) chambers consist of drift chambers behind the central 

calorimeters which, with a thickness of approximatdy 5 absorption lengths of lead 

and steel, act as a hadron absorber. Four layers of drift cdls in a muon chamber 

provide three-dimensional reconstruction of tracks from drift-time information 

in the transverse ( r-8) direction with a drift resolution u = 250 p.m. Behind 

the CMU system are 0.6 m of sted and four more layers of drift chambers for 

additional hadron absorption. This system is referred to as the central muon 
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upgrade (CMP) system. In the region I fJ I < 0.6, approximately 84 % of the 

solid angle is covered by the CMU system , 63 % by the CMP system , and 53 % 

by both. For solid angle 0.6 < I TJ I < 1.0, additional drift chambers sandwiched 

between scintillator counters were added in 1992, and are referred to as the central 

muon extension (CMX) system. Approximately 70 %of the solid angle for 0.6 

< I TJ I < 1.0 is covered by the CMX system. In all central muon systems, muon 

PT and its resolution are determined by the tracking systems discussed earlier. 

2.2.5 Forward Muon Detector 

The forward muon (FMU) system consists of two spectrometers covering the small 

angle regions 5° < () < 15° and 165° < () < 175° as shown in Figure 2.3. Like 

all muon detectors, the FMU system is located behind the electromagnetic and 

hadronic calorimeters so that jets are most likely stopped before they reach the 

FMU detector. The charge and momentum information of muons is extracted 

from their trajectories in the FMU region. In this section, I will describe the 

design and function of the toroids, chambers, scintillator counters, triggers and 

other FMU apparatus. 

2.2.5.1 Toroids 

Two steel toroid magnets are located at each of the forward and backward regions, 

each with a dimension of 7.6 m o.d. x 1.0 m i.d. x 1.0 m. Copper coils with 

current 600 Amps provide an azimuthal magnetic field in the toroids. A thorough 
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knowledge of the magnetic field is crucial to the FMU momentum measurement, 

so Appendix B is devoted to field mapping procedures and results. The mapping 

of the field will help to improve the momentum resolution of the FMU system. 

2.2.5.2 Chambers 

At each end of the CDF there are three drift chambers located in the front, 

middle, and rear planes. They are used to measure the position of forward muons, 

and thus provide charge and momentum information. Each plane consists of 24 

chamber wedges as shown in Figure 2.4. 

A drift chamber contains two planes of drift cells to resolve the left-right 

ambiguity: a coordinate plane of 56 wire cells, and an ambiguity plane of 40 

wire cells. Therefore a forward muon will go through six planes (three coordinate 

planes and three ambiguity planes), and leave six hits on sense wires for pattern 

reconstruction (patterns with less then five hits are rejected). A common copper 

foil cathode plane (PAD) divides a chamber into 5° wedges in ¢. Wires and PADs 

are arranged to form projective towers. Anode wires are held at high voltages 

and a PAD forms the ground plane between the two sides of a chamber. The 

drift chambers contain a mixture of 50/50 argon-ethane gas with a constant drift 

velocity of 5 em/ p,s. Sense wires are read out by TDC cards, while PADs are 

read out by the RABBIT electronics. Three adjacent sense wires are grouped 

together to reduce the number of electronics channels. The 4> segmentation is left 

to PADs and scintillator counters. The average position resolution is about 600 
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p.m. 

2.2.5.3 Scintillator Counters 

At each end of the CDF, one scintillator plane is placed in front of the front 

plane of drift chambers and other behind of the rear plane of drift chambers. 

Each scintillator plane is segmented into S0 wedges with four Am.perex 2202B 

photomultiplier tubes for each wedge. A Schmitt-trigger circuit is installed at 

each phototube base to provide an ECL logic pulse for trigger logics. 

One important feature of scintillator counters is their noise rate, which is 

recorded during the quiet time (no beams in the detector). One can monitor 

the stability of scintillator counters by examining the noise rate over a period 

of time. It can also serve as a diagnosis tool. Figure 2.S illustrates how this 

can be achieved. The so scintillator wedges are numbered in the following way: 

0-71 for the west front, 72-143 for the west rear, 144-21S for the east front, and 

216-287 for the east rear. The noise rate is counted in an interval of 10 seconds. 

Normal counts range from 1,000 to S,OOO. Clearly peaks above this normal range 

indicate either leakage of light or electronics oscillations at the corresponding 

wedges. Also the average noise rate is recorded every day so one can monitor the 

counter performance over a long period. Figure 2.6 shows the average noise rate 

from March to July of 1994. This plot could be used to adjust the high voltages 

of tubes so that the gain of scintillator counters remain unchanged over the run 

period. Although it was relatively stable, the noise rate increased slightly during 
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this period-an indication of aging effect. 

2.2.5.4 Triggers 

The FMU trigger configuration takes advantage of the sophisticated structure of 

the FMU system: six hits in the drift chambers, confirmed hits from the PADs 

and scintillator counters in the same octant. 

A valid track road on the drift chambers is defined as having three hits on 

the coordinate planes and three hits on the ambiguity planes in the same octant. 

This is achieved with trigger boards called NUPU (new half octant pattern units) 

which originate from old boards HOPU (half octant pattern units). The signal 

from a chamber cell is sent to a preamplifier ( x 40). Then this signal is shifted to 

an amplifier/discriminator board which sends a logic pulse if the incoming signal 

is above a pre-fixed threshold. The NUPU boards take the wire pulses from three 

TDC boards associated with the front, middle and rear planes, and search for a. 

valid pattern according to the pattern classification discussed earlier. 

As mentioned before, the scintillator counters and PADs are divided into S0 

wedges in the azimuthal plane. The PAD signals are read out by the RABBIT 

crates and a logic pulse is sent whenever there is a hit on a PAD wedge. Signals 

from the scintillator counters and PADs are correlated in a circuit board called 

SINPAD, and therefore the FMU t/J resolution is restored to S0
• 

Finally, trigger signals from the NUPU and SINP AD are sent to a trigger 

board called PUCKER where they are added together. A trigger latch is set if 
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there is a coincidence within one octant. The trigger efficiency is about 70 %. 

A computer program is available to analyze FMU triggers. It uses CMU-FMU 

dimuon events triggered by CMU muons. First, FMU data banks are looped over 

to locate muons in the FMU fiducial region. Then this program looks for patterns 

along the track roads and decides if they are valid FMU muons: wire hits in the 

coordinate and ambiguity planes; hits on the scintillator counters and PADs. It 

can also serve as a diagnosis tool. Figure 2. 7 gives an example how it works for 

the SINPAD trigger. In the second octant, for instance, there is no FMU muon 

trigger bit in the FMU trigger bank. However, seven FMU muons hit this octant 

according to this trigger program which is based on CMU volunteer triggers. 

This is a clear indication of a hardware failure of either scintillator counters or 

PADs in this octant. This program can also be used to calculate the FMU trigger 

efficiency in the same fashion as it detects hardware failures. 

2.2.5.5 Momentum Resolution 

The momentum resolution of the FMU system has three components: multiple 

scattering, chamber resolution, and uncertainty in the chamber positions from 

the survey. 

Multiple scattering is the result of electromagnetic interactions between inci-

dent particles and target nuclei in the medium. Its contribution is momentum 
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independent, and is found to be (Pin GeV fc)[ll] 

tl.P p = 0.166. 

The chamber resolution comes from the intrinsic resolution of electronics and 

pulse signals. A detailed analysis of FMU data finds the chamber position reso-

lution to be about 650 p.m, which corresponds to[12] 

ll.P p = (0.0015 ± 0.0003)P. 

Finally, the survey misalignment of chambers also contributes to the momen-

tum resolution[ll] 

ll.P p = (0.0012 ± 0.0003)P. 

The combined resolution of these three components is give by 

2.3 CDF Upgrade 

The CDF detector has been going through a major upgrade to exploit a much 

higher luminosity in the future. A new Main Injector accelerator is currently 

under construction. The future luminosity is expected to be greater than 2 x 

1032cm-2 sec-1 and the bunch spacing as small as 132 ns. The current CDF 

detector was designed for luminosity up to 1030cm-2sec-1 and bunch spacing 3.5 
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p,sec. Clearly, many parts of the existing system must be upgraded or replaced 

to meet these new parameters. Figure 2.8 shows the proposed CDF detector for 

Run II. In this section, I will briefl.y discuss the upgrade project. 

The scintillator-based CEM and CHA systems only experience a slightly aging 

effect, about 1 %of yield loss per year. The plastic scintillator counters and wave-

shifters should not have any serious radiation damage problem. So the central 

calorimeters will remain essentially unchanged. 

The gas chamber-based plug and forward calorimeters are going to be replaced 

by new, more compact calorimeters. The new calorimeters are scintillator-based: 

lead and scintillator for the electromagnetic calorimeters; iron and scintillator for 

the hadronic calorimeters. 

The existing 51 em long SVX system just covers about 60 % of the interaction 

region and experiences some radiation damage to the readout chips. The proposed 

new SVX system (SVX II) will be 87 em long, almost double the current coverage. 

The five layers of the SVX II will be double-sided, which enables the SVX II 

to construct three-dimensional tracks. The current SVX can only provide two-

dimensional tracking information. 

The CTC system is observed to experience an aging effect: The tracking 

efficiency continues to decline. Also the maximum drift time in the CTC system 

is "' 800 ns, far longer than the beam crossing space of 132 ns. The vertex drift 

chambers have to be removed to leave the space for new designs. The function 

of the VTX system and the inner layers of the CTC system will be taken over 
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The CDF Upgrade 
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Figure 2.8: Proposed CDF detector for Run II. 
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by an Intermediate Fiber Tracker (IFT). The IFT system consists of a set of 

cylindrical scintillating fiber layers outside the SVX II. The resolution is of the 

order of 100 p,m, compatible to the design of the SVX II (resolution u = 15 

p,m ). Straw chambers have been proposed to take over the role of the CTC 

system. The basic elements a.re small diameter straw tubes. They a.re configured 

into four superlayers, each consisting of axial and stereo layers of straw tubes. 

This structure will suit the Run II conditions, namely high luminosity and short 

crossing time. 

For the central muon system, more chambers will be added to increase its 

coverage. As a result, the fraction of the CMU system covered by the CMP 

system will be increased from 70 % to 85 %. The CMX will be completed by 

filling 4> gaps at the top and bottom of the existing system. The 4> coverage will 

increase from current 66 %to 93 %. The FMU system will be moved closer to 

the interaction point as the current plug and forward calorimeters will be replace 

by more compact ones. The 11 coverage will change from 2.Q-3.6 to 1.5-3.0. 

The higher luminosity and shorter beam crossing time in the future require 

that the front-end electronics have more event storage capacity, earlier signal 

digitization, and faster trigger decisions. This will be accomplished by the tech-

nology based on the charge integrating and encoding (QIE) chips. The existing 

RABBIT crates will be replace by 9U VME crates. 

The existing CDF systems ha.ve been extremely successful in a wide variety 

of physics topics: top quark discovery, diboson production, W mass measure-
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ment, and other physics processes. The new upgrade system will provide a more 

powerful tool for physicists in the field of particle physics. 
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Chapter 3 

Data Selection 

Since this analysis focuses on the dilepton channel w+w- -. z+z-vv, we are 

interested in events with two high PT leptons and a large missing transverse 

energy h from the two neutrinos. Most of lepton selection criteria, such as elec-

tromagnetic shower profiles, are more or less fixed in the sense that they have 

been scrutinized for a long time and there is a general consensus regarding the 

thresholds of these selection cuts. Other selection cuts, such as lepton momen-

tum PT, are constrained by run conditions-trigger tables and available data 

samples. Nevertheless, there is still room to optimize these cuts so that we can 

get maximum acceptance and keep backgrounds under control at the same time. 

In this chapter I will outline single-lepton selection cuts for central electrons, plug 

electrons, central muons, and forward muons. Leptons from other regions of the 

CDF detector are not included because they either introduce an unacceptable 
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large background or have poor resolutions, or contribute very little to the total 

acceptance. As a crucial part of w+w·- search, cuts on jets and h are also 

discussed. 

3.1 Central Electrons 

3 .1.1 Triggers 

Electrons detected in the central electromagnetic ( CEM) calorimeter are called 

central electrons. This calorimeter covers the pseudorapidity region I 11 I < 1.1. 

The calorimeter trigger first requires a single EM tower in the central region with 

~above a threshold of 6 GeV. Then an EM cluster is constructed starting from 

a seed tower with~ > 9 GeV and extending to neighboring towers with~ > 

7 GeV, but limited to three towers in pseudorapidity (Llfl = 0.3) and one tower 

in azimuth (Llf/J = 15°). In the next level of the central electron trigger, a CTC 

track, above a threshold of PT > 9 Ge VIc, that extrapolates to this cluster is 

required. The tracking information is analyzed and sent to the trigger supervisor 

by a hardware track processor [central fast tracker (CFT)]. Finally, the level·3 

algorithm requires ~ > 18 Ge V and PT > 13 Ge VI c. 
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3.1.2 Selection Cuts 

For central electrons, fiducial cuts on the EM shower positions excluding calorime-

ter boundaries ensure that the energy is well measured. Electrons from converted 

photons can be removed with high efficiency by exploiting their tracking infor-

mation: Any electron that does not have a matching VTX track, or that can be 

paired with an oppositely charged CTC track to form a small effective mass ( Mee 

< 500 MeV fc2 ), is rejected as a photon conversion candidate. 

Hadrons and jets usually go through the CEM calorimeter and may be misiden-

tifi.ed as electrons. A set of electron identifi.cation cuts are used to identify elec-

trons and remove charged hadrons. For an EM cluster in the CEM calorimeter: 

• The hadronic energy fraction of the cluster, HAD /EM, should be small; 

• The ratio of cluster energy to track momentum, E/P, should be close to 1; 

• The lateral shower profile L.hr (defined below) is compared with the stan-

dard shower shape from test beam electrons, and the difference should be 

negligible; 

• The distance between the position of the extrapolated track and the shower 

position measured by the strip chambers in the CEM calorimeter, viewed 

in the r-ep (.6.x) and z (Llz) planes, should be within tolerance; 

• At least one track is pointed to the cluster, and the track must satisfy some 

minimum hit requirements (3D track) in the CTC superlayers; 
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• The x2 comparison of the strip chamber shower profile with that from test 

beam electrons, X~trip' should be reasonable ; 

• The distance between the event vertex and the reconstructed track in the 

z direction, z-vertex match, should be within tolerance; 

• The distance between the interaction vertex and the center of the detector 

in the z direction, zO, should be within some range so that luminosity is 

well measured. 

The lateral shower profile L•hr introduced earlier is defined by 

Eadj Eprob 
L -014 ~ i - i 

11hr - • L: [(O.l4E)2 + (.6.EFob)2)1/2 · (3.1) 

Here, E;dj is the measured energy in the tower adjacent to the seed tower; EFob is 

the expected energy in that tower calculated from the seed energy of the cluster, 

the impact point from the strip chamber, and the event vertex using a shower 

profile parameterization from test beam data; and LlEFob is the error in EFob 

associated with a 1-cm error in the impact point measurement. 

Two isolation cuts are imposed on a central electron: 1) calorimeter isolation, 

defined as the ratio of the transverse energy in the EM towers within a cone of 

radius 0.4 in the 11-t/J plane centered on the electron but excluding the transverse 

energy of the electron cluster, to the transverse energy of the electron; 2) track 

isolation, defined as the ratio of PT sum of CTC tracks within a cone of radius 

0.4 but excluding the electron track contribution, to the electron momentum. 
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Variable Cut 

Er > 20 GeV 

PT > 10 GeV/c 

HAD/EM < 0.05 

L•hr < 0.2 

E/p <2 

I Llz I < 1.5 em 

I Llz I < 3 em 

z-vertex match < 5 em 

I zO I < 60 em 

x;trip < 10 

3D tracks > 1 

Iso < 0.1 

Fiducial cut CSELE:FIDELE module 

Table 3.1: Central electron selection cuts. 
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Figure 3.1: Pseudorapidity distribution and quality variables of central electrons. 

(a) pseudorapidity, (b) lateral shower profile variable, (c) ratio of hadronic and 

electromagnetic energy, and (d) calorimeter isolation variable. Arrows denote the 

values of the selection cuts. 
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All these cuts are listed in Table 3.1. Figure 3.1 shows some distributions of 

the central electron variables. Studies of Z -+ e+e- events show that the central 

electron selection efficiency (sometimes called identification efficiency) is 81.3 % 

[13, 14]. Here a Z boson is defined as an e+e- pair with invariant mass between 

75 GeVft? and 105 GeV/c2 • The procedure is as follows: First select those Z 

-+ e+ e- events with one central electron passing all cuts and a second object 

in the electron data bank. Then one by one, the electron identification cuts are 

imposed on the second EM cluster to obtain cut efficiencies. Finally, all individual 

cut efficiencies are combined to give a total identification cut efficiency. 

3.2 Plug Electrons 

3.2.1 Triggers 

Electrons detected in the plug electromagnetic (PEM) calorimeter are called plug 

electrons. The coverage of the PEM system is 1.1 < I 11 I < 2.4. The PEM 

calorimeter trigger requirements are quite similar to those for the CEM calorime-

ter. However, there are some differences. The seed tower threshold is Er = 6 

GeV, and the cluster developed from this seed tower can have as many as five 

towers in pseudorapidity (Ll'7 = 0.5) and up to five towers in azimuth (Llcp = 25°), 

withEr> 4 GeV for each tower. The levd-3 trigger requires Fh- > 20 GeV. Since 

the CTC coverage only extends to I '7 I = 1.0, no tracking requirement is imposed 
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on the PEM trigger. 

3.2.2 Selection Cuts 

Fiducial cuts are applied to plug electrons to ensure that EM energy clusters are 

away from the boundaries and cracks of the PEM calorimeter. The following 

variables are used to identify plug electrons: 

• HAD /EM, same as for central electrons; 

• The x2 comparison of the longitudinal and transverse shower profiles, X~epth 

and X~x3 , with those from test beam electrons, should be reasonable; 

• The occupancy of VTX hits should not be too low; 

• 3D tracks, same as for central electrons. 

A few issues need to be addressed regarding the plug electron selection. First, 

the X~epth cut is not applied to those plug electrons near the boundary of the 

plug calorimeter because there is no "standard shape" of showers in this region. 

A standard shower shape in the longitudinal direction is obtained from Wand Z 

electrons. A candidate shower shape is then compared to this standard with X~th 

representing how well the shower matches the standard shape. Unfortunately, this 

standard shape has only been developed for electrons which are near the center of 

the plug calorimeter, where the shower traverses all three longitudinal segments. 

In other words, X~epth cannot be defined for electrons near the outer edge of the 
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Figure 3.2: Pseudorapidity distribution and quality variables of plug electrons. 

(a) pseudorapidity, (b) X: for the electron hypothesis from the shape of the shower 

in the transverse direction, ( c )X: for the electron hypothesis from the shape of 

the shower in the longitudinal direction, and (d) calorimeter isolation variable. 

Arrows denote the cutoffs used in the plug electron selection. 
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Variable Cut 

Er > 20 GeV 

HAD/EM < 0.05 

3D tracks >1 

2 
Xc~epth < 15 

2 
X3x3 <3 

VTX occupancy >50% 

I.o < 0.1 

Fiducial cut C$ELE:FIDELE module 

Table 3.2: Plug electron selection cuts. 

plug calorimeter. The corresponding 11 tower addresses are 31, 32, 53, and 54. 

The second issue is that, except the 3D track requirement, no tracking quality 

cuts are applied to plug electrons because of the limited coverage of the CTC 

system. Again, plug electrons are required to pass both calorimeter and track 

isolation cuts (same as for central electrons). 

Table 3.2 lists all these cuts. Again Z --+ e+ e- data samples are used to get 

the plug electron selection efficiency. First select those Z --+ e+ e- events with 

one central electron passing all cuts and a second PEM object in the data bank. 

Then the selection cuts are imposed on the PEM cluster. The efficiency is found 

to be 85.7 % [13, 14]. Figure 3.2 shows some distributions of the plug electron 

variables. 
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3.3 Central Muons 

3.3.1 Triggers 

The coverage of central muon chambers is 111 I < 0.6 by the central muon ( CMU) 

system, 0.6 < 111 I < 1.0 by the central muon extension (CMX) system. The 

central muon upgrade (CMP) system doesn't trigger a muon event. The central 

muon trigger requires a track segment in the CMU system with PT > 6 Ge VIc 

in coincidence with hits in the CMP system when available, or a track segment 

in the CMX system with PT > 10 GeV I c. Next, the muon trigger matches this 

track segment in the CMU or CMX with a track pattern with PT > 9 GeV lc 
in the CTC system. The level-3 trigger selects only those muons with PT > 18 

GeVfc. 

3.3.2 Selection Cuts 

A muon candidate is expected to have a minimum ionizing energy when it goes 

through the calorimeters. This is one of the key criteria used to separate muons 

from hadrons. A list of muon selection cuts are as follows: 

• Energy deposited in the electromagnetic and hadronic calorimeters, EM and 

HAD, must be of the order of characteristic of minimum ionizing particles; 

• The closest distance between a muon track and the beam line, do (impact 

parameter), should be small in order to reduce backgrounds from cosmic 
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rays and 1r / K _decays; 

• The distance between the event vertex and the reconstructed track in the 

z direction, z-vertex match, should be within tolerance; 

• The matching distance between the extrapolated track and the track seg-

ment in the muon chambers, ax, should be small; 

• The number of hits in the CTC superlayers should meet some minimum 

requirements; 

• The interaction vertex zO, same as for central electrons. 

Both calorimeter and track isolation cuts (same as for central electrons) are 

applied to central muons in order to reduce jet backgrounds. Table 3.3 specifies all 

these selection cuts. Here I will address a few additional issues regarding muon 

selection. They are important for removing backgrounds and getting precise 

measurements. 

First, muon candidates are required to pass a cosmic filter at the muon level-3 

trigger. If two muons with oppositely charged tracks are back-to-hack ( I ll.c/J I> 
178° in the t/J plane and I 111 + 112 I< 0.2 in the 11 plane), they are removed as 

cosmic rays. Also if a pair of muons trigger two ha.dronic TDC's and the timing 

is above a threshold, these two muons are rejected[15]. To remove the residual 

cosmic rays in the dimuon channel, I also apply one additional cut which will be 

discussed in next chapter. 
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Variable Cut 

PT > 20 GeV/c 

EM < 2 GeV 

HAD < 6 GeV 

EM+ HAD > 0.1 GeV 

I Llz I (CMU) < 5 em 

I Llz I (CMP) < 10 em 

I Llz I (CMX) < 10 em 

number of stereo SL hits >2 

number of axial SL hits >3 

Impact parameter do < 0.3 em 

z-vertex: match < 5 em 

I zo I < 60 em 

lao < 0.1 

Remove cosmic rays back-to-hack, tUning 

Table 3.3: Central muon selection cuts. 



52 

!11400 Ill c - b) a) c 
~ 350 ~ 500 

t.J 11.1 

300 400 
250 

200 300 

150 200 
100 

100 
50 

0 0 
-4 -2 0 2 4 0 2 3 4 

EM 
(GeV) 

"1 
Ill Ill 
c35o c) - d) cu ~ 250 

1 
> > 

w 300 11.1 

200 
250 

200 150 

150 j 100 
100 

50 
50 

0 0 0 0 2 4 6 8 10 0.2 0.4 0.6 0.8 1 

HAD 
(GeV) 

do 
(em) 

Figure 3.3: Pseudorapidity distribution and quality variables of central muons. 

(a) pseudorapidity, (b) energy deposited in the electromagnetic calorimeter, (c) 

energy deposited in the hadronic calorimeter, and (d) distance between the muon 

track and beam line. Also shown are cutoffs used in the central muon selection. 
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The Pr cut is actually applied to the beam-constrained momentum. By de-

fault, the Pr fitting program only uses the hit positions in the CTC system. 

However, better resolution can be achieved by including the position of the inter-

action vertex as a "hit" on the track, and refitting the track road. We know that 

the interaction vertex is somewhere within the beam spot, which is a Gaussian 

distribution with well-measured mean and width. This procedure is called beam 

constraint. Also one can get even better results by adding information from the 

SVX. But I do not intend to go that far as this analysis is merely a counting 

experiment, not a precision measurement. 

Finally, there is a special muon category called the central minimum ionizing 

(CMIO) muons. These are the muons found in the region 1111 < 1.2 not covered 

by muon chambers, but where tracking information is still available. The selection 

cuts of CMIO muons are identical to those listed in Table 3.3 except that the 

~x cut is not used. In addition, they are required to pass fiducial cuts to avoid 

the chimney and cracks at the central calorimeters. The contribution of CMIO 

muons to the total detection efficiency is very small, largely due to the small 

angular coverage, and the fact that they do not cause triggers. 

Again, Z -. p.+ p.- data samples, with one muon passing all cuts and a second 

object in the muon data bank, are used to get the muon selection efficiency. The 

efficiency is found to be 92.3 % for CMU muons, 95.2 % for CMX muons and 92.5 

%for CMIO muons[l3, 14]. Figure 3.3 shows some of the muon distributions. 
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3.4 Forward Muons 

3.4.1 Triggers 

Muons detected in the forward muon (FMU) detector are called forward muons. 

The forward muon trigger first searches for six-hit allowed patterns in the drift 

chambers, as discussed in detail in Chapter 2. Then a. coincidence is required for 

PADs a.nd scintillator counters in the same octant where a. six-hit pattern ha.s 

been located a.nd validated. And finally, forward muons with PT > 15 GeV /care 

selected by the triggering algorithm. 

3.4.2 Selection Cuts 

The FMU system covers 2.0 < I TJ I < 2.8. Therefore, no CTC information 

is available for forward muon selection. The other disadvantage is tha.t this 

pseudorapidity region is covered by either plug or forward calorimeter which has 

very poor energy a.nd position resolutions. As a. result, most of forward muon 

selection cuts depend on the information provided by the FMU system itself: 

• Nt%u, the first cell for a. six-hit pattern in the front drift chambers, should 

not be too close to the beam since inner cells usually ha.ve a. very high 

occupancy due to beam radiations; 

• x.2 of track fitting, should be reasonable; 
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• EM+ HAD, same as for central muons, except tha.t the energy is deposited 

in the plug a.nd forward calorimeters; 

• Number of hits used in track fitting should not be too low in order to get 

a. reliable track; 

• The distance between the event vertex a.nd the reconstructed track in the 

z direction, z-vertex match, same as for central muons; 

• The interaction vertex zO, same as for central muons. 

The calorimeter energy cut needs to be da.bora.ted. Since the resolution of the 

plug a.nd forward calorimeters is very poor, we just require tha.t the total energy 

deposited in the calorimeters meet a. minimal requirement. No isolation cuts are 

applied to forward muons due to the limited CTC coverage a.nd poor calorimeter 

resolution. Table 3.4 lists a.ll these selection cuts. 

As before, we use Z ~ p.+ p.- da.ta. samples to get the FMU muon sdection 

efficiency. Here we select those Z events which ha.ve a. good central muon a.nd a. 

FMU object in the FMU da.ta. ba.nk. Then the FMU sdection cuts are applied 

to the FMU object to obtain the selection efficiency. The efficiency is found to 

be 89.0 % [16]. Figure 3.4 shows some of the muon distributions. 
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Figure 3.4: Pseudorapidity distribution and quality variables of forward muons. 

(a) pseudorapidity, (b) energy deposited in the electromagnetic calorimeter, (c) 

energy deposited in the hadronic calorimeter, and (d) interaction vertex. Also 

shown are cutoffs used in the forward muon selection. 
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Variable Cut 

Pr > 20 GeV/c 

x2 > 10 

Number of hits =6 

Ncdt > 33 

EM+ HAD > 0.5 GeV 

z-vertex match < 20 em 

I zO I < 60 em 

Table 3.4: Forward muon selection cuts. 

3.5 Jets 

3.5.1 Triggers 

The jet trigger first requires a single energy tower above thresholds (see the 

electron discussion earlier) in the region I 11 I < 4.2. Then the jet triggering 

algorithm seeks the highest energy tower ( Er > 3 Ge V) in the calorimeters as 

the seed tower. Then a jet cluster is formed within a cone of radius 0.4 in 11-t/J 

around the nominal jet direction. The cluster energy is calculated by summing up 

all continuous energy towers in both electromagnetic and hadronic calorimeters. 

Finally, four jet triggers are used with separate thresholds of 20, 50, 70, and 100 

Ge V on the transverse energy of the clusters. 
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3.5.2 Selection Cuts 

The jet E-r obtained from jet triggering algorithm is called uncorrected jet FJ.r. 

In this analysis, jets are selected with uncorrected jet E-r > 10 Ge V and 111 I < 

2.4. This energy differs from its true parton value for a variety of reasons: 

• The conversion from calorimeter pulse heights to nominal jet energy as-

sumes a fixed proportional constant, which is obtained from test beam 

measurements of single pion response. On the other hand, the calorimeters 

exhibit a nonlinear response to low energy hadrons; 

• The magnetic field in the CTC system bends low momentum charged par-

ticles outside the calorimeters or the clustering cone; 

• Uneven calorimeter response at the calorimeter boundaries and cracks; 

• Others physics, such as undetectable neutrinos and muons in the calorime-

ters, fragmentation, and underlying event. 

Since it is impossible to completely map the detector response to different par-

ticles at different energy and fully understand the theoretical aspects of jets, jet 

energy is corrected for these known effects in an average way, with a very large 

uncertainty. The jet E-r increases about 30 % after corrections. 
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Figure 3.5: The central calorimeter response (E/p) to pions with momentum p. 
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3.5.3 Energy Uncertainty 

The dominant systematic uncertainty in the jet energy scale anses from the 

calorimeter response to incident hadrons. Figure 3.5 shows the central calorime-

ter response to incident pions[17]. The measurements come from test beams and 

minim~-bias events. The response is clearly nonlinear at low energy. The de-

tector simulation QFL uses an averaged response to pions (see Figure 3.5), with 

a typical 5 % uncertainty. It simulates the calorimeter cracks in f/J and 11 as 

well as the 1r / K ratio of jets. Finally, the QFL simulation of jets is tuned in 

such way that it gives the correct inclusive jet distribution[18]. The total un-

certainty is plotted in Figure 3.6 as a function of corrected jet ~ by combining 

all uncertainties in quadrature. Here uncertainties come from the calorimeter 

response, fragmentation, and underlying event[19). There is an additional theo-

retical uncertainty which arises from our modeling of gluon radiation in Monte 

Carlo programs. Studies on Z+jets and photon+jets show that this uncertainty 

can be controlled under 5 % [20}. In this analysis the combined uncertainty is 

taken as 10 % [21], which is somewhat conservative. 

The uncertainty in the jet energy scale can also be estimated from studies 

of transverse energy balance in photon+jet and electron+jet processes. To esti-

mate this uncertainty, one uses the fact that the imbalance of transverse energy 

is caused by mismeasurements of jet energy. The uncertainty obtained from this 

method is usually smaller than 10 %. The balancing technique, however, intro-
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duces some new ambiguities such as soft gluons that are undetectable. Figure 

3.7 shows the unbalanced 1h in photon+jet events[22]. Here for comparison, 

PAPAGENO+QFL programs are used to generate photon+jet events. Note that 

QFL reasonably reproduces the calorimeter resolution. The uncertainty obtained 

in this way, however, is smeared by, among other things, misidentified photons. 

For instance, 1r0 associated with jets often fakes photons in the photon+jet data 

sample. 

3.6 Missing Transverse Energy 

Missing transverse energy /JT, coming from undetectable neutrinos and other 

sources, is defined as the negative of the vector sum of transverse energy in all 

energy towers 

h(raw) =- L .E;., (3.2) 

where the sum is over all the calorimeters with 111 I < 3.6. The tower threshold 

ranges from 100 MeV in the central region to 800 MeV in the forward region. 

The h resolutio!l is found to be 0.7 JE ET ( Er in Ge V), where E is the scalar 

sum of the transverse energy. 

The raw h obtained in this way must be corrected in several cases. First, 

muons only leave a minimum ionizing energy in the calorimeters. So when there 

is a muon candidate, the h is corrected by adding the muon energy deposited in 

the calorimeters and subtracting the muon momentum measured in the tracking 
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system 

h(corrected) = h(raw) + E(mu.an)- P(mu.on). (3.3) 

Second, for events with jets, the h should be calculated using the corrected jet 

_Er. In Eq. 3.2, on the other hand, the .Er is summed over uncorrected jet _Er. 

Therefore, the difference between corrected and uncorrected jet energy should 

be taken into a.ccount. In this analysis, however, I apply a jet veto to the event 

selection-rejecting any event with jets (see Chapter 4). So this correction to h 
becomes unnecessary. Finally, since the calorimeter response to single leptons is 

linear, and fiducial cuts are imposed on leptons, the correction of lepton Er is 

very small. As a result, its effect on h is negligible. 

Other factors also contribute to ~T. For instance, if leptons or jets fall into 

those regions not covered by the detector, one may find a large h which does 

not come from neutrinos. This "fake" h is often found in Z events, which is 

one of the main rea.sons why the Drell-Yan process is the biggest background to 

w+w- search. 

Two neutrinos from w+w--+ z+z-vv give a very large h a.s shown in Figure 

3.8. This provides an opportunity to suppress those backgrounds to w+w-
where no or little his expected, while still keep most of WW candidates intact. 

In this analysis, his required to be h > 25 GeV. 
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Chapter 4 

Acceptai1ce and Background 

In this chapter I will present the w+w- acceptance calculation and event selec-

tion criteria. The background estimate, one important aspect of w+w- search, 

is also discussed. 

4.1 Acceptance 

In this section, I will analyze all factors in the w+w- detection efficiency: de-

tector coverage, lepton selection, trigger path, and special cuts designed to either 

enhance w+w- signals or reduce the background to w+w-. Among them one 

interesting, yet very challenging issue is the jet veto, which is designed to reduce 

the top background. This cut will be discussed in great detail at the end of this 

section. 
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4.1.1 Dilepton Classification 

In the channd w+w- .._. z+z-vv, dileptons are classified into 10 categories, 

depending on where they are detected in the CDF detector (Table 4.1). Note 

that those muons outside the coverage of muon chambers only have minimum 

ionizing tracks in the calorimeters, and therefore do not cause triggers. This is 

the reason why there is no MI-MI category. In the dimuon channel, at least one 

muon is required to be CMU.AND.CMP (see the muon selection description in 

Chapter 3 for this trigger) to minimize fake muons from jets, which is one of the 

main backgrounds to w+w- search. 

4.1.2 Detection Efficiency 

ISAJET version V6_43 Monte Carlo [23] is used to generate w+ w- events, and 

the output is fed to the fast CDF detector simulation QFL. For comparison, 

PYTHIA[24] and a Monte Carlo program written by Tao Han[25] (denoted as 

TAOHAN thereafter) are also used. They agree with each other within 3 % 

except jet multiplicity which will be discussed later. 

Given the number of w+w- -+ z+z-vv events generated through Monte 

Carlo programs, the detection efficiency is defined as the fraction of these events 

detectable at the CDF detector. It can be decomposed into several factors: 

Etotal = ~ Egeom.PrEIDEfaolEeventEo-jetEtrigger• 
cia .. 

(4.1) 
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Class Origin 

CE-CE eefrom CEM 

CE-PE ee from CEM and PEM 

CE-MU ep. from CEM and CMUO 

CE-MI ep. from CEM and CMIO 

CE-FM ep. from CEM and FMU 

PE-MU ep. from PEM and CMUO 

PE-MI ep. from PEM and CMIO 

MU-MU p.p. from CMUO 

MU-MI p.p. from CMUO and CMIO 

MU-FM p.p. from CMU 0 and FMU 

Table 4.1: Dilepton Classification. CEM and PEM denote the electromagnetic 

calorimeters in the central and plug regions, respectively. CMU, CMP and CMX 

are labeled with CMUO, while CMIO refers to a minimum ionizing track. FMU 

stands for the forward muon chambers. 
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The sum is over all the dilepton classes discussed earlier. The individual efficien-

cies in Eq. 4.1 will be discussed in the follows. 

Geometry and Momentum 

The acceptance due to geometrical and transverse momentum cuts, denoted 

by Egeom.PT' is the fraction of w+w- events for which both leptons are inside 

the fiducial region and pass the PT cut. This fraction is determined by run-

ning ISAJET Monte Carlo simulations. Figure 4.1 shows the pseudorapidity and 

transverse momentum distributions from w+w--+ ep. simulations. 

Identification 

The lepton identification efficiency, EID, includes the combined effect of all 

lepton identification cuts. First, we use Z data samples to calculate the identi-

fication efficiency for single leptons, as briefly discussed in Chapter 3. Here a Z 

boson is defined as an e+ e- (p.+ p.-) pair with invariant mass between 75 Ge VI t!-
and 105 Ge VI Cl. The procedure is as follows: First select those Z -+ e+ e- (p.+ p.-) 

events with one central electron (muon) passing all cuts and a second object in 

the electron (muon) data bank. Then the electron (muon) identification cuts are 

applied to the second object in the data bank to obtain the identification effi-

ciency for single leptons. Table 4.2 gives the single-lepton efficiencies(13, 14, 16]. 

For a given dilepton class, the dilepton identification efficiency erv is the product 
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Figure 4.1: Pseudorapidity '1 and transverse energy Er (momentum PT) distri-

butions from w+w- -+ ep. simulations: (a) and (b) for electrons; (c) and (d) for 

muons. 



Category ID efficiency 

CE 81.3% 

PE 85.7% 

CMU/CMP 92.3% 

CMX 95.2% 

MI 92.5% 

FM 89.0% 

Table 4.2: Single-lepton identification efficiencies. 

of the single-lepton efficiencies corresponding to that class. 

Isolation 

71 

To reduce backgrounds, all leptons are required to be well isolated-both 

calorimeter and track isolation cuts must be satisfied. The lepton calorimeter 

isolation is defined as the ratio of the transverse energy in the calorimeters within 

a cone of radius 0.4 in 11-t/J centered on the lepton but excluding the transverse 

energy of the lepton, to the transverse energy of the lepton. The lepton track 

isolation is defined as the ratio of PT sum of CTC tracks within a cone of ra-

dius 0.4 but excluding the lepton track contribution, to the lepton momentum. 

The dilepton isolation efficiency, ei.ol, is obtained from Monte Carlo samples. No 

isolation cut is imposed on FMU muons since the plug and forward calorimeters 

have very poor energy and position resolutions, and no CTC information is avail-
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able in the FMU region. The isolation distributions are shown in Figures 4.2 and 

4.3. 

Event 

To discriminate against the backgrounds from Z --+ rr and the Drell-Yan 

process, events are required to have a minimal missing transverse energy h 
exceeding 25 Ge V. Here h is corrected for muons, but no correction is made 

for jets since any event with jet activity is rejected. To further reduce these 

backgrounds, we reject events where h points along the direction of one of 

the leptons[21]: We require 8</J(~"""'r, lepton) > 20° for those events with h < 

50 GeV, where 8</J is the azimuthal angle between the direction of h and the 

direction of the nearest lepton. Also in the e+ e- (p,+ p,-) channel, we remove 

events with 75 GeVft? < Mt+t- < 105 GeVft?. This cut, together with the 

h cuts, will effectively reduce the Drell-Yan background. Finally, dileptons are 

required to have opposite charges to satisfy the charge conservation in the channel 

w+w- --+ z+z-vv. The efficiency of these cuts is denoted by eevent· 

The dimuon channel is complicated by cosmic rays. Although muons are 

selected through an online cosmic filter, there are still small number of cosmic 

rays in the muon data sample with high h and small ll.</J. To remove these 

cosmic rays, we reject all dimuon events with 8</J(h, lepton) < 20°. Recall that 

we impose this cut only if h < 50 GeV in the ee and ep, channels. As a result, 

the dimuon detection efficiency is reduced by about 2 %. 
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Figure 4.3: Muon isolation distributions from w+w- simulations: calorimeter 

isolation (a) and track isolation (b) for central m.uons; calorimeter isolation (c) 

and track isolation (d) for minimum ionizing tracks. 
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Trigger 

The trigger efficiency Etrigger is determined from data samples by using events 

which satisfy multiple triggers. Prescale and CFT effects for lB data have been 

taken into account. 

• The central electron trigger efficiency was very stable during lA and early 

lB ( EcEM = 90.3 %, see [26]). Later it was revealed that the tracking 

efficiency decreased from 98.0 % to 93.4 %, which was attributed to the 

CTC aging effect [27] (after Run 60972, with an integrated luminosity f"V 80 

pb-1 ). I use 95.0 % as the average CFT efficiency over this period. So the 

central electron trigger efficiency, proportional to the tracking efficiency, is 

corrected to 

95.0% 
90.3% X 9S.O% = 87.5% 

for lB data. 

• The trigger efficiency calculation for central muons is complicated by trigger 

configurations, prescales, and dead channels during the run. No prescale 

was applied to muon triggers during Run lA. So we don't need to calcu-

late separately CMU.AND.CMP and CMU-ONLY trigger efficiencies. It is 

found 

ECMU.AND.CMP = ECMU-ONLY = 86.1 % 
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for 1A da.ta.[28, 29]. The CMX system wa.s only pa.rtia.lly functioning during 

Run 1A and there were a. series of changes to trigger configurations, so CMX 

muons from Run 1A a.re not included in this analysis. For 1B da.ta. after Run 

60972, the average luminosity wa.s very high. As a. result, both CMU-ONLY 

and CMX triggers were prescaled. A careful analysis found(30] EcMU-ONLY 

= 87.1% a.nd EcMX = 70.0 %before Run 60972, ECMU-ONLY = 47.0% a.nd 

EcMX = 37.9% after Run 60972. Prescale factors ha.ve been included in the 

efficiencies cited here. The efficiency ECMU.AND.CMP remained essentia.lly 

unchanged during the whole run. 

• The trigger efficiency of forward muons is obtained from those CMU-FMU 

Z events which were collected by CMU triggers. The efficiency is found to 

be 71.0 %, see [16]. 

• The trigger efficiency of plug electrons strongly depends on electron E-r: 

EPEM"' 10 % a.t E-r = 20 GeV, and EPEM"' 90 % a.t E-r = 30 GeV. Fitting 

1A da.ta. yields 

1 + 45017 
EPEM(Er) = ezp(251.0/FJ.r)+45017' 

where the difference between ea.st a.nd west plugs is found negligible[31]. 

There is no CFT requirement in the plug electron trigger, so I assume tha.t 

this efficiency function still holds for 1B da.ta.. The plug electron trigger 

efficiency is obtained by convoluting this efficiency function with the ET 
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spectrum from w+w- simulations. The a.vera.ge trigger efficiency is found 

to be 81.0 %. 

Unlike single-lepton a.na.lyses, dilepton search is very insensitive to any par-

ticular trigger efficiency, mainly due to the fa.ct tha.t we ha.ve two lepton triggers 

in the dilepton search, a.nd if one of them changes, the tota.l trigger efficiency just 

changes slightly. For example, the CMX a.nd CMU-ONLYpresca.le in 1B (roughly 

1.5) only causes a.bout a.1 %drop in the detection efficiency. To demonstrate the 

insensitivity of €trigger to a. particular trigger efficiency, let's ta.ke the CEM-MU 

channel a.s a.n example. The contribution of the channel CEM a.nd CMU-ONLY 

to the tota.l CEM-MU trigger efficiency is given by 

0.15(1- (1- €CEM )(1- €eMU-ONLY )], 

where 0.15 is the weight of the channel CEM a.nd CMU-ONLY relative to the 

whole CEM-MU channel, a.nd ECEM "' 90%. So the tota.l trigger efficiency is 

reduced to 

0.015AEcMU-ONLY 

if AEcMU-ONLY is the change of CMU-ONLY trigger efficiency. It drops only 

a.bout 1% even ECMU-ONLY decreases 50%! 

Jet Veto 

The top quark production cross section is of the sa.me order a.s the w+w-
production cross section, so tl production is one of the ma.in backgrounds to 
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w+w- search. In the top quark dilepton channel tl ----. w+w-bb, top quarks 

decay into W bosons and b quarks, with b quarks hadronized into jets with 

large Er (see the background discussion for detail). A jet veto is imposed to 

discriminate against the top background: We remove events with any jet with 

uncorrected transverse energy exceeding 10 GeV. This 0-jet cut efficiency is very 

complicated so I will discuss in great detail how this efficiency is estimated . 

ISAJET+QFL simulations indicate Eo-jet =58 %in the channel w+w- ----. 
z+z-vv. Here Eo-jet is the 0-jet fraction of w+w- events. The QCD correction 

procedure in ISAJET is as follows: The leading order QCD correction is based 

on the matrix element calculation, and higher order QCD corrections are reduced 

to a classical cascade process. ISAJET modeling of QCD radiation is essentially 

yet confirmed. For example, ISAJET predicts Eo-jet = 71 % in the Z production. 

On the other hand, CDF measurements show that this efficiency is about 79 %, 

see [32, 33]. Clearly, ISAJET overestimates the jet activity. This gives us a clue 

that Eo-jet =58 %in the w+w- production from ISAJET might be too low. 

TAOHAN is based on the matrix element calculation up to two jets, and it 

gives Eo-jet = 69% in the w+w- production. PYTHIA, with emphasis on high 

PT physics, predicts Eo-jet = 76 %. Table 4.3 summarizes all results from these 

three Monte Carlo programs. 

As far as jet multiplicity concerned, w+w- production resembles the Drell-

Yan process in the sense that jets mainly come from the initial-state radiation. 

However, the similarity only goes this far. The invariant mass in the Z production 
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Monte Carlo Eo-jet Et-jet E2-jet 

ISAJET 58 29 13 

PYTHIA 76 20 4 

TAO HAN 69 26 5 

T3.ble 4.3: Jet multiplicity of w+w- production from various w+w- Monte 

Carlo simulations. 

is 91 GeV I c?-' while in the w+w- production it would increase up to about 240 

GeV jc?- (see Figures 4.4 and 4.5). So we expect to see more jets in the w+w-
production, although by how much is still an open question. 

One method of estimating Eo-jet is as follows: H Mz is changed to 240 GeV /c?-

in the Z -+ z+ z- Monte Carlo simulation, we expect that the jet multiplicity in 

Z -+ z+z- will be close to that of w+w- production. Following this approach, 

we estimate the jet multiplicity in the w+w- production by 

En-jet(WW) - En-jet(WW) En-jet(2.7Mz) . (M ) 
) En-Jet Z 

En-jet(2.7 Mz) En-jet(Mz 
(4.2) 

In this approach, the Drell-Yan process is used as a "bridge" to estimate the 

jet activity in the w+w- production, largely because the Drell-Yan process is 

well understood. Here En-jet(WW) is then-jet fraction for w+w- production, 

En-iet(Mz) and En-jet(2.7Mz) are then-jet fractions for the Drell-Yan process at 

Mz = 91 GeV/2- and 240 GeV/c2 (2.7Mz), respectively. The two ratios ern and 
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f3n are obtained from Monte Carlo simulations, and experimental measurements 

of En-jet(Mz) are used as input[32, 33]. 

First, QTW = 0 in ISAJET is used to calculate these parameters, where QTW 

is the transverse momentum transfer. This choice is the default of ISAJET: After 

a primary hard scattering is generated, QCD radiative corrections are added 

based on the low PT approximation. Then QTW;fO in ISAJET is also tested. 

This option starts with w+w-+gluon diagrams. Therefore, it is primarily used 

for studies of QCD radiative corrections. According to the author, "It represents 

the standard QCD answer for any QTW above 10-20 GeV. Thus one should 

use it, e.g., to calculate backgrounds for a heavy top quark decaying via t -+ 

W + b." However, there is a problem associated with this choice. Since this 

option starts with w+w- +gluon diagrams, there are no 0-jet events. Therefore 

the generated events cannot be normalized. The ratios cited for this option are 

obtained in the following way: When increasing the Z mass, we keep all other 

parameters in the generator unchanged. Count how many events that pass the 

w+w- selection cuts in both cases, and then take the ratio of the number of 

events passed. Finally, VECBOS[34] Z -+ z+z- simulations are also used to 

obtain the parameter f3n (Table 4.5), with the choice of Q2 = M~. 

All these results are summarized in Table 4.6. It should be pointed out that 

we only use this approach (Eq. 4.2) for ISAJET-related results (the first three 

rows in Table 4.6). The theoretical result (denoted by BHZO) is calculated at 

the parton level[4] with PT(jet) > 15 GeV /c and 171(jet)l < 2.5. We take Eo-jet 
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I Monte Carlo I Process I Eo-jet €1-jet 

ISAJET ww 58 29 13 

Z with Mz = 240 GeV fr? 59 24 17 

lln 1.21 0.76 

Table 4.4: Jet multiplicity of w+w- and Z (Mz = 240 GeV/c2 ) productions 

from ISAJET Monte Carlo simulations. Note that QTW = 0 (default) is used 

for ISAJET generator. Here an is obtained by taking the ratio of En-jet(WW) to 

En-jet(2. 7 Mz ). 

= 68% in the w+w- analysis and assign 10% uncertainty to it. 

4.1.3 Uncertainties 

Tables 4.7 and 4.8 list all the efficiencies. Typically 10K w+w- Monte Carlo 

events are generated and 1K events are left after all selection cuts. This leads 

to a 3 % statistical uncertainty for the total detection efficiency. We calculate 

t:9eom.PT from ISAJET, PYTHIA, and TAOHAN, and they differ by less than 1 

%. Based on Z data studies, the lepton identification efficiency is very stable 

and the uncertainty is about 2 %. The event cut efficiency changes about 4 %, 

depending on generators used. The total detection efficiency varies slightly (3 %) 

when different parton structure functions are tested. The 10 % uncertainty of jet 

energy scale affects jet multiplicity and the accuracy of h· A 4% uncertainty is 
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I Monte Carlo I Process I Eo-jet Et-jet 

ISAJET Z with Mz = 91 GeV/CZ 71 21 8 

Z with Mz = 240 GeV jr? 59 24 17 

Pn 1.14 2.13 

p~ 1.47 1.76 

VECBOS Z with Mz = 91 GeV/CZ 74 22 4 

Z with Mz = 240 GeV /c2 63 31 6 

Pn 1.41 1.50 

Table 4.5: Jet multiplicity of Z production from ISAJET and VECBOS Monte 

Carlo simulations. Here Pn is obtained by taking the ratio of En-jet(2. 7 Mz) to 

En-jet(Mz). Note that QTW = 0 (default) is used in ISAJET simulations for Pn, 

while {3~ is obtained with QTW:fO. See text for these options. 

Monte Carlo Eo-jet Et-jet E2-jet 

IS A JET( QTW =0) 72 22 6 

ISAJET(QTW:fO) 67 28 5 

ISAJET( QTW =0)+ VECBOS 68 27 5 

PYTHIA 76 20 4 

TAO HAN 69 26 5 

BHZO 70 25 5 

Table 4.6: Jet multiplicity of w+w- production. See text for detail. 



83 

"u 450 Entries 5000 
~ 
(!) Mean 255.9 
~ 400 RMS 88.72 ........ 
en UOFLW O.OOOOE+OO -c: 
~ 350 ...... OVFLW 7.000 

300 

250 

200 

150 

100 

50 

0 
100 200 .300 400 500 600 700 800 

(CeV/c1
) 

M_ 

Figure 4.4: w+w- invariant mass from 'PP-+ w+w- simulations (ISAJET). 
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Class €geom.PT €fD €[6ol Eevent Eo-jet €trigger €total 

CE-CE 20.4 66.1 93.3 55.0 68.0 98.6 4.64 

CE-PE 9.6 69.7 91.9 54.1 68.0 97.8 0.24 

CE-MU 21.4 75.6 89.0 72.1 68.0 95.0 6.70 

CE-MI 2.0 75.2 89.4 75.4 68.0 88.2 0.60 

CE-FM 3.6 72.4 90.4 73.3 68.0 96.6 1.13 

PE-MU 4.8 79.8 86.9 67.1 68.0 92.3 1.40 

PE-MI 0.6 79.3 87.1 73.6 68.0 81.0 0.16 

MU-MU 15.2 86.1 90.0 56.3 68.0 92.8 4.16 

MU-MI 4.8 85.4 88.1 58.9 68.0 86.1 1.24 

MU-FM 1.6 82.1 88.5 54.1 68.0 96.0 0.41 

Table 4. 7: Dilepton detection efficiency. 

found by changing jet energy within ±10 %. It has been demonstrated earlier that 

the dilepton search is very insensitive to trigger efficiencies, so the uncertainty 

of the trigger efficiency is ignored. The total uncertainty is the sum of these 

uncertainties (include the uncertainty from Eo-jet) in quadrature. 

Class ee ep, ILIL 

€total 4.88 9.99 5.81 

Table 4.8: Total dilepton detection efficiency. 
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4.2 Background 

Background estimation is crucial to the analysis. It directly affects the accu-

racy of measurements such as the w+w- cross section and limits on vector 

boson anomalous couplings. There are a variety of sources which could mimic 

the w+w- signature: tl -+ w+w-bb, the Drell-Yan process, Z -+ rr, WZ 

production, and W+jets processes in which jets fake leptons. I use Monte Carlo 

programs, as well as data samples in some cases, to study these processes, apply-

ing the same selection criteria as for w+w-. 

4.2.1 tt 

In the last two years, the CDF and DO collaborations have independently con-

firmed the existence of top quarks. The mass and production cross section of top 

quarks have been measured. Based on these measurements, the top quark back-

ground to w+w- is estimated. Here the top quark mass and production cross 

section are taken as 170 GeV fc?- and 5.8 ph, respectively. Monte Carlo studies 

(ISAJET and PYTHIA) show that, in the dilepton channel tl-. w+w-bb, only 

about 0. 7 % of top events have no jet at all (Figure 4.6). A total of 5.0 dilepton 

events is expected before the jet veto[14]. So the top dilepton background is given 

by 

5.0 X 0.7% = 0.04. 

There are uncertainties from the top dilepton detection efficiency and top 
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production cross section (10 % each as cited in Ref. [21]). In the top quark pro-

duction, jets mainly come from hadronized b quarks. Therefore, the uncertainty 

of the 0-jet efficiency should be smaller tha.n that in the w+w- production. So 

we assign a conservative 10 % uncertainty due to the jet veto. Then the total 

uncertainty is 17 %. 

4.2.2 z-+ ,.,. 

The background from Z -. TT -. ee, p.p., or ep. is estimated by using CDF Z 

events in which the two leptons from Z are replaced with two T's which are then 

forced to decay into electrons or muons. First, a data sample generated in this 

way is used to calculate the event and jet cut efficiencies. We find €event = 1.43 % 

in the ee channel, 1.55 % in the p.p. channel, and 2. 78 % in the ep. channel. The 

uncertainty of these efficiencies (25 % each) is dominated by limited statistics. 

The 0-jet cut efficiency is found to be 34 % in this sample, with 25 % statistical 

uncertainty. 

Then ISAJET is used to simulate Z -. TT in order to calculate other effi-

ciencies. We find Egeom.PT.ID.f60 = 1.03 %, 0.79 %, and 1.02 %in the ee, p.p., and 

ep. channels, respectively. Assuming CTz--r-r = CTz-ee= 230 pb(32, 33), and using 

the branching ratio Br(TT -. ee + X) = 0.0317, one can readily estimate this 

background by 

Nezpected = CTz--r-r L I £dtBrEtotal 
cla•• 
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Figure 4.6: Jet multiplicity in tl--+ w+W-bb from ISAJET and PYTIDA sim-

ulations. The top quark mass is taken as 170 GeV /c2 • See text for w+w- jet 

multiplicity. 
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230 X 108 X 0.0317 X 34% X 

(1.03% X 1.43% + 0.79% X 1.55% + 2 X 1.02% X 2.78%) 

0.22. 

Here J Cdt = 108 pb-1 is the total integrated luminosity. 

The two T's are most likely to be back-to-hack, so the ll.tf> cut mentioned 

earlier is very efficient to reduce this background (Figures 4. 7 and 4.8). In other 

words, jets are needed for Z -+ TT to survive this cut because the T's are no longer 

aligned in this case. So the 0-jet cut is also useful to reduce this background. 

4.2.3 Drell-Yan 

Among the dielectron events in the inclusive data set, 2,178 events are found 

inside the Z mass window and 213 events outside the mass window. Two of the 

2,178 Z events pass all the selection cuts. So the background from Z -+ e+e-

would be 

2 
213 X 

2178 
= 0.20 ± 0.14. 

Here I first calculate the rejection factor obtained from the events inside the Z 

mass window, and then apply it to the events outside the mass window. The 

error is statistical only. 

Similarly, for dimuon events in the data set, 1,457 events are found inside the 

Z mass window and 169 events outside the mass window. Two of the 1,457 Z 
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Figure 4.7: Distribution of the azimuthal angle between hand the closest lepton 

vs IJT, from Z -+ TT simulations. Leptons from Z -+ ee(p.p.) data samples are 

replaced with T's which are then forced to decay into electrons or muons. 
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Figure 4.8: Distribution of the azimuthal angle between h and the closest lepton 

vs h, from ISAJET Z-+ TT simulations. 
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events pass all the selection cuts. So the background from Z --.. p.+ p.- would be 

2 
169 X 

1457 
= 0.23 ± 0.16. 

The error is statistical only. 

The h in Z evens most likely comes from mismeasurements of lepton and 

jet energy. H the 0-jet cut is imposed in the w+w- selection, the Drell-Yan 

background, already suppressed by the Z mass window cut, is further reduced. 

After the 0-jet cut, many of those events with large h are gone. So besides 

the Z mass window cut, the 0-jet cut is a powerful cut to reduce the Drell-Yan 

background if h > 25 GeV is applied at the same time, see Figures 4.9 and 4.10. 

4.2.4 Fake Leptons 

The fake background is referred to those W +jets events with one jet misidentified 

as lepton. To estimate this background, jet data s&m.ples are used to find the 

fake probability, which is then applied to W +jets data samples. 

The fake rate is calculated as follows: First find Nreat-the number of jet 

events that pass all the lepton selection cuts. Then search for those jet events 

that fail the lepton selection cuts listed in Table 4.9 but pass the rest of the 

cuts, which are sometimes called "pseudo" leptons. Note that the cuts listed in 

Table 4.9 are commonly used to distinguish leptons from jets-shower profiles 

and energy deposited in the calorimeters. Let Npaeudo denote the number of these 
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Figure 4.9: Distributions of the invariant mass and azimuthal angle between h 
and the closest lepton in Z -+ e+ e-. (a) and (b) are distributions before the jet 

veto, while (c) and {d) are after the cut. 
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Lepton Variable 

Central muons HAD > 6 Ge V or EM > 2 Ge V 

Central electrons Lahr > 0.2 or HAD /EM > 0.055 

Plug electrons xir3 > 3, or X~th > 15, 

or VTX occupancy< 0.5 

Table 4.9: Lepton selection variables that are used to separate leptons from jets. 

Their definitions are given in Chapter 3. 

"pseudo" leptons, then the fake rate !Jake is given by Nreat/ Npaeudo· Table 4.10 

lists the fake rates derived from jet data samples(35]. 

The fake rate of FMU muons is estimated from CMU-FMU Z data samples. 

Clearly, those Z events with two like-sign muons are fake Z events. Assume that 

we have equal positive and negative fake FMU muons, the FMU fake rate is found 

to be 0.06 ± 0.03. It is obtained by 

2 
J.Vli/ce-aign 

X ' Ntotal 

where Nuke-aign is the number of like-sign events, and Neotal is the number of all 

events(16]. The factor 2 comes from the charge independence of the fake rate. 

In the inclusive lepton sample used to search for w+w-, we first search for 

those dilepton events (with Ndilepton as the number of events) which have one 

lepton passing all the lepton selection cuts and the second lepton falling into the 

"pseudo" lepton category. Then the event and 0-jet cuts are imposed on these 



96 

dilepton events. After this selection procedure, two CMU /CMP-"CMU /CMP", 

one CMU /CMP-"PEM", and one CMX-"PEM" events are found, where leptons 

in the quotation marks are those "pseudo" leptons defined earlier. Then the fake 

background is obtained by 

Nezpected - E Ndilepton X !Jake 
cla1111 

2 X 0.11 + 1 X 0.09 + 1 X 0.09 

0.40. 

Here 0.11 and 0.09 are the fake rates for CMU /CMP muons and PEM electrons, 

respectively. The sum is over all dilepton classes. A 50 % statistical uncertainty 

is assigned to this background. 

4.2.5 wz 
ISAJET Monte Carlo is used to study the WZ background where one lepton 

from Z is lost in the detector. First, the WZ detection efficiency is calculated 

by requiring explicitly that TWO and ONLY TWO leptons pass the selection 

cuts. The total detection efficiency, which includes contributions from all dilepton 

classes, is found to be 13.1%. Here we use the same 0-jet efficiency Eo-jet = 68 % 

as in the w+w- production because the invariant mass of wz is close to that 

of w+w-. The WZ production cross section is 2.5 ph as calculated in Ref. (36]; 

the branching ratio is Br(WZ-+ eee +X) = 0.0035. Then the expected number 



Category Fake Rate 

CEM 0.0153 ± 0.0055 

PEM 0.0930 ± 0.0284 

CMU/CMP 0.1053 ± 0.0573 

CMX 0.2857 ± 0.2645 

CMIO 0.0370 ± 0.0222 

Table 4.10: Fake rates derived from jet data samples. 

of events from this background is given by 

Nezpected - CT;;p-wz I .CdtBretotal 

- 2.5 X 108 X 0.0035 X 13.1% 

0.12 ± 0.05. 
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The uncertainty, similar to that in the w+w- analysis, comes from the detection 

efficiency (14 %), integrated luminosity (7 %), and WZ production cross section 

(35 %). 

4.2.6 bb 

The background from bb production is found negligible, partly due to the fact 

that both leptons are required to be well isolated. I have scanned the bb Monte 

Carlo data sample described in Ref. [37]. The total integrated luminosity is 

about 200 pb-1 , and only about 0.01 events are expected from this background. 
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Without 

Process 0-jet cut All cuts 

tt 5.00 0.04±0.01 

Z--+ TT 0.66 0.22±0.06 

Drell-Yan 1.90 0.43±0.21 

wz 0.17 0.12±0.05 

Fake 1.80 0.40±0.20 

Total 9.53 1.21±0.30 

Table 4.11: Backgrounds to w+w- in the 108 pb-1 data sample. 

So this background is dropped from w+w- search. 

4.2. 7 Summary 

The background discussion is summarized in Table 4.11. Since no FMU -associated 

w+w- candidates are found, the FMU-rdated background is ignored in the 

analysis. The large background from the Drell-Yan process is disturbing. Naivdy, 

one would not expect large missing transverse energy from this process. One sce-

nario is that jets from Z production are either lost or poorly measured in the 

calorimeters. The transverse energy is thus unbalanced, leading to a large jh-. 

Other backgrounds, on the other hand, are more or less under control by some 

specifically designed cuts. 
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Chapter 5 

Results 

A total of 108 pb-1 of pP collisions was collected at the CDF during the whole 

Run I. This large data set makes w+w- search possible for the first time in 

the history of high energy physics. Due to limited statistics, this study is by no 

means a precision measurement. Nevertheless, w+w- search will shed a light 

on trilinear gauge boson couplings-an important aspect of the standard model. 

In this chapter, I will present results of w+w- search at the CDF. The w+w-
production cross section u("PP -+ w+w-) is measured for the first time. Then 

limits on WW7 and V-IWZ anomalous couplings are set at 95 %confidence level. 

5.1 Data Overview 

Table 5.1 gives an overview of the 108 pb-1 data set. Each number shown in the 

table is the number of events after the cut listed in the corresponding column. 
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See Chapter 4 for the definition of these cuts. The missing E-r distributions just 

after the lepton selection and isolation cuts are given from Figure 5.1 to Figure 

5.6. The invariant mass distributions in the ee and p.p. channels are shown from 

Figure 5. 7 to Figure 5.10. It should be pointed out that the data set has been 

validated by the CDF offline group, and therefore is the CDF official data for 

Run I. Finally, the uncertainty of luminosity is 4% for 1A data (19.3 pb-1 ) and 

8% for 1B data (88.7 pb-1)[21]. So the weighted overall uncertainty is 7 %. 

Category ID Isolation Z mass h Jet veto 

e+e- 2587 2391 213 5 2 

p.+p.- 1804 1626 169 9 0 

e+ p.- + e- p.+ 37 28 28 10 3 

Table 5.1: Summary of dilepton events in the 108 pb-1 data. 

5.2 w+w- Cross Section 

5.2.1 Measurement 

To measure the w+w- production cross section u(jjp --+ w+w-), one has to 

take account of the detection efficiency, integrated luminosity, branching ratio, 
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Figure 5.1: Distributions of the azimuthal angle between PT and the closest 

lepton vs PT in the ee channel. (a) Events without jets, (b) events with one jet, 

(c) events with two or more jets, and (d) all events. lA data only. 



102 

-tao -tao ENTRIES 291 GJ GJ 
e t6o a) e 15o b) ~ C' 

GJ 
~t40 ~t40 

. : . 
C:120 C:120 
0 0 
'0.100 '0.100 
.!! .!! 
~ ao ~ ao 

~ 60 ~ 60 

40 40 

20 20 

0 0 50 100 150 0 0 50 tOO 150 

t~ 
{GeV) 

t~ 
{GeV) 

-tao -1aO 
GJ 82 GJ 
e 15o c) e 160 d) c:ro C' 
GJ GJ 
~140 ~t40 

C:t20 C:120 
0 0 
'0.100 '0..100 
.!! .!! 
bf ao bf ao - -s. 60 ~ 60 <l 

40 40 

20 20 

50 tOO 150 50 tOO 1"50 

t~ 
{GeV) 

t~ 
{GeV) 

Figure 5.2: Distributions of the azimuthal angle between h and the closest 

lepton vs h in the ee channel. (a) Events without jets, (b) events with one jet, 

(c) events with two or more jets, and (d) all events. lB data only. 
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lepton vs h in the ep channel. (a) Events without jets, (b) events with one jet, 

(c) events with two or more jets, and (d) all events. lA data only. 
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Figure 5.4: Distributions of the azimuthal angle between A, and the closest 

lepton vs 1,7,  in the e channel. (a) Events without jets, (b) events with one jet, 

(c) events with two or more jets, and (d) all events. 1B data only. 
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Figure 5.5: Distributions of the azimuthal angle between h and the closest 

lepton vs h in the p.p. channel. (a) Events without jets, (b) events with one jet, 

(c) events with two or more jets, and (d) all events. lA data only. 
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Figure 5.9: Distribution of the p.p. invariant mass, just after the lepton selection 

and isolation cuts. lA data only. 
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and background through the following expression 

(- w+ w-) - candidates - background 
upp-+ - ' E I .C.dtBrftotal 

(5.1) 

where I .C.dt is the integrated luminosity, and the sum is over all dilepton classes. 

The branching ratio Br is 0.011 for w+w- -+ ee(p.p.)vii and 0.022 for W+w- -+ 

ep.vii. The small contribution from w+w- -+ lT or TT, followed by T -+ e or 

p., is also included by using the branching ratio Br( T ..--. p.vv) = 0.18. The total 

detection efficiency ftotal has been calculated in Chapter 4. 

It will be very instructive to know how many w+w- -+ z+ z-vii events are 

expected in the 108 pb-1 data set. The number of w+w- events can be obtained 

from Eq. 5.1 

Neuent = u(w-+ w+w-) 1:: I .C.dtBrftotal· 
clallll 

(5.2) 

An order of a 11 calculation[5] finds the continuum w+w- production cross section 

to be 9.5 pb, with 30 % uncertainty. Therefore, a total of 3.53±1.24 w+w-
events is expected. Adding the total background 1.21±0.30, we expect to observe 

about five w+w- candidates in the dilepton channel. 

Five dilepton events in this data sample survive the w+w- selection cuts 

described in the last two chapters. These five candidates are displayed from 

Figure 5.11 to Figure 5.15. Shown are the calorimeter energy and CTC tracks. 

Table 5.2 lists some important quantities of these lepton pairs. The common 

features of these events are: (1) two high Pr leptons with opposite charges, (2) 

no jet activity, and (3) large h far away from either lepton. From Monte Carlo 
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Figure 5.11: Event display for one of the w+w- candidates: calorimeter Erin 

the 17-4> plane (top); reconstructed CTC tracks and muon hits in the r-4> plane 

(bottom). Note that the muon only leaves a minimum ionizing energy in the 

calorimeters. 



~=== 

PHI: :UC. 

ErA: -o.u 

= 

Pill:: llC. 

ETA: -o.u 

113 

Figure 5.12: Event display for one of the w+w- candidates: calorimeter E-rin 

the fJ-fJ plane (top); reconstructed CTC tracks and muon hits in the r-</J plane 

(bottom). 
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Figure 5.13: Event display for one of the w+w- candidates: calorimeter E-rin 
, 

the TJ-tP plaite (top); reconstructed CTC tracks and muon hits in the r-t/J plane 

(bottom). 
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Figure 5.14: Event display for one of the w+w- candidates: calorimeter E-rin 

the 11-c/1 plane (top); reconstructed CTC tracks and muon hits in the r-c/1 plane 

(bottom). 
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Figure 5.15: Event display for one of the w+w- candidates: calorimeter Erin 

the '1-<P plane (top); reconstmcted CTC tracks and muon hits in the r-</J plane 

(bottom). 
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Run# Er h ll4>($r, I) Z vertex Mt+t-

Event# Object (GeV) (GeV) (degree) (em) (GeV /c2 ) 

61416 electron 29 

210805 electron 29 

36 127 -1.8 47 

63209 electron 26 

510174 muon 78 

73 106 -2.0 65 

65298 electron 59 

549227 muon 42 

55 109 9.6 119 

65601 electron 32 

102828 electron 27 

34 130 32.5 48 

66411 electron 25 

732194 muon 109 

62 3 57.1 107 

Table 5.2: w+w- candidates in the 108 pb- 1 data. 
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simulations and theoretical calculations, one concludes that these properties are 

the typical signature of w+w- events. In the decay w _... lv, the lepton and 

neutrino tend to be back-to-hack due to the huge mass and small momenta of 

W bosons in 'PP _... w+w-. So if the two neutrinos in w+w- _... z+z-,, are 

aligned in the same direction to form a large h, then the two leptons must 

be aligned together in the opposite direction, thus leading to a large A¢( h, 
lepton). By the same token, small h corresponds to small A¢. Monte Carlo 

simulations of w+w- production validate this simple but powerful argument, 

see Figure 5.16. Therefore, while the At/> cut greatly reduces various backgrounds 

to w+w- production, the w+w- acceptance just suft'ers slightly from this cut. 

The missing transverse energy distributions for w+w- candidates are shown 

in Figures 5.17 and 5.18. The two neutrinos from w+w- _... z+z-,, give a 

very large !Jr. By contrast, the background is expected to have smaller hand 

therefore most of it falls into the first bin in Figure 5.18. 

Now we can measure the w+w- cross section u('PP _... w+w-), although 

the statistics is very limited. Given Nevent = 3. 79 after background subtraction, 

a straightforward application of Eq. 5.1leads to 

u(w _... w+w-) = 10.2:~:~ (stat) ± 1.6 (syst) pb. 

Assuming number of events follows the Poisson distribution with the observed 

number of events as its mean, the statistical uncertainty for five events is obtained 

by requiring the ratio of the area covered by the upper (lower) bound to the total 
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Figure 5.16: Azimuthal angle between the fh· direction and the closest lepton, 

versus h, from w+w- simulations. 
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Figure 5.17: Azimuthal angle between the h direction and the closest lepton, 

versus h, for w+w- candidates. 
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Figure 5.18: The h distribution for w+w- candidates. The dotted histogram 

is the background to w+w-. The total number of events (solid histogram) is 

normalized to the observed number of events. 
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area is 0.34. The systematic uncertainty takes account of all related factors from 

the background, detection efficiency, and integrated luminosity. The result is 

summarized in Figure 5.19. In this plot two theoretical results are presented: 

a leading order (LO) calculation from Refs. [2, 4], and a next-to-leading order 

(NLO) calculation from Ref. [5], as discussed in detail in Chapter 1. We conclude 

that the CDF measurement of CT(jip--+ w+w-) is consistent with the standard 

model prediction. 

5.2.2 Upper Limit 

Let CL denote the confidence level, then 1- CL can be expressed as[38, 39] 

1 _ CL = Ef JG(y,NB,NBXB)G(z,N,Nxs)f(n,z +y)dzdy. (5.3) 
E J G(y, NB, NBXB)f(n, y)dy 

Here N B is the background, and N is the upper limit for the number of observed 

events no. The parameters XB and Xs are the fractional uncertainties of back-

ground and signal, respectively. The sums are for n from 0 to n 0 • The function 

f(n, x) is the Poisson distribution function with mean= x 

zn 
f(n,z) = - 1ezp(-z). 

n. (5.4) 

Here a Guassian function G(x, p., CT) is used to smear the mean of the Poisson 

distribution to simulate the effect of systematic uncertainties on the upper limit 

N. The uncertainties arising from the detection efficiency and luminosity are 

combined together as the signal uncertainty, assuming that they are uncorrelated. 
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Figure 5.19: The w+w- production cross section u(fjp --.. w+w-) measured 

at the CDF, compared to the theoretical results which are based on the next-to-

leading order (NLO) (solid line) and leading order (LO) (dashed line) calculations. 

See text for detail. 
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The function is of the form 

where A(p., rr) is the normalization factor. 

Note that signal and background are correlated through the terms (z + y)n 

(n = 0, 1, ... ,no) in Eq. 5.3, which makes it very difficult to do the integration. 

However, for not very large no, we can expend (z + y)n as 

( + )n _ n + n-1 + + n Z y - Z Ct Z y .•• y . (5.5) 

The coefficients <; can be easily obtained for small n. Thus the two-fold inte-

gration in Eq. 5.3 is simplified to two uncorrelated integrations. The subroutine 

GAUSS in the mathematics library SLATEC is used to calculate numerically 

these integrations. 

At 95% CL, the background-subtracted upper limit is found to be 9.89 if five 

events are observed. This upper limit will be used later to determine limits on 

anomalous couplings. Upper limit on the continuum w+w- production cross 

section is given by (see Eq. 5.1) 

CTupperlimit(jip-+ w+w-) = 26.6 pb 

at 95% CL. 
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5.3 WWV Anomalous Couplings 

5.3.1 Parameters 

For WWV anomalous couplings (V = ; , Z), the most general effective Lagrangian, 

if it is Lorentz, C, and P invariant, may be described in terms of six couplings 

denoted as gr, "v, and ..\v, as discussed in Chapter 1. In the SM, gr =1, "v=1, 

and ..\v=O. A dipole form factor of the form 

1 

is introduced, with the energy scale A. 

In this analysis, a tree-level Monte Carlo generator(!) is used to generate 

w+w- events at the parton level and the output is fed to the fast detector 

simulation QFL. Then the fully simulated w+w- events are filtered through the 

selection procedure. Since there is no QCD correction in this generator a.nd we 

are only interested in the relative derivation from the SM prediction, the expected 

number of w+w- events obtained from this generator is normalized to that from 

ISAJET. In this way, a possible bias from QCD effect is avoided. 

5.3.2 Upper Limits 

I will discuss briefly how upper limits on anomalous couplings are obtained in 

one scenario that assumes "-y="z=" and ..\..y=..\z=..\, with A"=" - 1. The same 

procedure can be applied to other scenarios. 
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The expected number of events can be written as a quadratic function of 

anomalous couplings since helicity amplitudes are linear functions of these cou-

plings. In this scenario, fl.,;, and ~ are independent parameters. Then the ex-

pected number of events N ezp can be expressed as 

Nezp(ll.,;,, ~) = eo[1 + ct(ll.,;,) + c2~ + c3(ll.,;,)~ + c4(ll.,;,)2 + cs~2]. (5.6) 

First, Nezp is obtained from simulations at (fl.,;,,~) = (0,0), {0,1), (1,0), (1,1), 

(0,-1), (-1,0), (-1,1), (1,-1), and (-1,-1), a total of nine points. Then the sub-

routine MATIN1 from the CERN library is used to fit this equation and get the 

coefficients. Clearly, eo is the expected number of events in the standard model 

(ll.,;, = ~ = 0), which is normalized to the standard model prediction obtained 

from ISAJET. Finally, upper limit for five events is used to find limits on fl.,;, and 

~-

Fitting results for different choices of the energy scale A are summarized in 

the following equations: 

N ezp = 1.000 - 0.34 7( ll.,;,) - 0.089~ + 0.098( ll.~;, )~ + 1.328( ll.,;, )2 + 2.300~ 2, ( 5. 7) 

Nezp = 1.000- 0.334(ll.,;,)- 0.116~ + 0.134(ll.,;,)~ + 2.034(ll.,;,)2 + 3.659~2 (5.8) 

for A = 1 and 2 TeV, respectively. For simplicity, we normalize Nezp to 1 for 

couplings at their SM values. Table 5.3 lists limits on anomalous couplings at 

ll.~;, = 0 or~ = 0, with two different choices of the energy scale A. Contours of 

these limits are given in Figure 5.20, with A = 1 Te V (outer contour) and A = 2 

TeV (inner contour). 
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Figure 5.20: Upper limits on a.nomalous couplings Ll~t a.nd A, assuming K..y=K.z=K. 

a.nd ~=Az=A. Here LlK.=It- 1. The SM value is located at the center. The 

outer (inner) contour is 95 % CL upper limits with the energy scale A = 1 Te V 

(2 TeV). 
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Figure 5.21: Upper limits on anomalous couplings AK--, and A.y in the HISZ 

scenario. The SM value is located at the center. The outer (inner) contour is 95 

% CL upper limits with the energy scale A= 1 TeV (2 TeV). 
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A=1 TeV -1.02 < ilK. < 1.28 (A=O) 

-o.85 < A < 0.89 (il,;,=O) 

A=2 TeV -o .85 < ilK. < 1.01 (A=O) 

-o.68 < A < 0.71 (il,;,=O) 

Table 5.3: Upper limits on anomalous couplings at 95 % CL for two different 

energy scales. The vertices WW i and WWZ are assumed to have the same 

couplings constants. 

Similar results are obtained in the msz scenario: 

Nt!%p = 1.000- 0.204(il,;,)- 0.088A + 0.539(il,;,)A +0.586(il,;,)2 +2.287A2 , (5.9) 

Nt!%p = 1.000- 0.270(il,;,)- 0.123A+ 0.667(il,;,)A + 0.881(il,;,)2 +3.496A2 (5.10) 

for A= 1 and 2 TeV, respectively. Figure 5.21 shows limits in this scenario, with 

A= 1 TeV (outer contour) and A= 2 TeV (inner contour). 

5.3.3 Limits from other experiments 

Limits from low energy precision measurements, briefly discussed in Chapter 1, 

are not presented here because data are not sufficient and ambiguities associated 

with these constraints are still unsolved. Here I will concentrate on results from 

the CDF and DO experiments[40]. 

Diboson search through the channel W 7 --. lvj has a better statistics due to 

the relatively larger production cross section [uB(Wi -.lvi)""' 20 ph]. Lepton 
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selection cuts are similar to those used in this analysis. Photons, with Ej. > 7 

(10) GeV at the CDF (DO), are required to be well isolated from leptons. 109 

(23) W7 candidates are observed at the CDF (D0)[40]. A log-likelihood fit of the 

background-corrected Ej. spectra sets upper limits on anomalous couplings at 95 

% CL: 

-1.8 < ll~t < 2.0 (CDF), 

-1.6 < ll~t < 1.8 (DO), 

-o.7 < .\ < 0.6 (CDF), 

-0.6 < .\ < 0.6 (DO), 

with the energy scale A = 1.5 Te V. Notice that W 7 search is insensitive to K. 

even though the number of observed W7 events is relatively large. This will be 

discussed later in this section. 

Diboson production through the channel WW .-. lv + jets provides another 

opportunity to probe boson couplings[40]. Large QCD background is suppressed 

by a high P4j (Pf") cut at the CDF (DO). Both CDF and DO observed one 

candidate. Fitting the log-likelihood yields 

-o.9 < ll~t < 1.0 ( CDF), 

-o.9 < ll~t < 1.1 (DO), 

-o.6 < .\ < 0.7 (CDF), 

-o.7 < .\ < 0.7 (DO), 
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with the energy scale A = 1.5 Te V. Since there are only few candidates, limits in 

this channel are very sensitive to the thresholds of P/l and Pf". 

All these results are summarized in Figure 5.22. Compared with those ob-

tained in other channels, limits from this analysis are very competitive. The 

sensitivity to" is better in w+w- production than in W"Y and Z-y productions 

due to the different behavior of amplitudes associated with ll.K. and ..\(41, 42]. 

While ..\terms in helicity amplitudes always grow with 8/Mfv in w+w-, W"Y, 

and z"Y productions, K, terms are quite different. In w+w- production, K. terms 

increase with 8/Mfv. On the other hand,"' terms increase with ../ifMw in W"Y 

and Z"Y productions. Note that 0,...., 2Mw in w+w- production and Vi,...., Mw 

in W"Y and Z"Y productions. So 8/Mfv enhances the sensitivity to "' in w+w-
production. 

Certainly, higher luminosity will result in tighter limits on anomalous cou-

plings. Recall that the expected number of w+w- events, which is proportional 

to integrated luminosity, can be expressed as a quadratic function of anomalous 

couplings. So limits on anomalous couplings scale like (J £dt)-112 • In addition, 

a better understanding of systematic uncertainties and backgrounds will also en-

able us to enhance the sensitivity to anomalous couplings. This can be achieved 

by running more reliable w+w- Monte Carlo programs and finding new ways 

to reduce the Drell-Yan and fa.ke backgrounds. Finally, better limits could be 

obtained if one uses a log-likelihood fit of Fh- and h spectra, which are found 

more sensitive to anomalous couplings than the number of events[42]. 
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In Table 5.4, future limits on anomalous couplings are presented for vari-

ous experiments around the world. For a comprehensive review on anomalous 

couplings, see Refs. [40, 43]. 

5.4 Summary 

The selection criteria for w+w- --. z+z-vv candidates are quite clear: two high 

PT leptons, large missing ~' and little jet activity. However, w+w- search is 

complicated by the detector effects and theoretical uncertainties. To discriminate 

against a wide variety of backgrounds, a few special cuts have been applied. 

Leptons from W semileptonic decays are centered at the Jacobian peak("' 40 

GeV) in the~ spectrum. So~ > 20 GeV is required for leptons from w+w-
production. Similarly, the two neutrinos from w+w- --. z+z-vv should give a 

large missing transverse energy h· A minimum of 25 GeV is required for h, 
which also serves to reduce those backgrounds with no or very low h, such as the 

Drell-Yan process. Leptons and neutrinos from the background Z--. TT are most 

likely to be back-to-hack. As a result, an azimuthal angle cut is applied to ensure 

that leptons are not very close to the direction of h· The top background 

tt --. w+w-bb, with two high Er jets from b quarks, is greatly reduced by 

removing events with jet activity, although the uncertainty arising from this cut 

is relatively large. 

After all these selection cuts, the SM predicts 3.53±1.24 w+w- events where 
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Figure 5.22: Present upper limits on anomalous couplings from W i and 

WW/WZ --t lvjj productions. 
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Experiment J £dt Channel Upper Limit 

CDF 1 /b-1 w+w- --. z+z-vv - 0.45 < A"-, < 0. 75 

- 0.27 < A.y < 0.31 

CDF 1 /b-1 w+w- __. lvjj - 0.31 < A"-, < 0.41 

- 0.19 < A.y < 0.19 

CDF 1 /b-1 W-y--. lv-y - 0.38 < A"-, < 0.38 

- 0.12 < A.y < 0.12 

LEP II 500 pb-1 w+w- __. lvjj - 0.16 < A"-, < 0.18 

- 0.15 < A.y < 0.16 

NLC 80 /b-1 w+w- __. lvjj - 0.002 < AK..r < 0.002 

- 0.002 < A.y < 0.002 

LHC 100 /b- 1 W-y--. lv-y - 0.08 < A"-, < 0.08 

- 0.006 < A.y < 0.006 

Table 5.4: Projected 95 % CL upper limits on anomalous WWV (V = 7, Z) 

couplings in the msz scenario. Only one of the independent couplings is assumed 

to deviate from the SM at a time. 
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both W bosons decay into leptons and neutrinos. Five events are observed a.t the 

CDF with 1.21±0.30 events expected from the background. The w+w- pro-

duction cross section CT(pP -+ w+w-) has been measured for the first time. 

Experimental measurements of w+w- production are consistent with the stan-

dard model prediction. 

From the observed yield, we set upper limits on WW-y and WWZ anomalous 

couplings at 95 % confidence level. To find these upper limits, the number of 

expected w+w- events (Nezp) is derived as a function of anomalous couplings 

from Monte Carlo simulations. Then bounds on anomalous couplings are ob-

tained by setting Nezp to the value of the Poisson upper limit for five observed 

events. Limits on anomalous couplings from this analysis are of the order of 1, 

slightly better than those from other channels. 

In the future, an integrated luminosity of 1 fb- 1 is anticipated by the CDF. 

Also the ongoing CDF upgrade project will greatly increase the w+w- accep-

tance by extending the dilepton search beyond the central region. The improve-

ment will permit further stringent limits on WW-y and WWZ anomalous cou-

plings, and reduce the statistical uncertainty of the w+w- production cross sec-

tion. This will lead to a. better understanding of trilinear vector boson couplings-

an important, yet still poorly tested sector of the standard model. 
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Appendix A 

Ano111alous Couplings 

In the framework of the SU(2) x SU(l) gauge symmetry, there are two ways for 

a phenomenological model to introduce boson self-interactions: linear realization 

and nonlinear realization(40]. The latter is out of the scope of this analysis, so I 

will concentrate on the linear realization. 

To develop an effective electroweak Lagrangian, a set of expanded interaction 

operators oi, together with a Higgs double field ~, are introduced to induce 

effective interactions 

(A.l) 

The operators Oi are determined by the SU(2) x SU(l) gauge symmetry. All 

higher-order terms are suppressed by A-the energy scale beyond which the the-

ory is not valid anymore. Therefore, the renormalizability of the theory is not 

required since this theory is no longer expected to be valid at high energy. The 
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interaction Lagrangian relevant to boson couplings is given by 

C = ~~[(D,.~)+B""(D,~)] + :.[(D,.~)+W""(D,~)] 
+Jw;_w Tr[W,.,W"~Wf]. (A.2) 

Here W and B are the SU(2) and SU(1) gauge fields, respectively. Expanding 

these terms and comparing them with the effective Lagrangian lead to the fol-

lowing constraints: 

(A.3) 

(A.4) 

(A.5) 

(A.6) 

Here s = sin Bw, c = cos Bw, and others are free parameters. All anomalous 
2 

couplings are suppressed by a factor of ~f and hence they vanish at high energy. 

When discussing experimental results, for simplicity, one usually chooses two 

parameters as independent and the remaining ones are set to their standard model 

values. H fw = !B, these equations are reduced to 

z 1 
~gl = 2 2!J ~,...,, cos w 

(A.7) 

(A.8) 

.\z =A..,. (A.9) 
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These relations lead to the familiar IDSZ scenario, as discussed in Chapter 1. The 

other frequently used scenario is to choose IlK. and..\ as independent parameters, 

with a,.= tltr..y = tlK.z, ..\ =A., = ..\z, and llgf = llg'J = 0. 
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Appendix B 

Measurement of Magnetic Field 

A fixed area loop is used to measure the field integral J Bdz, an essential quantity 

for the momentum measurement. This loop is constructed by glueing two parallel 

0.002 inch diameter steel wires 10±0.1 em apart on a 150 em x 12 em x 2 mm 

in piece of G10. The loop is inserted into the gap at the top of each toroid to 

measure the field flux, or the field integral since the width of the loop is fixed. An 

integrator is attached to the loop as shown in Figure B.l. Its output is directly 

related to the field integral. After complete insertion, the voltage output is 

Vout = :a J Bdz (B.1) 

where L = 10±0.1 em is the width of the loop. The integrator consists of a 

trimmed resistor of one megaohm and a capacitor of one microfarad. The resistor 

R and capacitor C are measured by using a DVM and a bridge circuit, with R = 

1.0037±0.0002 MO and C = 0.982±0.002 p.F. The ratio of the integrator output 
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to the field fiux is 1/RC = 1.015±0.002 sec-1• 

To measure the strength of the magnetic field, a piece of doped semiconductor 

is used as probe. Its output is proportional to the product of the control current 

and field strength, which is known as the Hall effect. The control current is set to 

be 15 mA. The proportional constant, also called product sensitivity, is given in 

the manufacturer's data sheet as 0.25 V / A.kG. The output voltage is connected 

to an amplifier circuit to get a larger readout. The operational amplifier is a 

simple feedback circuit as shown in Figure B.2. 

The loop and probe are calibrated with a dipole magnet in the Magnet Test 

Facility at Fermilab. The field strength B is measured by using a pre-calibrated 

NMR probe. The field fiux is changed by moving the loop along the dipole 

magnet, causing a change of the integrator output. The ratio of this output to 

the field fiux is 1.010 (B = 1.54 T) and 1.012 (B = 0.986 T), respectively. They 

agree well with the theoretical value 1.015, as mentioned earlier. The proportional 

constant of the probe is found to be 1.031±0.002 (V /T) forB from 1.6 T to 1.9 T. 

It is determined by several factors : the gain of the amplifier in the circuit {25.0); 

the control current {15 mA); and the product sensitivity of the Hall dement (0.25 

V/A.kG). 

The loop measurement for 1,000 Amps current is compared with previous 

results(44] in Figure B.3. Good agreement is observed. The theoretical curve at 

the radius R (em) 

B(T) = 2.779- 0.1845ln R (B.2) 
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Figure B.1: Loop and integrator circuit. The loop is constructed from steel wil'es. 

Electric charges eventually reach the capacitor where they accumulate. 



142 

< > 

(.) -
> > 
or. or. -+ I 

~ ~ - -
Figure B.2: Hall probe and feedback amplifier circuit. The output of the Hall 

element is determined by the control current Ic and the strength of magnetic 

field. The gain of the circuit is determined by the ratio of resistors. 
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Figure B.3: Magnetic field integral for the east rear toroid with a current of 1,000 

Amps. R is the distance from the beampipe in r-t/J. The two dips are caused by 

the non-uniform field near seams. 
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Figure B.4: Magnetic field integral for the east and west rear toroids with a 

current of 600 Amps. 
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Figure B.5: West rear field profile along the z direction at a fixed distance (214 

em) from the beampipe, with a current of 600 Amps. The toroid starts at z = 

0.0 em and ends at z = 100.0 em. 
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is based on the magnetization curve for SAE 1010 steel of one meter thick. The 

dips near R = 125 em and R = 250 em are caused by the nonuniform field at 

seams in the iron stack. The loop measurements at 600 Amps for both east and 

west rear toroids are given in Figure B.4. The theoretical curve 

B(T) = 2.679- 0.1845ln R (B.3) 

is subtracted 0.1 T uniformly from the curve for 1,000 Amps excitation. Figure 

B.5 shows the field profile vs depth at a fixed radius of 214 em for the west rear 

toroid, as obtained with the Hall probe. Note that the toroid is from 0.0 em to 

100.0 em in the z direction. The field falls very quickly once outside the toroid. 
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