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Chapter 1

Introduction

One of the most important experimental foundations of the Standard Model [1][2] 

was achieved with the direct observation of the top quark at the Tevatron proton-antiproton 

collider detectors [3] [4]. The discovery of the top quark preserves the consistency of the 

orthodoxy of particle physics with the completion of the third generation fermion sector 

where the top quark is expected to accompany the bottom quark as the weak isospin doublet. 

Existence of the top quark was also inferred by several precision electroweak experiments 

made in the past decades. These include measurements of the forward backward asymmetry 

in Z  —► bb using L3 detector at the CERN electron-positron collider LEP [5] and the absence 

of the flavor-changing neutral-current decays of the bottom quark using the CLEO detector 

at CESR [6 ]. Therefore, the search for the top quark became one of the major goals in 

particle physics.

In pursuit of the detection of the top quark, numerous efforts were made by inde

pendent experiments. A series of studies at the PEP and PETRA e+e~ machines showed 

no evidence for the top quark in 1980s [7] [8 ]. A Search for the decay W  —» tb by the UAl 

collaboration at the CERN pp collider [9] found no significant signals and set the lower limit 

of the top mass up to 44 GeV/c?. The top quark remained unobserved in the early 1990s 

leading to an extension of the lower limit to 91 GeV/c2 and 131 GeV/c2 at the Tevatron 

colliders at Fermilab by the CDF and DO groups respectively [10][11]. An upper limit for 

the top quark mass was also obtained by comparing all available data with electroweak

1
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calculations under the Standard Model structure. Consideration of higher order corrections 

to p (= Mw/MzcoaOw) in the minimal Higgs model [12] gives an upper limit of 200 GeV/c2. 

All of these indicate that if the top mass really lies in the allowed region implied by the pre

vious experiments and calculations, many top quarks may be detected at Fermilab. Indeed 

in the spring of 1994, the Collider Detector at Fermilab reported the first direct evidence 

for the top quark, followed by the confirmation of the observation a year later with the top 

mass measured to be 176 GeV/c2.

The top quark, as a  result of its large mass provides not only tests of its properties, 

such as production rate, mass and Vib element in the CKM matrix etc., but also a powerful 

probe into several interesting phenomena. These include the searches for exotic decay 

modes with scalars as in multiple Higgs doublet schemes of the supersymmetric models, 

and signals of new resonances or gauge bosons which may favor strong coupling to the top 

quark. Among the quantities which can be measured at the Tevatron with the current data 

size, the top quark production cross section is one of the most inclusive quantities available 

to directly test the production mechanism modeled by the Standard Model.

The top quark search in the Collider Detector at Fermilab is established within 

the framework of the Standard Model assuming charged-current decays. Parton-parton 

collisions at the Tevatron produce top quark pairs with each subsequently decaying into a 

W  boson and a 6 quark. For top quark mass greater than the sum of the masses of the W  

boson and the b quark, the W  boson is real and decays either to a lepton and a neutrino, 

or a quark and an antiquark. Observation of the top quark can be categorized by the decay 

mode of the final state W +W~ pair as shown in table 1 .1 . The fully hadronic final state, tt 

—> (??/6 )(?3 /6 )j resulting from both W  bosons decaying to a quark-antiquark pairs occurs 

44% of the tt decays but is hard to detect due to huge QCD multijet background[13j. The 

second largest branching ratio, about 30% of the tt decays, corresponds to events in which 

one of the W  boson decays leptonically to an e or p, and the other hadronically, i.e., tt 

~* ( tf ty e v b ) ,  or tt —» (qq'b)(fivb). The final state then includes a charged lepton with 

high transverse momentum and an energy imbalance from the undetected neutrino. The

2
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Decay mode Branching Ratio
«  — *• (gj'fcXw'fc) 36/81
tt — ► (qq?b)(evb) 12/81
t t  — ► {qi?b)(pvb) 12/81
tt  — ► (gg/6)(ri/6) 12/81
tt  — ► (evb)(pvb) 2/81
tt  — ► (evb)(Tvb) 2/81
t t  — ► (fivb)(rub) 2/81
tt — ► (evb)(evb) 1/81
tt  — * (fivb)(fii/b) 1/81
t t  — * (rvb)(rvb) 1/81

Table 1.1: it decay modes and approximate branching ratios in lowest order calculations. 
The symbol q stands for a light quark: u, d, c, s. The above table first appeared in published 
form in reference [3].

associated background in this channel can be reduced for events where either the 6 or 6 is 

identified by observation of a secondary vertex due to the nonzero b quark lifetime. This 

event topology is referred to as the “lepton plus jets” mode for the top quark search.

A measurement of tt production cross section described in this dissertation,

<r(pp — ► tt — ► W +bW~b — ► Ivbjjb)

is calculated using the relation:
_  N - B  

a  e- fCdt

where N  is the number of observed tt candidate events in the “lepton plus jets” channel 

produced in pp Collisions at =  1.8 TeV, B  is the expected background, e is the total 

acceptance and jC dt is the integrated luminosity. New physics would be indicated should 

any significant discrepancy between the theoretical calculations and experimental results be 

observed.

3
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1.1 M otivation  for M easurem ents

The theoretical prediction of the total cross section for the inclusive production of 

a top quark pair (pp —» ttX )  is given by the formula [14]

where are the densities of partons i ( j ) in the proton, m is the top quark mass, 

is the center-of-mass energy of the colliding hadrons p and p, and fi is the factorization 

scale taken as coincident with the renormalization scale. The partonic cross section o’, for 

inclusive production of a top quark pair from partons i, j  can be written as,

*  ■(* m 2 -  “ ' V )  f  ( o  # « \  
mr m

with p = 4m2 fa. a is the square of the partonic center-of-mass energy. This is calcula

ble using perturbative QCD (pQCD) due to the large value of the top quark mass. The 

dimensionless functions fii have the following perturbative expansion,

fij{p1 ^ 2 ) =  f i j \p )  + ±™s{p2)[fi]\p)  + fiP(p)ln(P2l™2)\ +  ° ( al)

At lowest order of the strong coupling constant, the first term in the perturbative 

series corresponds to the Boro contribution, i.e., the order 0(a$ contribution to the cross 

section. At this order there are two parton-parton subprocesses, quark-antiquark annihila

tion and gluon-gluon fusion, associated with non-zero functions f f f f  and fgg\

3 +  5  —* t  +  t

and

Q +  3 —* t  +  t

where the Feynman diagrams are shown in figure 1 .1 . With a top mass above 100 GeVfc2 

in the range relevant to the Fermilab Tevatron energy, the total cross section for the qq 

annihilation process is expected to be much larger than that for gg fusion.

4
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Figure 1.1: Feynman diagrams for the tt production via lowest order parton-parton sub
processes. (a) g -F g —*t + t ( b ) g + g —*t + t

Nert-to-leading (NLO) order 0(a$ contributions to the inclusive cross section have 

been taken into account with full /M  and calculations performed. This requires an 

examination of the cross section for the following parton-parton subprocesses:

q + q - * t  + t + g

g + <7 —* t 1 g 

g -\-q —*t-\-t + q 

g + q - * t  + t + q

Throughout the top mass range relevant to Tevatron, it has been shown that 0(a%) in the 

gq and qg channels give negligible contributions, whereas those in the qq and gg channels 

should be included in the theoretical calculations [15]. Studies also show that the radiative 

corrections attributed to the gg channel are numerically as important as the lowest order 

0(afy contribution. Higher order contributions associated to the emission of multiple soft

5
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Figure 1 .2 : Feynman, diagrams for single top production via Wg fusion and W “ decays.

gluons from the initial state have been also studied using resummation method to improve 

the calculations[16]. The current theoretical prediction for the tt production cross section 

at Tevatron is [17]

<rif = 4.75±°H (Aftop =  175 GeV/c2)

Experimental verification of this prediction is the primary topic of this dissertation.

Single top production at the Tevatron via W-gluon fusion qg{W+g) —> tbX  or W" 

decays is also expected to occur[18] . The Feynman diagrams for the processes are shown 

in figure 1.2. Kinematic features of these events are W  signal plus a central energetic b 

jet from top decay, another energetic jet from the recoiling light quark and a much softer 

b jet from the initial-state gluon-splitting. With the method of the search for tt signal 

described in this dissertation, it will be shown that the tb production rate is small and 

the contribution is less than at least one of the backgrounds for top masses accessible at 

Tevatron. Therefore the single top production via W-gluon fusion is not explicitly included 

in the following measurement for the tt production cross section.

1.2 O utline

This thesis summarizes the measurement of the tt production cross section using 

110 pb - 1  of pp Collisions at yfs = 1.8 TeV  collected with the Collider Detector at Fermilab 

between August of 1992 and February of 1996. The measurement focuses on the tt produc
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tion in the “lepton plus jets” decay mode where 6-tagging is used to enhance the signal for 

tt events relative to the backgrounds by identification the bottom quark from the decay.

The remainder of this thesis is organized as follows. Chapter 2  describes briefly the 

experimental apparatus. An overview of both the CDF detector and Tevatron accelerator 

is presented. Among systems more attention will be given to the Silicon Vertex Detector 

which provides tracking information for reconstruction of the secondary vertices used to 

identify the 6 quark from the top quark decay.

The following chapters will be devoted to complete descriptions of the important 

steps leading to the top cross section measurement. Selection of the “lepton plus jets” 

events in pp collisions is described in the chapter 3. Chapter 4 details the tagging algorithm 

which is used to identify the 6 quark and the result of its application on the data sample. 

The efficiencies of the algorithm in both semileptonic and inclusive 6 decay modes are 

examined. An improved Monte Carlo program is then shown to be able to reproduce the 

tagging performance. Acceptance computation for the cross section measurement in the 

“lepton plus jets” channel and the integrated luminosity measurement are shown in chapter

5. Estimation of backgrounds to the tt production is reported in chapter 6 . Results of the 

tt production cross section measurement described in this dissertation are summarized in 

chapter 7.

7
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Chapter 2

E xperim ental A pparatus

The most energetic facility in the world for studies of particle interactions is located 

at the Fermi National Accelerator Laboratory (Fermilab) near Batavia, Illinois. The pow

erful Tevatron synchrotron [19] provides beams of particles used in a variety of experiments, 

both fixed-target and collider physics. During the period from June 1992 to February 1996, 

the Tevatron was committed to a collider run of pp collisions using its two collider detectors. 

The data collected at the Collider Detector at Fermilab during the period is used in this 

thesis.

An overview of the Tevatron and associated accelerators which provide the colliding 

beams is given below. Separately, the individual sub-systems of the detector are described, 

with particular emphasis on details of the components relating to the b quark identification 

used in the studies of tt decay.

2.1 A ccelerators at Ferm ilab

Beams of protons and antiprotons can be accelerated to a laboratory frame energy 

of 900 GeV before being directed into collisions at the designed interaction regions. Pro

duction and acceleration of the particles takes place in several stages using different devices. 

Figure 2.1 shows the schematic view of these accelerators.

The beam of particles begin as charged hydrogen ions with one extra electron in a

8
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Figure 2.1: Schematic view of the accelerators at the Fermi National Accelerator Laboratory.

Cockcroft-Walton apparatus at the base of the Linac. The device provides the first stage of 

acceleration to an energy of 750 K eV  by attracting the negative ions to a positive voltage. 

The negative ions then attain an energy of 400 M eV  by the application of a periodic electric 

field inside spaced drift tubes of the 500 foot long linear accelerator (Linac) as indicated in 

the figure 2.1. A proton beam is obtained after the ions leave the Linac and pass through a 

carbon foil which removes their electrons. The Booster, a rapid cycling synchrotron located 

nearly 20 feet below ground, boosts the protons to an energy of 8  GeV. With several cycles 

in rapid succession, the Booster also separates the protons into discrete bunches and loads 

the pulses into the Main Ring.

The Main Ring is the upper ring of 1,000 conventional magnets located in the 6.3 km  

accelerator tunnel at Fermilab. In the Main Ring the protons can either be accelerated up 

to 150 GeV and injected into the final stage of acceleration process, the Tevatron, or be 

extracted from the ring after attaining an energy of 120 GeV in order to be used for

9
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antiproton production. Antiprotons are among the secondary particles from the collisions 

between protons and a tungsten-rhenium target. Using the stochastic cooling process, these 

antiprotons are debunched and reduced in phase space. They are thus transferred to the 

Accumulator ring for storage and later injection back to the Main Ring.

The same tunnel which houses the Main Ring also contains a lower ring of super

conducting magnets, the Tevatron synchrotron. Superconducting magnets operated in the 

temperature range of liquid helium (-450°f’) produce large magnetic fields required by the 

synchrotron. Both proton and antiproton which are passed down in bunches from the Main 

Ring are orbited and accelerated in opposite directions (p counter clockwise, p clockwise) 

to an energy of 900 GeV. The pp collisions take place at the BO and DO interaction regions 

where resides the two collider detectors at Fermilab.

2.2 C ollider D etector at Fermilab

Located at the BO interaction region on the accelerator ring, the Collider Detector 

at Fermilab (CDF) [20] is the first general-purpose detector built to explore the physics of 

pp collisions at a  center-of-mass energy of 1.8 TeV. The collisions occur near the center 

of the CDF detector whose cylindrically symmetric design surrounds the colliding beams. 

Figure 2.2 shows a perspective view of the apparatus.

To accomplish the task of collecting the collision information as completely as pos

sible, the interaction region is surrounded by layers of different detector components. A 

sideview [21] of the upper-east quadrant of the CDF detector is shown in figure 2.3. De

tector components ordered by increasing distance from the interaction point are tracking 

systems, sampling calorimeters and muon detectors. Because the central region of the 

detector captures the fragments of the most interesting collisions, the highest resolution 

components are located in this area.

CDF uses a conventional right-handed coordinate system with the origin at the 

center of the detector. With the choice of the beamline as the Z  axis, the azimuthal angle 

(<f>) of the cylindrical system is measured from the north-pointing horizontal and the polar

10
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Figure 2.2: A perspective view of CDF detector.

angle (0) is defined as the angle relative to the proton direction. An alternate form for the 

polar angle used in the description of energetic hadron collisions is defined as

T] =  — ln (tan -)

As described below, an approximately cylindrically symmetric layout of detector compo

nents with roughly uniform segmentation in pseudorapidity (77) and azimuth (<£) is chosen.

2.2.1 Tracking Systems

As indicated in the figure 2.3 there are three separate tracking components embedded 

in a solenoidal magnet which produces a 1.4 Tesla field roughly along the incident beam 

direction. The tracking systems provide information at the level of single charged particle 

with precise measurement of the track parameters. The trajectories of the particles in the 

transverse plane, the (r — <f>) plane, are determined using the Silicon Vertex Detector (SVX, 

SVX') [22][23] and the Central Tracking Chamber (CTC) [24]. Between the two components

11
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Figure 2.3: A sideview cross section of the CDF detector.

is the CDF Vertex Detector (VTX) [25] which is designed to measure the z-coordinate of 

the original pp collision on an event-by-event basis.

Immediately outside the interaction point the SVX detector and its upgrade, SVX', 

utilize silicon microstrip technology to measure the asymptotic impact parameters of the 

tracks in the (r — <f>) plane. With the achievement of higher resolution, on the order of tens 

of microns, the silicon vertex detectors are able to resolve the event vertices to exploit the 

potential for interesting physics provided by the observation of sequential decay vertices of 

short-lived particles such as B  hadrons. The algorithm used in this thesis to identify the B 

hadrons from top quark decay relies heavily on the impact parameter information provided 

by the SVX. A relatively detailed description of the device is presented in section 2.4.

Further out from the SVX is the Vertex Detector VTX consisting of 24 time- 

projection chambers. Covering from +1.5 m to -1.5 m  along the z axis, the VTX is 

designed to measure the track coordinates in (r — z) plane in order to reconstruct the z

12
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Figure 2.4: End view of the Central Tracking Chamber showing the location of the slots in 
the alum inum  endplates.

position of the primary event vertex. Studies using the VTX information show that a one 

mm vertex-finding resolution is obtained and the interaction region of the pp collisions along 

the z  axis. The distribution of event vertices can be well described by a gaussian of width 

~  30 cm which is also modeled in the Monte Carlo detector simulation program.

The Central Tracking Chamber (CTC) shown in figure 2.4 is a cylindrical drift 

chamber with a total of 6152 sense wires arranged in 5 axial superlayers and 4 stereo 

superlayers. The axial superlayers which contain 12 sense wires parallel to the beam line 

are interleaved with the stereo superlayers each of which contain 6  sense wires tilted ± 3° 

with respect to the beam axis. This design provides good reconstruction precision both in 

the (r — 0) and (r — z) planes. Pattern recognition is done using only the axial layer data. 

Each sense wire is also connected to a multiple hit TDC (time digital converter). Using the 

hit timing information the CTC provides momentum resolution of £PT/P T =  0.0011-PT.

13
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Both position and momentum of charged tracks can be measured with good resolution in 

the central region of the detector by CTC.

2.2.2 Solenoid Magnet Coil

The tracking volume of the detector is surrounded by the solenoidal magnet of 4.8 m 

in length, 3 m  in diameter and 0.85 radiation lengths in thickness. A 1.4 Tesla magnetic field 

is produced by 1164 turns of an aluminum-stabilized NbTi/Cu superconductor fabricated 

using extrusion with the front tension method. The transverse momentum of each charged 

particle is derived from its curvature as measured by the tracking systems.

2.2.3 Calorimetry

Outside the tracking chambers and the solenoid are the calorimeters. The calorime

ters at CDF with total geometric coverage of 2w in azimuth and from -4.2 to 4.2 in pseudora

pidity y  are separated into three y regions, the central, the end-plug, and the forward. Each 

region has an electromagnetic calorimeter in front of a corresponding hadron calorimeter. 

With a projective tower geometry instrumented, a detailed comparison of electromagnetic 

to hadronic energy on a tower-by-tower basis can be made. A summary of the different 

components is given in table 2 .1 .

The central electromagnetic calorimeter (CEM) [26] is divided into ten projective 

towers, each subtending 0.11 units of y  and 15° in <f>. Energy flow through the CEM is 

measured using a hybrid design of wavelength shifter and polystyrene scintillator interleaved 

with lead absorber. Energy resolution is determined to be a( E) / E  =  13.5Vo/y/E sin# using 

a 50 GeV electron test beam. A proportional strip chamber (CES) is inserted at the depth 

corresponding to maximum average transverse shower development for the determination 

of position by measuring of the charge deposition on orthogonal strips and wires. Position 

resolution of 2  mm at 50 GeV has been achieved.

The central hadronic calorimeter (CBLA) [27] and the endwall hadron calorimeter 

(WHA) cover the polar region between 30° and 150° with cylindrical symmetry. Both CHA

14
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Calorimeter Geometric Coverage Energy Absorption
Subsystem 17 Range Resolution Thickness
CEM 0 .0  < |nl < 1 .1 13.7%/y/Ef © 2% 18 Xo
PEM 1.1 < |n| < 2.4 2 2  %/Ve © 2% 18-21 X0

FEM 2.2 < \r)\ < 4.2 26 %/Ve © 2% 18 X0

CHA 0.0 < \tj\ < 0.9 50%/y/Er © 3% 4.5 A0

WHA 0.7 < I17I < 1.3 75%/VI; © 4% 4.5 A0

PHA 1.3 < |n| < 2.4 106%/y/E © 6 % 5.7 A0

FHA 2.4 < |nl < 4.2 137%/y/E © 3% 7.7 A0

Table 2.1: A summary of the CDF calorimetry components. Thicknesses are given in 
radiation lengths (Xo) for the electromagnetic calorimeters and in pion interaction lengths 
(Ao) for the hadronic calorimeters.

and WHA consist of 48 scintillators sandwiched between iron absorbers with 2.5 cm and 

5.0 cm sampling respectively. They are divided into projective towers, each covering approx

imately 0.1 unit in pseudorapidity and 15° in azimuth angle. The transverse segmentation 

of the hadron calorimeter is chosen to match that of the electromagnetic calorimeter located 

in front of it. The WHA plugs into cavities in the magnet yoke and also serves as part of 

the flux return path. Calorimeter response has been studied using muon, pion test beams 

at 50 GeV and cosmic-ray data.

The plug electromagnetic calorimeter (PEM) [28] is a  2.8 m diameter and 50 cm 

deep disc-shaped detector with conductive-plastic proportional tube arrays interleaved with 

lead absorber panels. It covers both ends of the solenoid but leaves a concentric conical hole 

with an opening angle of 10° with respect to the beamline in either direction. An argon- 

ethane gas mixture is used in the system. Strips of four to five times finer intervals are 

implemented at the shower maximum. This additional resolution permits the identification 

of the copious background from ir°’s, low energy electrons or 7 *s overlapping with high 

momentum hadrons. The plug hadronic calorimeter (PHA) [29] uses similar conductive- 

plastic proportional tubes with cathode pad readout. With the same projective geometry 

and segmentation as the PEM, the PHA provides an additional 5.7 pion absorption lengths 

of material.

15
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Chamber Geometric 
Angular Range

Radial
Position

Typical
Resolution

CMU
CMP
CMX
FMU

0.03 < It/I < 0.63 
0.00 < I77I <  0.55 
0.65 < It/I < 1.00 
2.40 < j7/| < 4.20

347 cm < r  < 358 cm 
470 cm < r  < 550 cm 
440 cm < r  < 520 cm 

1.0 m < r  < 7.6 m

250 ftm 
300 pm  
250 fim

Table 2.2: Coverage and resolution of muon chambers.

The forward electromagnetic calorimeters (FEM) [30] are located in the small angle 

regions in both the proton and antiproton beam directions. They are positioned approx

imately 6.5 m from the interaction point and enclose the beam pipe at either end of the 

detector. FEM consists of 30 sampling layers of proportional tube chambers with cathode 

pad readout similar to the PEM. The tower segmentation is A(j> ~  5° and A t/  ~ 0 .1 . The 

position resolution for single electrons ranges from 1 mm to 4 mm depending on location 

in the calorimeter. The forward hadronic calorimeter (FHA) [31] has the same coverage of

2.2 to 4.2 in pseudorapidity as FEM. The FHA uses steel plates as absorber, with a similar 

tube chamber and tower geometry design.

2.2-4 Muon Chambers

Beyond the calorimeters are the muon detectors. The chambers used for the muon 

detection consist of four components, Central Muon chambers (CMTJ) [32], Central Muon 

Upgrade (CMP) [33], Central Muon Extension (CMX), and Forward Muon system (FMU). 

Geometric coverage and position resolution for each component is summarized in table 2.2. 

Note there are gaps in the 77 and <f> coverage in the central region of the CDF detector. 

Figure 2.5 shows the profile of the central muon chambers in (77 — <f>) view.

The CMU chambers are separated at 6 =  90° into east and west halves. Each half 

is divided into 24 wedges each containing 4 layers of muon chambers radially. The small 

azimuthal staggering of the sense wires within muon chambers permit left-right ambiguity 

resolution and measures the (r — <f>) position of the track. A muon candidate track is formed

16
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Figure 2.5: i)~  <f> profile of the CDF central muon chambers.

by measuring three or four points along the trajectory matched both in position and angle 

to the track found in CTC. The CMU chamber wires are read at both ends as a means 

to determine the z position of the track from charge division. The CMP chambers were 

installed as an upgrade to the central muon chambers and are of a similar design with 

the exception that the cells are staggered at 1 / 2  of their width and the charge deposition 

on the wires is not instrumented. Therefore no z information is available from the CMP. 

Coverage of the central muon systems is extended to rj = 1.0 using Central Muon Extension 

(CMX) drift chambers in order to increase the muon acceptance. As shown in figure 2 .2 , 

the conical chambers are angled and occupy the surface of a cone in order to point back at 

the pp interaction point. Like the CMP, the CMX chambers are 1/2 cell staggered.

The CDF forward muon system measures muon position and momentum in the 

polar region 3° ~  16° and 164° ~  177°. With disk-shaped radial symmetry location behind

17
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the forward calorimeter, the FMU consists of a pair of magnetized iron toroid, instrumented 

with three sets of drift chambers and two plans of scintillation trigger counters.

2.2.5 Beam-Beam Counters

Beam-Beam Counters (BBC) are located on the front face of each of the forward 

and the backward electromagnetic calorimeters, covering the range 3.24 < \tj\ < 5.88. The 

BBC consist of two planes of scintillation counters which provide a non-selective interaction 

trigger (called a ‘frninimum-bias” trigger) and a luminosity monitor for the detector.

2.3 Trigger System s

The first task to be accomplished for the CDF detector is to decide which of the 

collisions is worth recording. The physics processes which result from the highly inelastic 

collisions are selected for recording using a trigger system to determine which events are 

most interesting. To achieve a reduction of the event rate from the 286 kH z  collision rate 

down to the tape writing speed lim it  of about 6  H z, the trigger system is designed as 

largely dictated by two considerations: (1 ) the need to extract interesting physics events 

while m in im iz in g  dead time. (2) a desire to be highly flexible and programmable. These 

are accomplished by using a three-level trigger system [34] in CDF.

2.3.1 Level 1 Trigger

The Level 1 trigger decision is made within the 3.5 fisec interval between crossings. 

No single Level 1 trigger contributes all the data used in the measurement described in this 

dissertation but several provide the events for the following Level 2 and Level 3 triggers. 

Less sophisticated but vital criteria listed below are used to determine whether the event is 

accepted by the Level 1 trigger.

• Coincidence Hits in the East and West BBCs

18
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• Single Hadronic or Electromagnetic Calorimeter Towers Over Transverse Energy Thresh

old

• Muon Chamber Track Stubs Over Transverse Momentum Threshold

The BBC coincidence requirement, the minimum bias trigger, was required in the 

lower instantaneous luminosity environment to reduce the rate of false triggers from noises, 

such as false phototube firings or cosmic rays, which are not usually in coincidence. However, 

because the spectator quarks from the inelastic collisions can cause the minimum bias trigger 

to fire, the BBC trigger was nearing saturation as the instantaneous luminosity increased. 

The requirement was dropped later in the run.

The calorimeter trigger is determined using the information from projective towers 

segmented in (rj — $) plane by A0 = 15° and A17 =  0.2. After calibration for pedestal offsets 

and gain variations, signals from the 2048 electromagnetic and hadronic trigger towers are 

processed into fast analog sums for groups of 4 towers. Transverse energy in the tower 

is calculated as ET =  Esia.8 where 9 is measured assuming collisions occurred at z =  0. 

Various energies are compared to thresholds for different systems to determine if the event 

is to be selected.

The muon trigger [35] makes a fast determination if the transverse momentum of 

CMU muons exceed the threshold. A simple CMP hit coincidence can also fire the trigger. 

The combined Level 1  CMU and CMP inclusive muon trigger rate is around 300 to 500 H z.

2.3.2 Level 2 Trigger

All detector data are held after the event passes the Level 1 trigger. The Level 2 

decision is determined in about ~  20 fisec [36] by more sophisticated trigger operation list 

below.

• Fast CTC Track Pattern Recognition (CFT)

• Hadronic and Electromagnetic Calorimeter Clustering
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• Matching CFT Tracks to Muon Hits

• Matching CFT Tracks to Calorimeter Clusters

• Global Energy Sums

The timing and <j) position of all hits on the five axial superlayers of the CTC are 

used in the Central Fast Tracker (CFT) [37] to identify tracks curving in the solenoidal field. 

Through a pattern recognition look-up table, the CFT measures the transverse momentum 

of found tracks with a resolution of 5PT/P T ~ 0.035PT. The PT of the tracks is then 

quantized into eight bins with central values from 3.3 to 30.0 GeVfc. PT and <f> information 

of the found tracks is also used in association with the Level 1  Muon trigger hits to reduce 

the muon trigger rate. The match is done using the PT and <f> values of the CFT track to 

project to the muon chambers followed by the requirement that muon stub be found within 

a certain A<j> window.

The Level 2 trigger system has the ability to perform calorimeter clustering. The 

signals from segmented electromagnetic and hadronic calorimeters are used to locate clus

ters which can also be matched to the CFT track list. Both jet clustering (hadronic and 

electromagnetic combined) and electron/photon clustering (electromagnetic only) informa

tion are available at Level 2 trigger. Several global energy sums can be obtained at Level 

2. The total transverse energy, the total missing transverse energy and the total clustered 

energy information are either used alone or in conjunction with other Level 2 data to make 

the trigger decision.

2.3.3 Level 3 Trigger

After the receipt of a Level 2  trigger, all channels in the detector are digitized and 

read within 2 - 3  ms. The Level 1 and Level 2 triggers are then reset and enabled for 

subsequent beam crossings while the Level 3 trigger system [38] processes the event. Global 

event reconstruction is undertaken with tests applied to events by Level 3 code which takes 

place in a cluster of 48 Silicon Graphics computers. Most of the event analysis is done by
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programs written in the Fortran language which permits potentially elaborate identification. 

The Level 3 system is capable of filtering on objects such as electrons, muons, taus, dimuons, 

multi-jets, etc., and can process data into several trigger output streams. W ith the trigger 

rate reduced to 6  - 8  H z  the raw data can be recorded on disk drives and/or written to 8 

mm tape drives.

2.4 T he Silicon V ertex  D etector

A silicon microstrip vertex detector designed for the CDF was commissioned during 

the Tevatron run and achieved excellent tracking and secondary vertex identification with 

high precision. The detector (SVX) was installed and began to collect data in 1992. The 

first version was replaced by an upgrade, referred as SVX', as a result of radiation damage 

encountered by its first unit. The remainder of data-taking between 1993-1995 was done 

with the SVX'. The detector hardware and the tracking performance for both devices are 

described below.

2.4-1 Geometry

SVX and SVX' have the same overall geometric design. Both consist of two 12- 

sided electrically independent barrels of equal length as shown in figure 2.6. The barrels are 

aligned coaxially with the beamline and symmetrically about the interaction point with a 

2.15 cm gap centered at z = 0. The active length of both devices is 51 cm which results in 

an acceptance of ~  60% of the pp collisions.

Each barrel is made of four concentric layers, numbered from 0 to 3 in increasing 

radius. The basic building block of the layers is a ladder, shown in figure 2.7, composed 

of three 8.5 cm DC-coupled (for SVX) or AC-coupled (for SVX') singled-sided silicon mi

crostrip sensors. The sensors are wired-bounded end to end to form the primary mechanical 

and electrical units. Each ladder is rotated 3° about its longitudinal axis in order to provide 

overlap between adjacent ladders. Their strip pitches are 60 pm  for the inner three layers
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Figure 2.6: A cutaway view of half of the Silicon Vertex Detector.

and 55 pm  for the outermost layer. The readout end of the ladder is microbounded to an 

off-board custom thick-hlm hybrid referred as an “ear”. The ear carries 2, 3, 4, or 6  SVXD 

(for SVX) or SVXH3 chips (for SVX') for layer 0 to 3 respectively. The SVXH3 chip has 

20% less noise and 30% more gain compared to the SVXD. A copper-Kapton cable known 

as a “pigtail” connects the ear to the data acquisition system. Two reference holes are 

located at the opposite end of the ladder for alignment.

Corresponding layers in SVX and SVX' have the same radius except layer 0. The 

radii of the layer 0 is 3.005 cm for SVX or 2.861 cm for SVX'. Radii of layer 1 to 3 are 

4.256, 5.687 and 7.866 cm respectively. Layer 0 is positioned as close as possible to the 

beampipe for the best possible measurement of the impact parameter of tracks. The design 

modification of a smaller radius and an additional 1 ° rotation between the adjacent ladders 

at layer 0 in the SVX' improves the <j> coverage by eliminating a 1.26° gap present in the 

SVX. The middle two layers, layer 1 and layer 2, provide redundancy near the beamline in 

the high track density and high radiation environment. The outmost layer, layer 3, provides 

good matching between the vertex detector and the outer tracking system.
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Figure 2.7: An SVX ladder.

2.4.2 Front End Electronics

Each. SVX or SVX' barrel is divided into 1 2  wedges of 30° in <p and the wedges 

are individually readout. A total of 46,480 channels are operated in a spare scan mode 

so that only channels whose integrated charge is above a threshold are digitized. Two 

sparsification thresholds can be set per wedge. The DC-coupled SVX necessitates that the 

device be operated in a quadruple sample and hold mode. The leakage current per channel 

is typically less than 2 nA  but varies strip to strip. Sensitivity to these variations can 

be minimized by processing a signal that results from the difference between two charge 

integrations at “on beam” and “off beam” times. The SVX' design reduces the noise level by 

1 /V 2  compared to that of SVX by using AC-coupling with only one integration being done 

at “on beam” time since the leakage current does not appear at the preamplifier input. The 

signal to noise ratio (S/N) was 9.5 for SVX and 16.0 for SVX' at the time of installation. 

The characteristics of each channel was monitored by taking calibration runs between the 

Tevatron stores when there was no beam activity. Pedestal, gain and the threshold of each 

channel were examined.

The sequence of read-out operations is governed by dock-signals synchronized with
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the Tevatron. It begins with the integration of the signal from the hit channels. The multi

level CDF trigger system described in Section 2.3 determines whether a given event is to be 

passed to the data acquisition system (DAQ). For the SVX operation, after a  Level 1 trigger 

is received, a second, “off beam”, integration is then performed, followed by a latch being 

set if the latter integration produces a value over the threshold. The process is simplified 

in the operation of SVX' which requires only one integration, a benefit of the AC-coupled 

design. The mixed analog and digital signal processing circuits, SVXD or SVXH3 chips, 

read out the analog pulse height and digital address of the latched channels.

The four ears in each wedge, which consists of 4 ladders from each of the layers, 

are daisychained to an interface card called <(port card”. The port card connects serially 

to a digitizer where analog data generated by the chips is converted to differential voltages 

before transmission to the external DAQ system. A group of six digitizers from half of a 

barrel are connected to a  sequencer, a FASTBUS unit [39]. A total of four programmable 

sequencers provide the clocking signals necessary to operate the SVXD or SVXH3 chips. 

These units provide synchronization to the 53 M H z  CDF Master clock which drives the 

DAQ system and contains storage for one event as it is pipelined to a set of SLAC Scanner 

Processor (SSP). The processors store and reformate the data according to CDF protocols.

2.4-8 Offline Performance

Data collected using SVX or SVX' is processed in a two-step offline analysis. Recon

struction of the tracks begins with the raw charge levels on individual strips and ends with 

segments associated with external tracking chambers that together form the final tracks.

The conversion from charge levels on individual strips to clusters is performed with 

an offline pedestal subtraction on a strip-by-strip basis with the full 46080 channel pedestals 

available. After the pedestal subtraction the strips are clustered using an algorithm that 

requires data from contiguous strips of a group, called a cluster. The threshold for a cluster 

is based on the measured strip noise and the number of non-dead strips in the group. Table

2.3 shows the multiplicative factors of SVX and SVX' signal-to-noise thresholds which are
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Number of Strips Multiplicative Factor
SVX SVX'

1 4.0 4.0
2 2.5 2.5

3 - 8 2 . 0 2 .0

> 9 1.5 2 .0

Table 2.3: The multiplicative factor for SVX and SVX' hit clustering, by number of strips 
in the cluster candidate.

Number of Strips Computed Resolution
SVX SVX'

1 15 pm 13 pm
2 13 pm 1 1  pm
3 25 pm 19 pm

Table 2.4: Assigned cluster errors derived for SVX and SVX' cluster with fewer than four 
associated strips.

applied on each strip in the cluster candidates for various cluster widths. The factors were 

optimized for “good” hit efficiency and noise rejection in cosmic rays and collision data 

where “good” hits refers to clusters containing 4 or less strips without any dead strips. 

The grouping is broken into two or more cluster candidates if any strip fails the threshold 

requirement, followed by the clustering process being performed again.

The cluster position is calculated as a charge weighted centroid using individual 

strip charges and strip center positions. The spatial resolution of the cluster is also assigned 

based on the total charge and the number of strips. For clusters with charge > 11.7 /c , or 

those with more than 3 strips, the position error is computed using (strip pitch x number 

of strips)/\/l2. For clusters with 3 or fewer strips, the resolution, shown in table 2.4, is 

obtained from a study of the residual distributions from the final track fits in the data.

The duster-finding effidency along the paths of partides can thus be studied by 

counting tracks, found by the external tracking chambers, which extrapolate into the SVX
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Layer Hit efficiency
SVX SVX'

0 93% 95%
1 93% 96%
2 93% 96%
3 93% 95%

Table 2.5: Cluster-finding efficiency for SVX and SVX' ladders.

or SVX' tracking volume and have missing hits on some of the layers. The efficiency can be 

affected by signal to noise ratio, sparse readout, pedestals, clustering, pattern recognition, 

bad regions and geometrical acceptance. Table 2.5 shows the efficiencies for SVX and SVX'.

Despite the accurate measurement of the (r — <f>) position of charged tracks as they 

pass through the silicon vertex detector, the optimal track reconstruction is done using 

information from {ill the tracking detectors at CDF. Starting with a 2-d im en sio n a l fit in the 

transverse plane using hits from the CTC axial superlayers, a five-parameter 2-d im e n s io n a l 

track fit was performed with additional information from the VTX detector and the CTC 

stereo superlayers. The five track parameters chosen by CDF for all analysis are:

• c : the 2 -dimensional curvature which is inversely proportional to the transverse 

momentum of the track

• cot 9 : the cotangent of the polar angle 0

• do : the distance of closest approach of the track to the primary vertex in the transverse 

plane

• zq : the z  coordinate of the distance of closest approach as defined for impact param

eter

• <f>o : the tf> direction of the track at the distance of closest approach as defined for 

impact parameter
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Clusters Fraction
SVX SVX'

4 70.5% 81.3%
3 23.0% 15.3%
2 4.5% 2 .1 %

total 98.0% 98.7%

Table 2.6: Fraction of tracks associated with 2, 3, and 4 SVX or SVX' clusters found in the 
track-finding studies.

Extrapolation of the CTC tracks into the SVX fiducial volume is then performed. A 

road, the search region for associated SVX clusters, is defined based on the track parameters 

and their uncertainties. The track parameters and the error matrix as well as the road are 

recalculated once a cluster is found. Multiple scattering and ionization energy loss in the 

material are taken into account during the extrapolation. The cluster assignment to a 

track candidate is determined according to the goodness-of-fit, x2, from the track fit and 

number of associated clusters used. The x 2 of the track fit is updated at each step and 

used as a cut to retain possible candidates. The procedure is iterated for each layer inward 

toward the beamline until all four layers are examined. The one with the lowest total x2 is 

chosen among the possible track candidates associated with an external track. The tracking 

algorithm also prefers tracks with more clusters. If there is no track can be reconstructed 

using clusters from each of the four layers, the extrapolation seeks tracks associated with 

three clusters. The fit x2 is still used to pick the best candidate. The search continues 

for two-hit tracks if needed. Reconstructing one-hit tracks is not permitted. The tracking 

finding efficiency can be calculated using well reconstructed CTC tracks which extrapolate 

within the SVX fiducial volume. Studies show efficiencies of 98.0% [22] in SVX and 98.7% 

[40] in SVX' were reached. The fraction of tracks with 2, 3, and 4 clusters is shown in table 

2.6.

During 1992-96 Tevatron data-taking, SVX and SVX' recorded about 110 pb - 1  of 

data and were functioning within their specifications. The pp interaction point and displaced

27

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



tracks from the 6-hadron decay were both identified with the information provided. These 

are used as input to the tagging algorithm which identifies 6 quark from tt decay described 

in the following chapters.
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Chapter 3

Event Selection

The experimental signature of the “lepton plus jets” final state from tt decay is a 

subset of events containing W  bosons in association with jets. In this chapter, all cuts 

made for the W  +  jets event selection are described. These include lepton identification, 

missing transverse energy (?ST) measurement and modeling of the jets as well as associated 

energy corrections. Selection criteria used to remove events containing Z  bosons from the 

sample are also listed. Thresholds of the cuts applied on the data taken during 1992-93 (run 

1A) may be different from those applied on the data taken during 1994-96 (run IB) due to 

upgrade of the detector components or higher instantaneous luminosity environment.

A search for the tt candidates begins with the selection of the inclusive W  + jets 

events. A high transverse-momentum electron or muon from the W  leptonic decay involves 

an emission of a neutrino, which must be inferred from the imbalance in the observed 

calorimeter energy. The presence of the W  signals can be farther indicated by a mass peak 

around W  mass value. However, the ability to reconstruct the dilepton invariant mass of 

the tv  or ftv system is limited by the unknown component of the neutrino momentum in 

z direction. Instead a two dimensional analog of the dilepton invariance mass, transverse 

mass (Mt ), is used.

Calorimeter responses as totaled within a cone of fixed radius in (17 — <f>) plane 

are designated as hadronic jets. Since tt decays are expected to contain large numbers of 

hadronic jets relative to events from single W  production, the number of jets will be used
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to enhance the tt signal. The tt candidates are then observable only at the high end of 

the leptonic W  decay candidates when plotted as a function of the number of jets observed 

in the event. In the next chapter, the presence of a  6-flavored hadron among the jets is 

required to further isolate the tt candidates.

3.1 E lectron  Identification

Electrons passing through the central rapidity (|q| < 1.0) region of the detector are 

used in the analysis. The well-instrumented tracking and calorimeter components in the 

region provide the trigger decision and offline selection to reconstruct electron candidates.

3.1.1 Triggers

The Level 1  electron trigger required at least one CEM or CHA trigger tower with 

Et  (= E * sind) greater than certain thresholds. The CEM and CHA thresholds were set 

to be 6 and 8  GeV  respectively during run 1A, and were raised to 8  and 1 2  GeV for run 

IB data-taking. The change in thresholds reduced the corresponding growth in trigger rate 

due to the increase of instantaneous luminosity of the pp collisions.

The central electron trigger at Level 2 made use of more sophisticated calorimeter 

clustering and CFT tracking information. Calorimeter clusters were constructed as sets of 

contiguous CEM trigger towers. The inclusive electron trigger required an energy cluster 

with ET > 9 GeV  to be associated with a CFT track with PT > 9.2 GeV/c during run 1A 

or a cluster with ET > 8  GeV associated with a CFT track with PT > 7.5 GeVIc during run 

IB. The upgrade [41] of electron trigger hardware used during run IB allowed information 

about the position and size of electromagnetic showers to be used in the trigger decision. 

Thresholds were thus lowered to collect more data.

The level 3 trigger made more cuts on the electron selection using programmable 

software to perform a 3-dimensional CTC track reconstruction. The central electron trigger
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at Level 3 required a track with PT > 13 (10) GeV/c pointing to a  electromagnetic cluster 

with Et  > 20 (18) GeV during run 1A (IB).

3.1.2 Offline Selection

The offline selection of events is applied to events that have passed the triggers. 

The raw data is passed through the CDF offline “Production” program to perform event 

reconstruction. The CEM clustering algorithm starts with a seed tower with ET > 3 GeV 

and two neighboring towers with ET > 1  GeV in pseudorapidity. The size of the cluster is 3 

towers in pseudorapidity (Ai/ = 0.3) by 1  tower in azimuth (A<f> =  15°). Towers adjacent in 

<f> axe not considered because electromagnetic showers do not extend over the <f> boundary 

of the wedges by construction. The central electron is defined as a CTC track extrapolating 

to a  CEM cluster.

The signature can also occur when an event has multiple photons with charged 

particles nearby. The electromagnetic energy deposit would be created by the photons 

and the charged particles leave signals in the tracking chamber. Overlaps of photons and 

charged particles occur frequently in the pp collisions since jets produce mainly charged and 

neutral pions. In order to suppress these overlaps, signal patterns in the calorimeters and 

tracking chambers are compared to those expected for a single electron. The patterns to be 

examined are:

1. Longitudinal shower shape

• HAD/EM, a ratio of hadronic energy to electromagnetic energy of the cluster: 

Cluster in the central pseudorapidity region are accepted as “electromagnetic” 

when the ratio is below 0.05.

2. Lateral shower shape

• Lghr, a comparison of the lateral shower profile in the calorimeter cluster with 

that of test beam electrons: L,hr is zero when an observed shape matches the
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expectation for a single electron. For hadronic showers extending over towers, 

extra energy is shown in the adjacent towers and the L,hr value becomes larger. 

An appropriate cut of 0.2 is used.

• Xgtripi a X2 comparison of the CES shower profiles with those of test beam elec

trons: A single shower hypothesis is applied to compare with the measured shower 

shape. Showers from ir°’s or QCD jets show larger x 2 value. An appropriate cut 

of 1 0  is used.

3. Geometrical matching of the calorimeter shower and the track positions

• |Az| and |Az|, the distance between the position of the extrapolated CTC track 

and the CES shower position measured in (r — <f>) and z view: An electron 

candidate with most of the energy coming from photons matched to a charged 

hadron track results in a mismatch of the energy deposition and track positions. 

Requiring a geometrical matching with |Az| < 1.5 cm  and |Az| < 3.0 cm rejects 

such events.

4. Energy and momentum comparison

• E/P, the ratio of cluster energy to track momentum: With an electron shower 

isolated in three CEM towers, the E /P  distribution is peaked around unity. A

1.5 cut is applied on the data taken during run 1A. The cut was relaxed to 1.8 for 

run IB data in order to be consistent with the one used in top dilepton analysis.

Photon conversion in the material preceeding the CTC can produce an electron- 

positron pair that must be removed on an event-by-event basis. Tracks from conversions 

can be rejected if few associated hits can be found in the VTX or if they pair with tracks 

of opposite sign to form a small invariant mass that originates inside the CTC. An track 

will be consider a conversion if

• VTX occupancy < 0.2
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Variable Cut
HAD/EM < 0.05
L ,h r < 0 .2

X » ir ip < 1 0

Az < 1.5 cm
A Z <  3.0 cm
E/P 1A: < 1.5, IB: < 1.8
conversion removal -
z-vertex match < 5.0 cm
isolation l e a l  < 0 - 1

Table 3.1: Central electron offline selection requirements.

• |A.R| < 0.3: AR  is the separation of two tracks in (r — <j>) plane at the point where 

they are tangent (the conversion point).

• |Acot0| < 0.06: At the conversion point where A<f>ij =  0, the invariant mass formed 

by the track pair is Mmin ~  y/PiPj* |A cot 6\. The requirement on | A cot 0\ implies the 

same cut on the invariant mass and excludes the uncertainties from the momentum 

measurement.

• -20 cm < Rc < 50 cm: Rc is defined as the distance from center of the detector to 

the conversion point. Some of the conversion points can be observed at the opposite 

hemisphere to the tracks.

In addition, two more variables are used to select electrons coming from W  decay. 

Electron candidates are required to be located within 5 cm in z  direction of the pp interaction 

point to ensure that the track originated at the primary vertex. An isolation requirement is 

also applied to distinguish W  decay electrons from those resulting from heavy flavor decays. 

A calorimeter isolation, Icai, defined as the ratio of transverse energy in the towers within 

a cone of radius R  =  y/(A<f>)2 +  ( A t / ) 2 = 0.4 centered on the electron but excluding the 

electron ET to the electron ET, is required to be less than 0.1. Table 3.1 summaries the 

selection requirements for the central electrons.
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3.2 M uon Identification

The up + jets” events use muons in the central rapidity (|r/| < 1.0) of the detector. 

CTC and muon chambers (CMU, CMP, and CMX) provide the trigger decision and offline 

reconstruction to select muon candidates. The central muon identification also makes use 

of the energy deposition in the different calorimeter components.

S. 2.1 Triggers

The Level 1 central muon trigger relies on a fast analog estimation for the arrival 

times of the drift electrons at the sense wires of different layers in the muon chambers. The 

difference in times results from the deflection of the muon under the magnetic field relative 

to the alignment of the projective wires. The trigger cuts on certain maximum difference 

in times, which corresponds to a minimum cut on PT > 6  GeV/c for CMU/ CMP and PT > 

10 GeV/c for CMX. A CMU trigger also requires CMP trigger confirmation in those CMU 

towers covered by CMP chambers.

The Level 2 muon trigger requires a match between a CFT track in (r -  <f>) plane 

with PT > 9.2 GeV/c during run 1A or PT > 12 GeVfc during run IB, and a  Level 1 muon 

trigger segment. The match was declared if projection of the CFT track was within a certain 

A<f> window of the muon chamber segment. More precise match is required by the Level 3 

trigger that cuts at 1 0  cm in Az (= r * A<f>) between a reconstructed track with PT greater 

than 18 GeV/c and the muon segment. Energy deposition in the associated CHA tower was 

also used in the Level 3. It was required to be less than 6  GeV.

3.2.2 Offline Selection

The offline “Production” process makes loose identification of muon candidates. The 

process performs several basic functions:

1. CTC tracking pattern recognition

2. Muon chamber track stub reconstruction
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3. Calorimeter clustering

The lists of CTC tracks and CMU/CMP stubs are matched to yield possible muon candi

dates, with a number of Az quantities describing the geometrical matching distance. From 

the matching to the calorimeter towers, the m iniT nnm  io n iz in g  energy deposition is available 

in order to reduce backgrounds. The following variables are used to separate muons from 

hadrons or cosmic rays that interact in the calorimeters.

• EM energy: An energy deposition in the electromagnetic calorimeters should be less 

than 2 GeV.

• HAD energy: An energy deposition in the hadronic calorimeters should be less than 

6  GeV. The cut is looser than that for EM energy because of the extra absorption 

lengths in the hadronic compartment.

• A*: The distance between the extrapolated position of the CTC track and the actual 

position of the muon chamber stub is required to be less than 2 cm for CMU, 5 cm 

for CMP and CMX.

• Impact parameter: The closest approach of the reconstructed track to the beam line 

is required to be less than 3 mm  in order to reject cosmic rays.

As used in identifying electrons, the same two additional cuts are used in the muon 

selection to enhance muons coming from W  decay. Muon tracks are required to be located 

within 5 cm in z  direction of the interaction vertex. An isolation requirement is also applied 

on the muon candidates in order to distinguish W  decays from those from heavy flavor 

decays. The calorimeter isolation, I ^ i  is required to be less than 0.1. Table 3.2 lists the 

selection requirements for the central muons.
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Variable Cut
EM energy < 2 GeV
HAD energy < 6  GeV
Ax CMU: < 2.0 cm, CMP and CMX: < 5.0 cm
impact parameter < 3 m m
z-vertex match < 5.0 cm
isolation leal ^  0 .1

Table 3.2: Central muon offline selection requirements.

3.3 M issing Transverse E nergy M easurem ent

The missing transverse energy ({It) is defined to be the negative of the vector sum 

of all energy projected in the transverse plane of the entire detector with |t;| < 3.6:

{ It  =  — y i  ETi- ri{
i

where the sum is over calorimeter towers, ET|- is the transverse energy on tower cell t, and 

ji, is a unit vector in transverse plane pointing to the cell t.

A correction is needed if there exist muons or m inim um  ionizing particles in the 

event. {IT is corrected for the PT of muons (P*1) and minimum ionizing energy (jBm,n-Ion-);

{It *  —
_^ jgca torim eler

+ P ? - -  2Jm ,n *,on-j

«c II e E icalorim eter
+ P Z -

_ ^ rm in .io n .j

tS
L II y / t r l  +  t r l

Detector effects may introduce a finite and relatively poor resolution in the mea

surement of the missing transverse energy. The resolution is determined by the calorimeter 

resolutions, nonlinear responses of the calorimeter to hadrons, and inactive regions of the 

detector. The {IT resolution is given approximately by 0 .7 \/£  ET , where vTTEt is the 

scalar sum of the transverse energy measured in units of GeV.
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3.4 Jet Identification  and Energy Corrections

The CDF jet clustering algorithm uses a cone of a fixed radius in order to produce 

cleanly separated jets. It begins by creating a  list of towers above an ET threshold 1 .0  GeV 

which are used as seeds. Preclusters are formed from an unbroken chain of contiguous seed 

towers and are used as the starting point for the jet finding algorithm. A cone in (rj — <f>) 

plane of radius R  is formed around the ET weighed centroid of the precluster. A choice of 

radius R  =  0.4 is used from the Monte Carlo studies. All towers with ET > 0.1 GeV are 

incorporated into the cluster if their centroids are inside the cone. The cluster center is 

re-calculated using all included towers and a new cone is drawn to iterate the process for 

finding new or deleting old towers until the tower list remains unchanged.

The associated quantities with the cluster can be computed. The direction of the 

cluster is defined by a unit vector pointing from the event origin to the center of the 

face of the calorimeter towers. Once the primary vertex is found, a correction is made to 

apply on the pseudorapidity of all clusters from detector pseudorapidity (r)detector) to event 

pseudorapidity (qeuent) due to the Gaussian distribution of the primary vertex spreading 

out along the beamline. The cluster energy is calculated as the scalar sum of the tower 

energies. This uncorrected energy may differ from the true partonic values. The difference 

results from either the fundamental elements of the physics process or limitations of the 

detector performance. These include effects due to:

• Energy not associated with the hard scattering process, i.e. contribution from the 

underlying event collected within the clustering cone

• Out-of-cone energy loses resulting from the transverse spreading of the jet fragmen

tation

• Undetected energy carried by muons or neutrinos

• Non-linearity of the calorimeter response to low energy particles with P T < 10 GeVjc
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• Energy loses due to low PT charged particles which either do not reach the calorimeter 

or are bent outside the clustering cone in the magnetic field

• Reduced calorimeter response at the boundaries between detector components and 

calorimeter subsystems

A correction which depends on the jet ET and detector pseudorapidity (r]jetector) 

is generated and applied to the data sample in order to reproduce the average jet ET 

correctly. Uncertainties on the energy scale of jets result from a theoretical uncertainty in 

the jet fragmentation, detector responses to the low energy pions, modeling ability for the 

variation of the single pion response in the detector simulation, and energy scale calibration.

3.5 Z  Identification

Z  leptonic decays can produce two opposite charged electrons or muons. A set of 

cuts is applied on the sample to exclude events containing Z  bosons. The removal is to 

reduce backgrounds from misidentified Z  bosons that mimic W  decays where one leg of a 

Z  decay is identified as the primary lepton which is reconstructed and selected by the cuts 

listed in previous sections. For the purpose of Z  rejection, the second candidate lepton is 

identified with rather loose cuts described below.

• The second candidate leg of a Z  —► ee event can be in the central, plug, or forward 

calorimeters. The electron should satisfy:

-  ET > 10 GeV

— E /P  < 2.0 for a central electron

-  Had/EM < 0.12

— Calorimeter isolation [leal) < 0.2

• The second leg of a Z —► \t\i event can be in the CMU, CMU/CMP, CMP, or CMX. 

Muons in regions of the detector not covered by muon chambers, but the energy in
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the calorimeter tower in the path of the extrapolated track which is consistent with 

that for a minimum ionizing particle (CMIO muons) are also included. The muon 

should satisfy:

— PT > 10 GeV/c

— HAD energy < 10 GeV for CMU, CMU/CMP, CMP and CMX muon; HAD 

energy < 6  GeV for CMIO muon

— EM energy < 5 GeV for CMU, CMU/CMP, CMP and CMX muon; EM energy 

< 2  GeV for CMIO muon

— Calorimeter isolation {leal) < 0.2

— Track stub matching: A* < 5 cm for CMU, CMU/CMP, CMP and CMX muon

— |q| < 1 .2  for CMIO muon

The event is flagged as a £  event if the transverse mass of the lepton pair is between 

75 GeV/c2 and 105 GeV/c2.

3.6 Inclusive W  +  Jets Selection

The W  4- jets event selection begins with data taken in those runs when the detector 

was fully functioning. A “fiducial run” requirement removes events affected by detector high 

voltage malfunctions, data acquisition errors or trigger problems. Events with z-coordinate 

of the pp collision outside 60 cm of the center of the CDF detector are also rejected because 

of possibly incomplete collection of the decay fragments. Events containing Z  bosons are 

removed from the sample.

Selection of W  —► ev or W  -* pu candidate requires an electron with ET > 2 0  

GeV or muon with PT > 20 GeVJc and pass the trigger and offline identification outlined in 

previous sections. The neutrino identification is made with f!T > 20 GeV. Figure 3.1 shows 

the electron ET and muon PT distribution before and after the j!T cut. The f!T requirement
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Jet Multiplicity Electron Events Muon Events Total Events
0 Jet 62267 40072 102339
1 Jet 6233 4483 10716
2 Jet 938 725 1663
3 Jet 144 1 1 0 254
> 4 Jet 31 39 70

Table 3.3: Summary of W  candidate event yields as a function of jet multiplicity.

reduces backgrounds from misidentified leptons in QCD-jet events or semileptonic decays 

in bb events. The transverse mass thus can be calculated using

Mt 2 = (ETe’" + E t" ) 2 -  (E t '’" + E t " ) 2

The spectra of the transverse mass in the ev and fiv systems are shown in figure 3.2. The 

Mt  spectrum peaks below the W  mass value is due to the unknown neutrino momentum 

in z-coordinate and a high mass tail is representative of the experimental uncertainty in 

the missing t r a n s v e rse  energy. To study the number of jets associated with W  production, 

clusters with ET > 15 GeV and |q| < 2.0 are counted as jets. Number of events in the W  

sample classified according to the jet multiplicity, Njet, are shown in table 3.3.

tt events in the inclusive W  sample are rather distinctive in their global event topol

ogy. Decay of tt  into the “lepton plus jets” channel involve significant jet activity. In 

principle one might expect to observe a four-jet final state along with W  —► ev or fiv. 

However in practice jets might coalesce, be lost down to the beamline, or fail the jet selec

tion criteria. Figure 3.3 shows the expected jet multiplicity distribution for Monte Carlo 

tt events passing the detector simulations with top masses of 165, 175 and 185 GeVfc2. It 

is found that ~  75% of the tt events have at least 3 jets with little dependence on the top 

mass while less than 0.4% of all W  events in the data sample pass the same requirement. 

Therefore, the tt search sample requires Njet > 3 to improve the signal-to-background ratio. 

Table 3.4 summaries the tt signal sample selection requirements.

In order to further differentiate tt events from QCD W  -f multijet events, the pres-
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ence of a 6-flavored hadron, among the jets is required. In the next chapter, a tagging 

algorithm is introduced to exploit displaced vertex from b decay and applied on the inclu

sive W  + jets sample to isolate possible tt signals.

Selection Criteria Cut
Good Quality Run
Trigger Requirement
Good Lepton Electron ET > 20 Gev or

Muon PT > 20 GeV/c
Lepton Isolation le a l < 0 . 1

Z  Removal
Missing Transverse Energy {lT > 20 GeV
Jet Multiplicity N]et > 3

Table 3.4: Summary of the tt signal sample selection requirement.
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Figure 3.1: The electron ET and muon PT spectra before (histogram) and after (hatched) 
missing transverse energy requirement.
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Figure 3.2: The transverse mass distributions for the W  —*■tv  and W  —* fiv samples.
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Figure 3.3: The expected jet multiplicity distribution for events passing the W  selection 
criteria in tt events with top mass set to be 165 (dot), 175 (solid), and 185 GeV/c2 (dash).
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C hapter 4

T he Tagging A lgorithm

The presence of jets originating from 6 quarks is one of the distinctive features of 

the it signals. The number of b jets expected in each of the jet multiplicity bins for events 

passing the W  selection criteria in tt Monte Carlo samples is shown in figure 4.1. Further 

suppression of the W  +  multijet background can be achieved if at least one 6 or 6 quark can 

be identified. Described in this chapter is the task accomplished using a tagging algorithm. 

The procedure exploits the ability of the SVX detector for precisely measuring the impact 

parameters of the decay products in order to reconstruct the displaced vertices of b hadrons.

Section 4.1 describes the determination of the primary vertex position on an event- 

by-event basis. The concept of the impact parameter and its relation to both the primary 

and displaced vertices is also discussed. Section 4.2 briefly shows the kinematics of the b 

quarks, especially those occurring in the tt events. The tagging algorithm is described in 

section 4.3. The efficiency of the algorithm to identify b jets in a tt event is measured by using 

Monte Carlo simulations. The different tagging performance seen between run 1A and run 

IB data is discussed along with the acceptance calculations in the next chapter. The rest of 

the chapter is devoted to the tests of the reliability of the Monte Carlo tagging simulations. 

Section 4.4 describes the method by which the tagging performance in a large inclusive 

electron sample is evaluated. Results determine the ratio of tagging efficiencies between 

the sample of semileptonic 6 decays and Monte Carlo simulations. Section 4.5 reports on 

the first measurement of the tagging efficiency in the inclusive b decays directly from CDF
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Figure 4.1: The expected number of 6 jets in each of the jet multiplicity bin for events 
passing the W  selection criteria in tt events with top mass set to 165 GeV/c2 (dot), 175 
GeV/c2 (solid), and 185 GeV/c2 (dash).

data. The ratio of tagging efficiencies between the sample of inclusive b decays and Monte 

Carlo simulations is obtained. Both measurements show that the Monte Carlo simulations 

overestimate the tagging efficiencies in 6 hadron decays and therefore corrections must be 

made and applied to the simulation programs. Section 4.6 describes an improved detector 

simulation developed by correctly m o d elin g  the track-finding efficiency. The simulation 

is used to determine the tagging efficiency in Monte Carlo tt events in the next chapter. 

Observed tags in the W  +  multijet sample are summarized in section 4.7.

4.1 V ertices and Im pact Param eters

4.1-1 Primary Vertex Finding

Precision measurement of the pp interaction point, called the primary vertex, results 

in a correct frame of reference for the event topology. In CDF detector the primary vertex 

position is measured by a weighted 3-dimensional fit of the SVX tracks with a starting 

point at z position obtained from the VTX detector measurements. The iterative process 

minimizes the residuals of the PT-weighted tracks with respect to the fit point assuming
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that most of the tracks in the event come from the primary vertex. Therefore the accuracy 

of the finding algorithm can be affected by the number of tracks used in the fit and the 

global event topology. A 20 pm  uncertainty on the determination of primary vertex position 

in the transverse plane is estimated. The resolution of the primary vertex finding can be 

propagated into the measurement of the impact parameters which are used in the displaced 

vertex finding.

Approximately 72% of events in the inclusive W  sample are accompanied by multiple 

primary interactions separated along the beamline. The event vertex is thus assigned to be 

the one with the largest PT summed over the associated tracks, hi the subsequent analysis 

only tracks extrapolating within 5 cm of the event vertex in the z-coordinate are used in 

order to exclude contributions from the multiple scattering.

4-1.2 Impact Parameter

Displacement of the tracks is described by the distance of closest approach of the 

track to the primary vertex in the (r — <f>) plane, the impact parameter d. The uncertainty

of the measurement can be parametrized as trj = •y/10^+T3^ + (607PTj^ Pm i where these 

terms correspond to the uncertainties in the position of the pp interaction point, intrinsic 

SVX resolution and multiple scattering contributions.

The sign of the impact parameter, a convention preferentially chosen to indicate 

whether tracks are from displaced vertices, is determined according to the following pre

scription as shown in figure 4.2:

sign of impact parameter =

" positive, if a  < 90°;

< negative, if a > 90°;

„ zero, otherwise.
The positive sign is assigned to tracks that appear to come from the displaced vertices.

Negative signed impact parameters result from the resolution effects and mismea-

surement of the direction of the jet. Tracks from zero-lifetime sources can have non-zero

impact parameters which are randomly distributed in both positive and negative region due
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Figure 4.2: The sign of the impact parameter is determined according to the intersection 
of a track with a jet axis in the plane transverse to the beamline.

to resolution effects. Figure 4.3 shows the impact parameter significance, dftTdi distribution 

for jets in the 50 GeV  jet-trigger sample. It is estimated that 90% [42] of the events in 

this sample are from zero-lifetime sources. Displaced tracks can also be mis-signed to have 

negative impact parameters if they are sufficiently mismeasured to be no longer consistent 

with having come from displaced vertices.

4.2 B ottom  Quarks from Top Quarks D ecay

Quarks produced with high momenta go through the fragmentation and decay pro

cesses. The hadronization of b quarks is described by an analytical form of the fragmentation 

functions introduced by Peterson et al. [43], and final state radiation of “hard” gluons which 

can be incorporated into Monte Carlo generators. Decay spectrum of b hadrons including 

various charmed hadrons produced in the decays are also modeled by a Monte Carlo pro

gram which employs results from CLEO [44] experiments. A tt Monte Carlo generator level 

study reveals a significant component of distance projects into the plane transverse to the 

beamline for the b hadrons. This large distance is attributed to the energetic b quarks in
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Figure 4.3: The d/ad distribution, for tracks in the generic-jet sample.

the central pseudorapidity region from heavy top quark decay, along with the long 6 quark 

lifetime (ct& ~  450/xm). Figure 4.4 shows the expected PT and tj distributions of the 6 

quarks before detector resolution effects. The resulting transverse decay length distribution 

is show in figure 4.5. Therefore, tracks from 6 hadron decays are expected to be displaced 

from the interaction point and may be used to locate the secondary vertex.

4.3 D escrip tion  o f  th e  Tagging A lgorithm

A tagging algorithm has been developed to identify displaced tracks and vertices. 

Tracks inside of cone of radius 0.4 with respect to the jet axis are used in the algorithm and 

are classified into two categories by different selection criteria:

• Loose selection criteria for displaced tracks

— track PT > 0.5 GeV/c

— d/ad > 2.5

— at least one “good” hit (defined in section 2.4.3) for track with 3 or 4 SVX hits
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Figure 4.4: The PT and pseudorapidity distributions for the 6 quarks in tt events with top 
mass set to 175 GeV/c2.
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Figure 4.5: The transverse decay length distribution for the 6 hadrons in tt events with top 
mass set to 175 GeV/c2.
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— including tracks with 2 SVX hits only if PT > 1.5 Ge.V/c, both have to be “good” 

hits found in either layer 0 and layer 1, or in layer 2 and layer 3 of the SVX 

detector

— excluding tracks from, long-lived neutral particles such as and A’s decays

• Tight selection criteria for displaced tracks

— track PT > 1.5 GeV/c

— d fa  > 3.0

— at least one “good” hit for track with 4 SVX hits

— at least two “good” hits for track with 3 SVX hits

— excluding track with only 2 SVX hits

— excluding tracks from long-lived neutral particles such as K °’s and A’s decays

The algorithm then employs a two-step sequence to search for the displaced vertices. 

The first step which is referred as “Pass 1” process applies relatively restrictive constrains 

to form the vertex using tracks passing the loose selection criteria described above. The 

second, referred as “Pass 2”, uses tracks passing the tight selection criteria to form the 

vertex less restrictively. The Pass 2 process is performed only if there is no secondary 

vertex candidate found by Pass 1. The following specification describes the two passes.

• Pass 1: Tracks are selected using loose criteria. They are then ranked according to 

their PT, d/<Tj and number of “good” SVX hits associated with the tracks. A vertex 

formed from the two best tracks where at least one of the tracks has PT > 2.0 GeV/ds 

used as a seed to test the association of other tracks. The search ends with a secondary 

vertex candidate declared if at least one of the remaining tracks have d/<Tj < 3.0 with 

respect to the seed. Otherwise a new search is begun with the seed formed from a 

next ranking pair of tracks. If there is no secondary vertex candidate found after seeds 

from all track pairs have been used, the program begins to perform the Pass 2.
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• Pass 2: At least 2 tracks passing tight track quality cuts are required in order to 

perform the process. The process begins with vertexing from all tracks, followed by 

excluding tracks that contribute x2 > 50 in the fit. A new fit is performed and the 

procedure is repeated until no more tracks can be removed. In the end if there remain 

two or more tracks and at least one of those has PT > 2 GeV/c, the corresponding 

vertex is declared to be the secondary vertex candidate.

A tag is found if the decay length of the secondary vertex candidate in the transverse 

plane, Lxy, is less than 2.5 cm and the significance {Lxy/a^ y) is greater than 3.0. The decay 

length cut is applied in order to require the vertex inside the region of the radius of the 

SVX innermost layer.

4.4 Tagging Efficiency for Sem ileptonic b D ecays

The tagging performance for the semileptonic 6 decays is evaluated in a large data 

sample containing electron events. The inclusive electron event has at least one electron 

passing the selection criteria described in section 3.1 except for the ET threshold lowered 

to 8 GeV and no isolation requirement applied. The sample is enriched in 66 events where 

an electron from the semileptonic 6 decay (6 —> eX) recoils against a jet from the other 6. 

Events containing Z  bosons, or possible W  candidates (j!x > 20 GeV or electron isolation 

leal < 0.1) are removed from the sample in order to minimize the non-66 fraction.

Electron-jets are selected as jets containing the electron tracks, with ET > 10 GeV,

17/| < 2.0 and there existing at least one “away jet” in the events. The away-jets are those 

jets with Et  > 15 GeV  and separated from the electron tracks in (77  — <f) plane by AR 

> 2.5. The requirement for the presence of the back-to-back away-jet is to meet the 66 

event topology. In the tagging studies, the electron-jets are further required to have at least 

2 tracks passing the Pass 1 track selections except for the d/tr^ cut. Jets that pass this 

requirement are called taggable jets. The tagging efficiency is then calculated by counting 

the tagged jets among the taggable-jet subset.
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There are 118,707 taggable electron-jets found in the sample. Among jets passing 

the tagging algorithm, 16,767 have positive decay lengths, and 765 have negative decay 

lengths. The tagging efficiency is then computed using a so-called “single-tag” method:

N+ — JV~  tagged—e tagged—e
€ b - .e X  ~  Ne XFb

where N ^ gged_e, N ^ gged_K are the number of tagged electron-jets with positive and negative 

decay length; N e is the total number of events in the sample; Ft, is the fraction of electron- 

jets which come from semileptonic 6-hadron decay. Number of tagged jets with negative 

decay length is used to estimate the mistag rate for the tagging algorithm in the electron 

sample. Ft, is estimated to be (39 ±  5)% [45] by measuring the yield of muons near the 

electrons in the cascade decay process 6 —► eve —► efiX. The tagging efficiency for jets from 

semileptonic 6 decays is measured to be 0.35 ±  0.04.

Another method to measure tagging efficiency for the semileptonic 6 decay is to use 

a subsample of 4,054 events in which the away-jets are required to be tagged. This increases 

the 6 purity in the subsample. Among this group 1,209 events also have electron-jets tagged. 

The tagging efficiency can be calculated from this “double-tag” method by:

•Ndouble
*b—e X  = mr tagged

■L'awati*away

where N ^ i y d is the number of events with away-jets tagged after corrected for mistags 

of non-6 jets. The background subtraction is of order 20%. NdoMe is the number of 

events in which the electron-jets are also tagged. %~+ex  Is measured to be 0.37±0.03. 

Two complementary methods for measuring the tagging efficiency in semileptonic 6 decays 

provide consistent results as shown in figure 4.6(a). The errors shown with the single-tag 

point are dominated by the uncertainty of Ft,, and the errors shown with the double-tag 

points are dominated by the limited number of double-tagged events and the uncertainty 

in the background subtraction.

The measurement is simulated using the HERWIG [46] generator. Events from the 

reaction pp —► bbX are generated and processed through the CDF detector simulation. The 

decay spectrum of the 6 hadrons is modeled by the CLEO decay tables. The same electron
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Figure 4.6: (a) The tagging efficiency for semileptonic 6 decays is plotted versus the ET 
of the jet associated with the electron, (b) Ratios of tagging efficiencies between data and 
Monte Carlo. The shaded region is the ±l<r bounds of a fit assuming no dependence on ET.

event selection was used and the “single-tag” method was applied. The ratios of tagging 

efficiencies between data and Monte Carlo as a function of the ET of the jet are shown in 

figure 4.6(b). The data points were the weighed average of results from two methods. A 

scale factor of 0.99±0.05 obtained by fitting the distribution to a fiat line is obtained. This 

value can be used to scale the Monte Carlo simulations to agree with that found in the data. 

This scaling method was first used in reference [3] for adjusting the 6-tagging efficiency in 

the tt Monte Carlo.

However, scaling the tagging efficiency for 6 jets observed in the Monte Carlo tt 

events by the ratio may result larger errors. The systematic uncertainties come from the 

different ET spectrum of 6 jets between the electron sample and tt events. The discrepancy 

is estimated to be ±0.20 by fitting the distribution to a sloped line and taking half of the 

difference between the results at the average ET of the 6 jet in the Monte Carlo tt sample. 

In addition, the scale factor determined in semileptonic 6 decays can be different from those 

in tt events where 6 decays are totally inclusive. The application to tt events of a scale 

factor determined from events so dissimilar is clearly fraught with uncertainty. In the next
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section an approach that attempts to directly measure the scale factor from the inclusive b 

decays will be presented.

4.5 Tagging Efficiency for Inclusive b D ecays

An inclusive-jet sample enhanced in b quark decays can be obtained in the electron 

dataset by selecting jets separated from the electron tracks in (q — <j>) plane by AR >1.0.

The inclusive jet sample contains b, c, and jets from non-heavy sources (referred as primary

jets) in which the b decays inclusively. The number of indusive-jets tagged, 

observed in the sample can be calculated as

^ in c lu s iv e  ~  ^ in c lu s iv e  '  { f b  ' eb +  f c  ’ ec +  f p  ' Cp}

=  N in c lu s iv e  ' { f b  +  f c  * ( ~ )  +  f p  ' ( “ )}  ‘ ebCb €b

where Ar,-nc/UJ,ue is the total number of indusive jets; fb ,c,P are the fractions of the 6, c, 

primary jets in the sample; ej,iCiP are the tagging efficiendes for the indusive 6, c decays and 

primary jets. Therefore e& can be measured if fractions of heavy flavor contents and rdative 

tagging performances are known.

Fractions of each flavor components, fb ,c ,p i are estimated using a jet probability 

algorithm [47]. The algorithm assigns a track-probability to each track assodated with 

the jet based on its signed impact parameter. The probability predicts that the track 

is consistent with originating from the primary vertex. The track probabilities are then 

combined into an overall “jet probability” which shows the jet is consistent with the zero 

lifetime hypothesis. By fitting the jet probability distribution to that expected from 6, c, 

and primary jets, the fractions of each flavor component in the sample can be obtained [48]. 

The success of the technique depends on the reliability of the Monte Carlo models for the 

jet probability distributions. The details of the jet probability algorithm and a test for the 

fitting method are described in the appendix B. Table 4.1 summarizes the 6, c, and primary 

jet contents as measured in the indusive-jet sample. The errors shown indude uncertainties 

from the fitting method and statistical errors.
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ET(GeV) 10-15 15-20 20-25 25-30 30-35 35-45 45-
6(96) 8.4±0.4 13.4±0.5 14.5±0.6 15.5±0.9 13.4±1.1 13.3±1.1 9.1±1.3
c(%) 13.8±0.7 6.0±0.9 5.7±1.2 i-s i lS 4.3±2.1 2.9±2.2 12.4±3.4
*(96) 77.8±15.6 80.6±16.2 79.9±16.0 83.2±16.7 82.3±16.6 oo 0+16.2 16.9 78.5±16.0

Table 4.1: 6, c, and primary jet contents measured in the indusive-jet sample.

ET(GeV) 10-15 15-20 20-25 25-30 30-35 35-45 45-
€c/e6 (96) 30.2±1.3 29.7±1.4 27.1±2.0 25.2±2.9 24.9±4.2 26.6±5.1 29.5±13.8
H i*  (96) 0.5±0.2 0.7±0.2 0.7±0.2 0.9±0.1 1.0±0.2 1.0±0.1 1.5±0.3

Table 4.2: Tagging ratios studied in the Monte Carlo samples. Errors reflect Monte Carlo 
statistics only.

Ratios of tagging efficiencies between indusive c to 6 decays (ec/ e6)> and between 

primary jets to indusive b decays (ep/e{,) are measured in Monte Carlo samples. The ratios 

for each jet ET bin is shown in table 4.2. These ratios are directly obtained from the 

simulations without any correction applied. The tagging effidency for c and primary jets 

rdy on the Monte Carlo modeling throughout the analysis.

There are 239,457 indusive-jets found in the sample, among those 10,943 jets are 

tagged. Tagging effidendes measured for indusive b decays in data using the method 

described above and the ratios between data and the corresponding Monte Carlo as a 

function of the jet ET are shown in figure 4.7. A scale factor for indusive b decays is 

measured to be 0.83±0.03 by fitting the distribution to a flat line. It is estimated an 

uncertainty ±0.14 occurs in scaling the tagging effidency for b jets in the Monte Carlo tt 

events due to the different ET spectrums.

The scale factors used to extrapolate the tagging effidency for b jets are found to 

be different in the semileptonic and indusive b decays. Two effects can account for the 

discrepancy. The dectron-jets used in the studies of semileptonic b decays must contain 

one well-identified track, the dectron track. This can result better vertexing performance
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Figure 4.7: (a) The tagging efficiency for inclusive b decays, is plotted versus the ET of the 
indusive-jet. (b) Ratios of tagging effidendes between data and Monte Carlo. The shaded 
region is the ±l<r bounds of a fit assuming no dependence on ET.

though the bias has been minimized by the requirement that the jets used in both studies 

have to be utaggable”. On the other hand, the neutrinos from the semileptonic 6 decay are 

undetectable and the dectron-jet may have one less track to be used in the vertexing. The 

rdative sizes of the two effects are not well known.

Furthermore, limited by the statistics for high ET jets in the indusive dectron data, 

two methods are unable to provide a  full crosscheck for the tagging performance in higher 

Et  region. It is seen from figure 4.6 and 4.7 that there exist larger statistical errors in 

the high ET bins where an increasing fraction of 6 jets result from tt events. Again, use of 

the scale factor in the region where it is poorly determined is dubious. A complementary 

method which attempts to improve the detector simulations program to ameliorate these 

effects is then devdoped.

4.6 M onte Carlo Tagging Efficiency M easurem ent

The scale factor studies indicate that there exists discrepandes in the simulation 

program. Several effects from physics and detector simulations are investigated. Among

55

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



those are the b lifetime, fragmentation in 6 hadron decay, SVX resolution and detector 

tracking efficiency effects. Examination of the sensitivity of the tagging efficiency with 

changes in the details of the analysis has revealed that only tracking efficiency strongly 

effects the outcome. This is consistent with a  conclusion that the tagging efficiency is related 

to the tracking efficiency. Thus any difference found in the tracking efficiency between data 

and Monte Carlo results in a difference in the overall tagging efficiency.

In order to represent the tagg ing  performance in the Monte Carlo programs, a precise 

modeling for the tracking efficiency must be used in the detector simulations. The task is 

achieved by applying an overall scale factor to the track-finding efficiency. For this work 

the track-finding efficiency in data is measured using Monte Carlo tracks embedded into 

the data sample. A random track passing certain selection cuts is merged into jet data, 

followed by the reconstruction of the events. The track-finding efficiencies measured in CTC 

and SVX are calculated by counting the embedded Monte Carlo tracks. In measuring the 

Monte Carlo track-finding efficiency, only tracks com in g  from the primary vertex are used. 

The degradation is then obtained by comparing the CTC and SVX track-finding efficiencies 

between data and Monte Carlo simulations. The scaling is parametrized as a function of the 

density of hits around the object track, and incorporated into the tagging algorithm. The 

advantage of this method is its avoidance of the statistical lim ita tio n  on the high ET jets. 

The degradation can be used without the uncertainty that results from the ET spectrum of 

6 jets. A check of the degradation method is presented in appendix C where the systematic 

uncertainty is estimated to be relative 7%.

Figure 4.8 and 4.9 show the tagging efficiencies for the semileptonic and inclusive b 

decays in electron events which are obtained with the track-finding degradation. The scale 

factor is measured to be 0.93 ±  0.02 and 0.89 ±  0.04 for the semileptonic and inclusive b 

decays respectively. Results are consistent with those measured using methods described in 

the previous two sections. In the measurement of the tt production cross section described 

in this dissertation, the efficiency for tagging at least one jet in a ft event will be measured 

using the Monte Carlo simulations where the track-finding efficiency has been degraded.
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Figure 4.8: (a) Tagging efficiencies for semileptonic 6 decays determined using Monte Carlo 
simulations, (b) Ratios of tagging efficiencies are plotted versus the jet ET. The shaded 
region is the ±1<t bounds of a fit assuming no dependence on ET.
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Figure 4.9: (a) The tagging efficiency for inclusive b decays determined using Monte Carlo 
simulations, (b) Ratios of tagging efficiencies are plotted versus the jet ET. The shaded 
region is the ±1<t bounds of a fit assuming no dependence on ET.
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W + 1 Jet W + 2 Jets W + 3 Jets W + >4 Jets
Tagged Events
Positive-tagged 70 46 18 16
Negative-tagged 19 9 2 0
Tagged Jets
Positive-tagged 70 52 24 18
Negative-tagged 19 9 2 0

Table 4.3: Summary of observed tagged events and jets in the W  + jets samples.

4.7 O bserved Tags in  th e  W  +  M ultijet Sam ple

It has been shown that the tagging algorithm is able to identify the 6 jets with 

good efficiency and that Monte Carlo program can reproduce the performance. Applying 

the tagging algorithm on the W  -F > 3 jets sample, 34 events are found to have at least 

1 jet tagged with positive decay length and 2 events have jets tagged with negative decay 

length. Tags observed in the inclusive W  +  jets sample are summarized in table 4.3. The 

cr distribution for the vertexed jets shown in figure 4.10 is consistent with jets primarily 

from b jets. Distribution for the 36 events with at least 1 jet tagged in the W + > 3 jets tt 

search sample is also highlighted. Expected tags from a variety of sources besides tt events 

as well as kinematics of these tagged jets are discussed in the next chapter.
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Figure 4.10: The c r distributions for jets with a secondary vertex in the W  + jets data 
(points with errors) compared to b jets in Monte Carlo tt events (histogram normalized to 
data). The shaded histogram is the W  -f > 3 jets tags in the data.
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Chapter 5

The A ccep tan ce C alculations

5.1 L um inosity

Integrating the instantaneous luminosity over the course of the data run is needed 

in the measuring the tt  production cross section. The instantaneous luminosity is defined 

as the production rate of a given final state divided by the cross section for producing that 

final state. Since this rate is the same for all final states, a known process can be used to 

determine the luminosity. At CDF, the instantaneous luminosity is obtained by counting 

the rate of a specific process, the Beam-Beam Counters (BBC) coincidences, for which cross 

section is known. The BBC consists of two sets of planes near the beampipe covering the 

far forward and backward regions as described in chapter 2.2.5. The rates of coincident hits 

in both counters divided by the effective cross section for BBC events gives the luminosity 

values.

To measure the cross section for BBC events, <tbbc> one has to perform a nor

malization of the raw counter rates. The BBC events are considered a sample of elastic, 

inelastic and diffractive pp interactions with backgrounds from secondary scattering of par

ticles back into the counters or other accidental processes. The background events result 

from the amount and type of the material between the pp collision point and the counters. 

To obtain the normalization of the BBC rate to (tbbc , data collected from a special run in 

1989 for measuring the pp total cross section was used. The normalization can be expressed
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where Opp is the pp total cross section; Npp is the number of total events from the 

measurement; N ggC is the number of events in the same run counted by the BBC.

The pp total cross section is measured independently and documented in references 

[58, 59, 60]. The cross sections for pp elastic, inelastic and single diifractive processes are 

measured separately. Therefore breaking the total event count (Npp) into elastic scattering 

events (Ne), single diffractive scattering events (Nj) , and double inelastic events (IV,):

NpP = Ne + Nd + Ni

the cross section o’BBC is re-written according to reference [59] as:

=  16*(ftc)2 dNe/dt\t=o N ™ c  
BBC l  + p2 ' Ni + Nd + Ne ' Ni + Nd + Ne

where t is the momentum exchange squared in the interaction and p is the inelasticity of

the interaction. The pp total cross section measurement provides the necessary components

used in the calculations and yields the final result o’bbc  =  51.2 ± 1.7 mb [61].

The instantaneous luminosity is then calculated as

C =  • /n (l -  ^
&BBC JO

where R  is the BBC count rate; f ^ 1 ~  3.5 psec is the beam crossing period and the log 

term represents a poisson correction for the possible multiple interactions. Uncertainties 

of the measurement are therefore dominated by the errors in the pp total cross section 

and the BBC detector resolutions. Figure 5.1 (a) displays the distribution of instantaneous 

luminosities obtained from the run IB W  +  jets and electron samples.

By integrating the luminosity over the course of the data run, the run 1A and run 

IB integrated luminosity are measured to be 19.3 ±  0.7 and 90.1 ±  7.2 pb-1 respectively. 

The uncertainties include additional errors from beam interactions with the residual gas 

in the beam pipe and variations between stores. These numbers are used as inputs in the 

calculations of U production cross section.
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Figure 5.1: (a) The instantaneous luminosity fractions for the run IB W  4- jets and the 
electron events, (b) The integrated fraction for the instantaneous luminosity in the W  4- > 
3 jets sample (solid line) and in the electron data (dash line).

5.2 T h e  t t  Event D etection  Efficiency

This section describes the computation for the fraction of tt events can be detected 

using the selection criteria described in the previous chapters. The calculation is factorized 

into independent terms which are determined by either data control samples or Monte Carlo 

simulations. The total ft events detection efficiency, eft, can be expressed as:

eft = ■'̂ tt ' e<r,'ffflcr ' €taa

where

• A ft  =  the fraction of ft events within the geometric acceptance of the CDF detector 

and passing the event selection except for the trigger requirement

• etr igger  = the trigger efficiency for identifying ft events in the “lepton plus jets” channel

• etag =  the efficiency for tagging at least one jet in the event

In the following sections, each term is measured separately with top mass assumed 

to be 165, 175, and 185 GeV/c2. Uncertainties are also discussed.
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Jet Multiplicity W + 1 jet W  +  2 Jets W  + >3 Jets
Miop =  165 GeV[c2 0.007±0.001 0.029±0.001 0.115±0.002
Mtop = 175 GeVfc2 0.005±0.001 0.030±0.001 0.120±0.002
M top =  185 GeV/c2 0.004±0.001 0.026±0.001 0.125±0.002

Table 5.1: The fraction of tt events passing all event selection criteria except for the trigger 
requirement as predicted in Monte Carlo samples with top mass set to 165, 175, and 185 
GeVJi'}. Errors shown are statistical only.

5.2.1 Determination of

The geometric acceptance and event selection efficiency, is simulated in Monte 

Carlo samples with corrections applied for differences seen between data and simulations. 

The Monte Carlo events are generated using Herwig with top mass set to 165,175, and 185 

GeV/c2 and passed the same selection criteria as used for data after the detector simulations. 

Table 5.1 shows the fractions of i t  events that should be observed in each jet multiplicity bin 

according to the simulation study. Some correction factors obtained from the comparison 

between data control samples and Monte Carlo events are needed to scale the fractions. 

These include the different efficiencies for the event vertex cut \Zvertex\ < 60 cm and the 

lepton identification cut.

The distributions of the z position of the primary vertex in the run IB W  —► fiv 

data before the fiducial cut is shown in figure 5.2. It is found that the Monte Carlo always 

generates events within 60 cm from the detector center along the z axis while data shows 

there exist events outside the region. Performing an integration on the data points, the 

area method, from the distribution yields an efficiency of 0.946 ± 0.001 (statistical error 

only) for the fiducial cut. A relative 2% systematic uncertainty is assigned assuming the 

distribution is flat as functions of the jet multiplicity and the luminosity. When normalized 

with the run 1A number of 0.956 ±  0.011 [36], the combined efficiency for all the runs is 

estimated to be 0.948 db 0.018.

To calculate the correction factor for the lepton identification, efficiencies measured
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Figure 5.2: The distribution for z-coordinate of the run IB inclusive W  event vertex before 
the fiducial cut. The results of a fit to a Gaussian are also displayed. The arrows indicate 
the cut values of ±60 cm.

from Monte Carlo W  —> ev, ftp samples are compared to those from data Z  —+ ee, ftfi events 

[62]. The Z  samples are used because leptons come from W  and Z  events are both isolated, 

and one can examine the second leg of Z  decays to obtain the identification efficiencies. 

Scale factors of 0.866 ±  0.011 for electrons and 0.924 ±  0.016 for muons are obtained. 

Weighed by the ratio of electron and muon events in the W  + > 1 jet data sample, a 

combined correction factor of Riepton = 0.890 ±  0.013 is found.

Uncertainties resulting from the je t multiplicity m o d e lin g  as well as the jet energy 

scale are also considered. Monte Carlo samples with the initial and final state radiation 

simulations are used to measure the uncertainty of the jet multiplicity m o d e lin g . Errors are 

estimated by taking half of the difference in of between default Monte Carlo and that 

with radiation simulation turned off. A relative uncertainty of 7.0% is found. Uncertainty 

due to the jet energy scale is estimated to be 7% in the reference [63]. Combining all 

available information, table 5.2 shows in the W  +  > 3 jets bin for several top quark 

masses for the combined run 1A and run IB data samples.
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Mtop =  165 GeV/c2 Mtop = 175 GeV/c2 M t^ = 185 GeV/c2
raw Ati 0.115 ±  0.011 0.120 ± 0.012 0.125 ± 0.012
e\Zvtx\ 0.948 ±  0.018 0.948 ±  0.018 0.948 ±  0.018
R lep to n 0.890 ±  0.013 0.890 ±  0.013 0.890 ±  0.013
A-tt 0.097 ±  0.010 0.101 ±  0.010 0.105 ± 0.011

Table 5.2: The fractions of t t  events passing all event selection criteria (except for the trigger 
requirement) after corrections for the event vertex cut and lepton identification efficiencies.

5.2.2 Determination o f etrigger

The acceptance study described above does not include the trigger requirement. 

The (Level 1 x Level 2) and Level 3 trigger efficiencies are measured separately for electron 

and muon events in unbiased data samples described in reference [64]. The trigger studies 

assume that the electron data and muon data are not correlated. One can study the electron 

trigger performance in muon data and vice versa.

The (Level 1 X Level 2) electron trigger is estimated to be ~  100% efficient from an 

.OR. of electron triggers and J5T trigger. To study the Level 3 electron trigger, an unbiased 

data sample is needed. The sample is selected by requiring events pass the Level 3 muon 

triggers contain electrons passing all the electron identification cuts including the Level 2 

electron trigger requirement with the exception of the isolation cut. By counting events 

among this group that also exhibit a Level 3 electron trigger, the Level 3 electron efficiency 

is measured to be 0.987 ±  0.003 (stat).

The (Level 1 X Level 2) muon trigger efficiency is obtained by simulating the trigger 

algorithms. The efficiency is estimated to be 0.899 ±  0.009 (stat). Using the method 

employed to measure the electron trigger, the Level 3 muon trigger is examined in an 

inclusive electron sample containing muons. The efficiency is found to be 0.970 ± 0.007 

(stat). Combining the Level 1, Level 2 and Level 3 results leads to a muon trigger efficiency 

of 0.872 ±  0.009 (stat).

When the electron and muon trigger efficiencies are weighted by the number of
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Jet Multiplicity W  +  1 jet W  + 2 Jets W  -f >3 Jets
b jets per event 
c jets per event 
p jets pre event

0.860
0.023
0.117

1.449
0.109
0.442

1.753
0.368
1.568

b tags per event 0.238 0.405 0.501
c tags per event 0.001 0.006 0.023
p tags pre event 0.001 0.002 0.003

Table 5.3: Number of b, c and non-heavy flavor jets and tags expected in (tt —► W  + jets) 
events.

events in each category of the W  + > 1 jet sample, a composite trigger efficiency of 0.935 

±  0.09 with relative 10% uncertainty is assigned (See reference [64] for more details).

5.2.S Determination o f etag

As shown in previous chapter, the tagging efficiency in electron data samples has 

been measured using different techniques. Good agreement is found between simulations 

and measured data. The semileptonic 6 decays as well as the inclusive b decays are well 

modeled by the Monte Carlo programs where improved track-finding simulations are needed. 

This method is selected for determination of the tt event tagging efficiency in the analysis.

Note the tagged jets are not required to be b jets in the simulations. The charm and 

non-heavy flavor jets in the tt events can also be tagged. Table 5.3 shows number of b, c and 

non-heavy flavor jets as well as tags expected in a (tt —► W  +  jets) sample. The efficiency 

for tagging at least one jet in a tt event in the W  +  > 3 jets sample as a function of top 

mass is plotted in figure 5.3. It is found that the central values of the tagging efficiencies 

varies within 3% between 160 GeV/c2 and 190 GeVf<^an.6. shows little dependence on the top 

mass. Table 5.4 summaries the efficiency numbers predicted in each of the jet multiplicity 

bin.

Beside the relative 7% uncertainty resulting from using the the Monte Carlo pro

grams to measure the tagging efficiency as described in appendix C, variations due to the
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Jet Multiplicity W  +  1 jet W  +  2 Jets W  -f >3 Jets
Mtop =  165 GeV/c2 0.198±0.018 0.324±0.009 0.396±0.005
Mtop =  175 GeV/c2 0.240±0.016 0.356±0.008 0.420±0.004
Mtop =  185 GeV/c2 0.232±0.022 0.361±0.010 0.414±0.005

Table 5.4: The run IB event tagging efficiencies predicted in the Monte Carlo samples. 
Errors shown are statistical only.

luminosity dependence are also examined. It has been shown in the figure 5.1 (b) that 

the integrated fraction of the instantaneous luminosity in the top signal sample, the W  + 

> 3 jets sample, agrees well with that in the electron data. Therefore one can examine 

the dependences on luminosity for the tagging efficiency in the W  samples by checking the 

tagging rate in the electron data. Figure 5.4(a) shows the tag rates in the jets associated 

with electrons as functions of instantaneous luminosity. Note that less than 2.5% of the 

data was collected with instantaneous luminosity greater than 15 X 1030 cm~2sec~l and the 

distribution is consistent with a flat tagging efficiency with relative uncertainties measured 

to be less than 1.0%. The dependence on the integrated luminosity is also shown in 5.4(b). 

Variations due to the increased track multiplicity of events with high instantaneous lumi

nosity or radiation damage to the SVX detector during the data-taking are small compared 

to the total uncertainty. A total of 10% relative uncertainty is assigned to the event tagging 

efficiency.

The run 1A event tagging efficiency is different from that of run IB. With several 

upgrades to the silicon vertex detector and less radiation damage, the tagging algorithm 

is more efficient when applied on run IB data. Studies [65] show the average b tagging 

efficiency in run 1A data is (86 ±  4)% of that in run IB data. This leads to a 0.320 ± 

0.096 run 1A event tagging efficiency in tt events. The different event tagging efficiencies 

are used separately in the calculations of the tt production cross section. Weighed by the 

integrated luminosity, the event tagging efficiency for whole run is measured to be 0.402 ± 

0.052 with top mass assumed to be 175 GeV/c2.
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Figure 5.3: The event tagging efficiency in the run IB tt Monte Carlo samples as a function 
of top mass are plotted. All tags from b, c and non-heavy flavor sources are counted.
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Figure 5.4: The tag rates in the run IB inclusive electron data are plotted versus the 
(a) instantaneous and (b) integrated luminosity. The shaded regions are the ±ltr bounds of 
a fit assuming no dependence on the instantaneous and integrated luminosity.
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Mtop =  165 GeV/e2 M t0p = 175 GeV/c2 Mtop = 185 GeVJc2
A-u 0.097 ±  0.010 0.101 ± 0.010 0.105 ±  0.011
£trigger 0.935 ± 0.094 0.935 ±  0.094 0.935 ±  0.094
etag 0.383 ± 0.048 0.402 ±  0.052 0.397 ±0.051
cit 0.035 ±  0.007 0.038 ± 0.007 0.039 ±  0.008

Table 5.5: The total tt event detection efficiency. All uncertainties include statistical and 
systematic errors.

5.2-4 Summary

The total tt event detection efficiency for different top masses are summarized in 

table 5.5. The acceptances rise with the top mass as one would expect. This is mostly due 

to the increase of the fraction of events passing the kinematic requirement of > 3 jets cut 

in the selection criteria. Less than 4% of the it events with top mass between 165 and 185 

GeV/c2 can be identified using the method described in this dissertation.
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C hapter 6

Background to  t t  Production

Jets identified by the tagging algorithm in the W  + jets sample are either heavy 

flavor tags or the fake tags. Events containing heavy flavor content produced in associa

tion with the W, or from non-W  sources passing the W  + jets sample selection provide 

tags from b and c hadrons besides tt decays. These processes include W  production with 

gluons splitting into heavy quark pairs (Wbb and Wcc), pp—► W  +  charm , W W  and W Z  

production, or non-W mechanism such as Z  + heavy flavor, Z  —► t t  , and bb production. 

Background to tt production resulting from single top production is also considered. Fake 

tags originating from track mismeasurement are dominated by the non-heavy flavor tags 

with fewer mistags from b and c hadrons observed. In this chapter, the contribution from 

each individual process is computed separately for run IB data and combined with those for 

run 1A, documented in reference [49], into final numbers. The calculations are based on the 

assumption that there are no tt events in the W  4- jets sample. Errors resulting from this 

assumption can be removed in the final calculation of the tt cross section. A comparison of 

kinematics features between data and predictions are presented in the end of the chapter.

6.1 T he M istags Background

The mistags background in the W  +  jets sample resulting from the track mismea

surement is determined using parameterization of the x — y projected decay length, Lxy,
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Figure 6.1: The positive tag rate (circle) and negative tag rate (triangle) as functions of 
(a) Jet Et and (b) Number of good SVX tracks.

derived from the generic jet sample. The +Lxy and -Lxy tag rates can be parametrized 

based on the ET of the tagged jet and associated number of good SVX tracks. The positive 

and negative Lxy tag rates as functions of jet ET and number of good SVX tracks in the 

run IB 50 GeV  jet-trigger sample are shown in figure 6.1. The excess of positive tags is 

consistent with the presence of heavy flavor b and c in the generic jet sample.

Assuming that all the fake tags have a decay-length distribution symmetric around 

zero, one can predict the fake tags by examining the -Lxy tag rate in the W  +  jets samples. 

The calculations then use parameterization functions derived separately from run 1A and 

IB data. The reliability of the parameterization has been checked using different jet-trigger 

samples described in reference [51]. However, to exclude contributions in the negative tags 

from heavy flavor content in the generic jet sample which will be computed in the following 

sections, studies [50] show correction factors of 0.88, 0.87 and 0.83 are needed for the 

parameterization in the W  + 1, 2, and > 3 jets bins. Table 6.1 shows the predictions for 

the mistag backgrounds in the W  4- jets sample. Adding all uncertainties leads to a total 

error of ±40% on the fake background prediction in the W  +  jets sample [50].

71

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Jet Multiplicity W  +  1 jet W  + 2 Jets W  + >3 Jets
1A Parameterization 4.8 1.8 0.59
IB Parameterization 16.8 5.8 2.12
Correction Factor 0.88 0.87 0.83
Mistag Background 19.0±7.6 6.6±2.6 2.25±0.89

Table 6.1: Mistag background estimated in the W  +  jets sample.

6.2 Non-PF, Z  Backgrounds

Tags from non-W, Z  sources can mimic the semi-leptonic W  boson decays. These 

include QCD light quark or gluon multi-jet events and heavy flavor pair production (66 or 

cc). The event selection is satisfied by either a faked lepton from fragments of a jet, or a 

real lepton from 6 or c decays while other jets in the event are mis-measured and result a 

large missing energy. It is expected there are more tracks close to such fake or real leptons 

due to their proximity to the parent jet in both cases. By studying the lepton isolation (Id) 

and the missing transverse energy (jlT) in the events, tags from the non-W, Z  sources can 

be directly determined from the data with the assumption that these two quantities are not 

correlated for the non-PP, Z  background events.

The Id  vs. J5t distributions for the run IB W  +  jets samples are shown in figure 

6.2. A cluster of events at large I d  and small jST are dominated by leptons from 6 decays, 

while another cluster of events at small I d  and large H5t  constitutes the W  samples. Each 

plot is divided into four regions:

• Region A: llT < 15 GeV and Id  < 0.1

• Region B: < 15 GeV and Id  > 0.2

• Region C: H!t  > 20 GeV and Id  > 0.2

• Region D: j!T > 20 GeV and Id  < 0.1 (W signal region)
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Figure 6.2: Lepton isolation va. event J&x in the (a) e + jets and (b) /z + jets sample.

The I,.., va. {IT method factorizes the computation in two steps: (1) the total number 

of non-W, Z  events before tagging and (2) the tag rate in these events. The number of 

background events before tagging in the W  signal region D can be estimated by (A * C)/B , 

and the fraction of such events in the W  + jets sample is Fnon_ W,z =  • Table

6.2 summaries the yields of events before tagging in run IB data. The derived fractions 

Fnm-W,z are also given for each jet multiplicity bin. Note that in order to improve the 

sample statistics, the trigger requirement is dropped since triggers do not introduce any 

bias. To estimate the tag rate for the background events in region D, the assumption that 

the tag rate of these events is independent of $ T is verified in a bb Monte Carlo sample. 

Therefore, the tag rate in region D is assumed to be the same as that in region A where 

events are selected using the same isolation cut. Table 6.3 shows the tag rate per taggable 

jet found in each region. Number of expected tags from non-W, Z  sources are listed in 

table 6.4. A systematic error of ±50% is assigned to include various uncertainties in the 

estimation.

73

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Region W  + 1 jet W  + 2 Jets W  + >3 Jets
M 0 0 « 00 (e) (M)

A 7311 4129 610 362 63 52
B 10796 7842 1315 4796 195 950
C 627 548 145 567 38 212
D 5166 3974 745 664 139 138

Fnon-W,z(%) 8.2±0.4 7.3±0.4 9.0±1.0 6.4±1.0 8.8±2.4 8.4±2.4
Weighed(%) 7.8±0.3 7.8±0.7 8.6±1.7

Table 6.2: Summary of events before tagging in regions A-D and the background fraction 
Fnon-w,z in the run IB inclusive W  + jets sample.

Region W  + 1 jet W  + 2 Jets W  + >3 Jets
Tag Rate(%) Tag Rate(%) Tag Rate(%)

M 00 (#0 w 00
A 2.9±0.3 2.6±0.4 1.7±0.6 1.7±0.7 6.0±2.6 1.4±1.4
B 5.7±0.3 9.1±0.5 5.4±0.7 13.8±0.5 6.1±1.4 11.5±0.8
C 5.1dbl.3 12.2±2.0 7.8±2.4 11.8±1.3 10.7±4.1 8.7±1.5

Table 6.3: Summary of tag rate in regions A-C in the run IB inclusive W  + jets sample.

W  +  1 jet W  +  2 Jets W  + >3 Jets

IB N taggable

(e) (/*) 
2203 1857

(e) (#0
665 622

(e) (/*) 
200 238

IB Non-W, Z 8.8±4.4 2.1±1.1 0.74±0.37
1A+1B Non-W, Z 10.1±5.1 3.1±1.6 1.07±0.54

Table 6.4: Summary of taggable jets in run IB W  + jets samples and estimated background 
from non-PT, Z  sources for run 1A + IB data.
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6.3 T he Background from W W ,  W Z  and Z  —► r r

Contribution from the W W , W Z  and Z  —► t t  processes are estimated in the Monte 

Carlo samples. The calculations use the theoretical production cross section and their 

branching ratios in “lepton plus jets” modes. By combining the acceptances including tag 

rates predicted by the simulations, the final results are obtained after multiplication by 

the integrated luminosity for the run. Relative 30% errors are applied to the Monte Carlo 

predictions to include various uncertainties in the estimation.

W W  events can be identified as W  +  jets events with one W  decay leptonically. The 

theoretical production cross section of the process is 9.5 ±  0.5 ± 0.5 pb [52] where the first 

error is due to the uncertainty in structure functions and the second is from Q2 uncertainties. 

Table 6.5 gives the acceptance and tag rate studied using 157,366 events generated with 

PYTHIA and detector simulations. Tags from the W W  process are estimated by

Nww  =  <r(WW) • eaccpt • etag • j C d t

Jet Multiplicity W + 1 Jet W  +  2 Jets W  +  >3 Jets
Acceptance 
Tag Rate 
IB Background

(5.00±0.05)%
(1.19±0.12)%

0.51±0.17

(4.71±0.05)%
(2.35±0.18)%

0.95±0.29

(0.85±0.02)%
(2.91±0.46)%

0.21±0.07
1A + IB Background 0.58±0.20 1.05±0.32 0.24±0.09

Table 6.5: W W  background estimated in the W  jets sample.

W Z  diboson production is expected to give a small contribution to the tags in the 

W  + jets sample with events containing W  -* ev or pi/ and Z  —► 66 decays. The process 

is simulated with 27,124 Monte Carlo events. The following calculation is done to examine 

the W Z  background:

N w z  =  tr(WZ) • Br  • eaccpt • etag • f c *
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By counting events passing the W  +  jets selection and requiring events with at least one 

jet tagged, the contributions from the W Z  process can be estimated from the production 

cross section <r(WZ) of 2.6 ±  0.3 ±  0.3 pb and the branching ratio for W Z  —► evbb or fivbb 

predicted to be 0.02 [53]. Table 6 .6  summaries the calculations.

Jet Multiplicity W  + 1 Jet W  +  2 Jets W  + >3 Jets
Acceptance 
Tag Rate 
IB Background

(11.9±0.2)%
(18.4±0.7)%

0.21±0.07

(1 2 .8 ± 0 .2 )%
(33.0±0.8)%
0.40±0.13

(2.4±0.1)% 
(33.4±1.9)% 
0.08± 0.03

1A +  IB Background 0.23±0.08 0.45±0.15 0.09±0.03

Table 6 .6 : W Z  background estimated in the W  +• jets sample.

The production cross section for the er(Z —► r r )  process is 0.2 ±  0.02 nb. The sub

sequent r  decays can provide high PT electrons or muons along with hadrons. Simulations 

with 317,202 events, table 6.7 gives a background estimate of

N z  —*TT —(t{Z -*• r r )  • €accpt • elag • f  Cdt

Jet Multiplicity W  -1-1 Jet W  4-2 Jets W + >3 Jets
Acceptance 
Tag Rate 
IB Background

(0.176±0.007)%
(1.32±0.44)%

0.42±0.13

(0.034±0.003)%
(1.32±0.44)%

0.08±0.03

(0.003±0.001)%
(1.32±0.44)%
0.007±0.002

1 A + IB Background 0.49±0.16 0.10±0.04 0.009±0.003

Table 6.7: Z  —» r r  background estimated in the W  + jets sample.

6.4 T he Wbb and Wcc  Backgrounds

The leading order and some higher order Feynman diagrams for Wbb and Wcc 

production are shown in figure 6.3. These processes are simulated using several Monte
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Figure 6.3: Feynman diagrams for (a) Wbb (Wcc) production, and (b) an example of higher 
order production.

Carlo programs to obtain an accurate production rate of event with only one “real” W  with 

gluons splitting into jets. These programs consider effects of higher order contributions, 

finite b (c) mass as well as the angular correlations of the two bottom (charm) quarks in 

space. The computation thus combines the fraction of W  events that are expected to have 

a heavy flavor pair and the corresponding tagging efficiencies, to estimate the expected tags 

per event in each jet multiplicity bin. The final contributions can be obtained by multiplying 

the number of “real” W  candidates in the sample.

6 .4 .I  Composition o f the W  + Jets Sample

To estimate the number of the “real” W  + jets events, one can subtract the Non- 

W ,Z  fraction, W W , W Z, Z  t t  (described in previous sections) and Z  -f jets events 

from the inclusive W  +  jets sample. Note that there still remain Z  +  jets events in the W  

+  jets sample after the Z  removal described in chapter 3. The ratios between Z  and W  

events (N z /N w ) estimated from Monte Carlo are (4.9 ±  2.5)% in the electron sample and 

(10.5 ±  1.9)% in the muon sample [54]. Therefore the number of “real” W  + jets events 

(N w ) can be estimated by

Njata • ( 1  -  Fnon-W,z) ~ NyfW ~ NwZ ~ Nz~*rr 
-----------------------------I T S --------------------------Nw
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W  +  1 jet W  + 2 Jets W  +  >3
Njata 9003 1382 273
Z/W ratio (weighed) (7.3±2.2)% (7.5±2.2)% (7.7±2.5)%
Fnon-W,Z (7.8±0.3)% (7.8±0.7)% (8.6±1.7)%
W W  event 43±13 40±12 7.3±2.2
W Z  event 1 ± 0 1 ± 0 0 .2 ± 0 .1

Z  —* t t  event 32±10 6 ± 2 0.5±0.16
“real” W  event 7665±235 1142±52 224±14
“real” Z  event 560±168 86±25 17±6

Table 6 .8 : Composition of the run IB inclusive W  -f jets sample.

Table 6 .8  list each component in the calculations and the final results. These num

bers are used to estimate the Wbb, Wcc and Wc backgrounds as well as the Z + heavy 

flavor contributions in the following sections.

6-4-2 Wbb background

The Monte Carlo generators used to model the Wbb production include a parton 

shower program and the VECBOS [55] program which are both interfaced to the Herwig 

generator. The parton shower program runs the W  + 1 jet matrix element calculations, 

followed by parton shower evolution that produces 66 pairs. The program is used to predict 

the fraction of W  events with exactly one b jet in the final state. It has been shown that the 

parton shower approach underestimates the rate of events in the region where the angular 

separation of the two 6  jets becomes larger. Therefore, the fraction of events with exactly 

two 6 jets in the final state is calculated using the VECBOS program with a 6 6  option. 

VECBOS is a parton-level Monte Carlo based on tree-level matrix element computation. It 

generates two hard 6 quarks, giving rise to two separate 6 jets in each event. Therefore the 

W66 background in the W  +  jets sample can be calculated in each of the jet multiplicity 

bins by

N\Vbb — N\V • (Fl-Wbb ' clW66 + F2Wbb ' ^Wtib)
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Jet Multiplicity W  +  1 Jet W  + 2 Jets W  + > 3 Jets
Nw 7665±235 1142±52 224±14
F l Wbb (0.55±0.14)% (0.87±0.23)% (1.53±0.48)%
F^wbb (0.85±0.25)% (1.50±0.40)%
e l Wbb (2 0 .6 ± 0 .6 )% (2 0 .0 ± 1 .2 )% (15.3±2.6)%
& W bb (39.5±2.8)% (38.1±4.9)%
IB Background 8.7±2.2 5.8±1.7 1.80±0.58
1A + IB Background 10.7±3.8 6.8±2.5 2.10±0.84

Table 6.9: Wbb background estimated in the W  -f jets sample.

where Nw  is the number of “real” W  candidates; F I a n d  F2W^  are the fractions of 

events which have exactly one and two b jets in the final state [56]; the e ^ j j ’s are the 

corresponding tagging efficiencies. Table 6.9 summarizes the results.

6-4.3 Wcc background

The Wcc background is calculated using the same method as used in the Wbb 

computation. All events containing Wes vertex are exclude and are considered as part of 

the Wc background described in the next section. Therefore the difference between the 

contributions from Wbb and that of Wcc are due to the quark mass and fragmentation 

differences. Tables 6.10 summarizes the results.

6.5 The Wc  Background

An example of associated production of charm with a W  boson at lowest order is 

shown in figure 6.4. The fusion of a strange quark from the sea with a gluon, gs —► Wc is 

the dominated source with a smaller contribution from the gd —► Wc process. Higher order 

processes such as gg —» Wes which have no quark in the initial state are also possible. The 

background shown in table 6 .1 1  is calculated in each jet multiplicity by

Nwc =  Nw ' Fwc • tWc 
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Jet Multiplicity W  +  1 Jet W  +  2 Jets W  + >3 Jets
Nw 7665±235 1142±52 224±14
■FI Wcc. (1.28±0.49)% (2.37±0.91)% (3.49±1.45)%
F 2  wcc (1.04±0.27)% (1.80±0.50)%
e l  Wcc (4.8±0.2)% (4.0±0.4)% (4.8±1.0)%
e2  w<£ (7.0±1.4)% (12.2±3.0)%
IB Background 4.7±1.8 1.9±0.7 0.87±0.36
1A + IB Background 5.7±2.6_______2.5±1.2 1.01±0.48

Table 6.10: Wcc background estimated in the W  + jets sample.

kA/VW ^

Figure 6.4: An example of the Feynman diagram for Wc production.
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Jet Multiplicity W -f- 1 Jet W -f 2 Jets W + >3 Jets
N w 7665±235 1142±52 224±14
Fwc (5.3±1.3)% (7.5±1.5)% (8.0±1.5)%
e-Wc (3.5±0.3)% (5.3±0.7)% (9.6±1.9)%
IB Background 14.2±3.7 4.5±1.1 1.72±0.48
1A + IB Background 17.4±4.7 5.4±1.4 1.96±0.59

Table 6.11: Wc background estimated in tbe W  +  jets sample.

where Nw  is the number of “real” W  candidates; Fwc is the fraction of Wc events found 

in W 4- jets events studied in the Monte Carlo sample [49]; cwc is the event tag rate.

6.6 Z  +  H eavy Flavor

Events containing Z  +  heavy flavor jets are accepted into the W  + jets sample. 

The heavy flavor hadrons come from gluon splitting which are similar to Wbb and Wcc, or 

from Zbb vertex (gg —*■ Zbb) as well as Zee vertex (similar to Wes). These contributions are 

estimated by multiplying the fraction of each process obtained from Monte Carlo simulations 

of the number of Z  events remaining in the W  sample as shown in table 6 .8 . Studies [50] 

show that the Z  -f heavy flavor events provide 2.7 ±  1.2 tags in the W  +  1 jet sample, 

1.4 ± 0.5 tags in the W  + 2 jets sample, and 0.44 ±  0.18 tags in the W  + > 3 jets sample.

6.7 Single Top P roduction

Single top production in the pp collisions is an additional background to the tt signal 

in the W  + jets sample. This includes the top quark produced from W-gluon fusion and 

from W m decays. The theoretical production cross section [57] for these two channels are 

1.44 ± 0.43 pb for W-gluon fusion and 0.74 ± 0.05 pb for W m modes. The processes are 

simulated in Monte Carlo samples. 80,146 W-gluon events and 72,103 W* events are used
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Jet Multiplicity W  -f 1 Jet W  +  2  Jets W  + >3 Jets
Acceptance
W - g (2.65±0.06)% (3.78±0.07)% (2.02±0.05)%
w- (2.08±0.05)% (4.21±0.07)% (1.51±0.05)%
Tag Rate
W - g (20.1±0.9)% (26.4±0.8)% (32.0±1.2)%
W m (23.1±1.1)% (36.6±0.9)% (40.0±1.5)%
IB Background 1.01±0.3 2.32±0.70 1.24±0.37
1A + IB Background 1.20±0.36 2.73±0.82 1.51±0.45

Table 6.12: Single top production estimated in the W  +  jets sample.

to obtain the acceptance and tag rate. Table 6.12 summaries the final numbers with relative 

30% uncertainties assigned.

6.8 Background Correction for t t  C ontent

The sum of all the backgrounds assuming that there are no it events in the W  + 

jets samples are shown in table 6.13. Figure 6.5 shows the number of W  candidates, the 

number of events passing the tagging algorithm, and the backgrounds as a function of jet 

multiplicity in the event. A clear excess is shown in W  +  > 3 jets bin where most it events 

are expected to lie.

However, corrections are needed for those backgrounds which are obtained by mul

tiplying the number of W  + jets events. The contributions are overestimated because the 

number of W  + jets events should be smaller since some of them are real tt events. This is 

done using a iterative procedure which assumes a fixed fraction of backgrounds from non-tt 

W  + jets events. Other backgrounds such as W W , W Z , Z -* t t  and single top contribu

tions are directly calculated from theoretical production cross section and thus remain the 

same during the iteration. With data tagged events being the sum of the tagged it events 

and backgrounds (the it event tagging efficiency was given in the previous chapter), the 

run 1A and IB backgrounds after correction for the it  content are 1.66 ±  0.47 and 7.36 ±
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Jet Multiplicity W  +  1 Jet W  +  2  Jets W  +  >3 Jets
Mistags 19.0±7.6 6 .6 ± 2 .6 2.25±0.89
Wbb, Wcc 16.4±6.4 9.3±3.7 3.11±1.32
Wc 17.4±4.7 5.4±1.4 1.96±0.59
Z + heavy flavor 2.7±1.2 1.4±0.5 0.44±0.18
W W , W Z, Z  —► t t 1.3±0.4 1.6±0.5 0.34±0.12
Non-W, Z 10.1±5.1 3.1±1.6 1.07±0.54
single top 1.20±0.36 2.73±0.82 1.51±0.45
Total 6 8 .1 ± 1 2 .2 30.1±5.1 10.68±1.85

Table 6.13: Summary of backgrounds in the W  +  jets sample.

1.37 respectively. These numbers are separately used in the calculation of the tt production 

cross section in the next chapter.

6.9 K inem atic  D istributions

Kinematic distributions of the tagged events in the W  + > 3 jets sample are com

pared to those in tt Monte Carlo events (Mtop = 175 GeV/c2) and backgrounds. The back

grounds have been corrected for the tt content, and the shapes include relative contributions 

from Wbb, Wcc, W c  and single top contributions. Figures 6 .6  and 6.7 compare the cr and 

Et  distributions of the tagged jets. The cr distributions show that the tagged jets are con

sistent with jets primarily from heavy flavor in both tt and background events. The ET plot 

shows that the tagged jets in the tt events are more energetic than those in the backgrounds 

and data is consistent with the predictions. In figure 6 .8 , number of tracks attached to the 

displaced vertex in the tagged jets is compared. The fact that there are relative more charm 

tags and less bottom tags among the backgrounds results in fewer tracks associated with 

the background tags as shown. Reconstructed transverse mass of the W  bosons is shown 

in figures 6.9. It is found that the selection of a high P T lepton with ET requirement in the 

events gives a clear W  identification as expected. Figure 6.10 compares the total transverse 

energy distribution, HT, of the tagged events. HT is defined as the sum of the transverse
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energy of the primary lepton and all jets in the event as well as the j£T. The plot shows 

that the it events are more energetic and that events with at least one tagged jet have rel

atively more total transverse energy than untagged events. The HT distributions also give 

indication that an additional HT cut could have been used to reject the background in the 

W  -f- jets sample as used in the analysis published by the DO collaboration [6 6 ]. However, 

to avoid distorting the tt event topology, this dissertation does not use the kinematic HT 

cut in the event selection. In all cases the kinematic distributions are consistent between 

data and predictions.
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Figure 6.5: The W  + jets distribution observed in the data. The open circles are events 
before tagging and the solid triangles are events after tagging. The cross-hatched boxes are 
backgrounds assumed there is no it events in the samples.
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Figure 6 .6 : The dash histogram is the cr of the tagged jets in the top signal region for a 
Herwig topl75 4 - background Monte Carlo. The points are the data. The two distribu
tions are normalized to the same area. The hatched histogram is the background shape 
normalized to its relative contribution.
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Figure 6.7: The dash histogram is the ET of the tagged jets in the top signal region for a 
Herwig topl75 + background Monte Carlo. The points are the data. The two distribu
tions are normalized to the same area. The hatched histogram is the background shape 
normalized to its relative contribution.
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Figure 6 .8 : The dash histogram is the number of tracks attached to the vertex for the 
tagged jets in the top signal region for a Herwig topl75 + background Monte Carlo. The 
points are the data. The two distributions are normalized to the same area. The hatched 
histogram is the background shape normalized to its relative contribution.
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Figure 6.9: The dash histogram is the transverse mass distribution of the lepton and neu
trino (whose momentum is estimated using the missing ET vector) for a Herwig top 175 + 
background Monte Carlo. The points are the data. The two distributions are normalized 
to the same number of events. The hatched histogram is the background shape normalized 
to its relative contribution.
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Figure 6.10: The dash histogram is the HT distribution for a Herwig topl75 + background 
Monte Carlo. The points are the data. The two distributions are normalized to the same 
number of events. The hatched histogram is the background shape normalized to its relative 
contribution.
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Chapter 7

R esu lts and Conclusions

The tt production cross section calculated using the tagged events in the “lepton

plus jets” channel is presented. Given the event counts, backgrounds, acceptances, and

integrated luminosity developed in the preceeding chapters, a  m axim nm -liV elihood method

assembles all the numbers, and determines the cross section and its uncertainty. The central

value of the cross section found from the maximum of the likelihood method is

N - B  
a ~  e -fC d t

as shown in the chapter 1 . A summary of all results is listed in table 7.1.

7.1 M easurem ent o f th e  Cross Section

The cross section (<xtf) and its uncertainty are calculated using the likelihood func

tion:

( c * ,r s c d t+ B ) ''  ( w jo h .b )»  . . e- ^ . e- (J^ r L
Nl

Note the likelihood expression is a combination of a Poisson for the number of tagged events 

and Gaussians for backgrounds, acceptances and integrated luminosity. In the maximization 

the parameters B, e and / Cdt are initialized at their mean values, B , e and / Cdt, and varied 

to obtain a maximum value for the likelihood. <rtj is determined at the m axim um  of the 

In L, the minium value of -In A in the calculations.
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Item Run 1A Run IB Combined 1A + IB
Tagged Events 4 30 34
Corrected Background 1.7 ±  0.5 7.4 ±  1.4 9.0 ±  1.9
Acceptance 0.030 ±  0.010 0.040 ±  0.007 0.038 db 0.007
Luminosity (in pb-1) 19.3 ±  0.8 90.1 ±  7.2 109.4 ±  7.2

Cross Section (in pb) 4 .0 t^ 6.3 t 2d 6 -0 ±f;l
(Aftop = 175 GeV/c2)

Table 7.1: Summary of the tt production cross section measurement.

To determine the uncertainty, several adjustment need to be applied on the likeli

hood function. These include

• The run 1A and run IB numbers for each parameter are separately used in the Gaus- 

sians.

• The acceptances are divided into £ =  Atj * €trigger * etag as described in chapter 5 

where the first two items are common to run 1A and IB.

• The backgrounds are separated into mistags and non-mistags. The non-mistags back

ground can be scaled by the tagging efficiency to obtain the pre-tag background, 

i.e. B  =  Bmiatag 4- etag * BpTeta9. The purpose is to include the tagging efficiency 

uncertainty in the pretag backgrounds used in the likelihood calculations.

Using G(p,p, <rp) as a Gaussian expression for parameter p with mean p and width 

Op, and P(n, m) as a Poisson with mean m and number of observed events n, the likelihood 

expression changes to:

L = G(Bpretaa, Bpretas, *BPr'taa) • G(BmUtag, B mi' tag, <rBm,

•G(Atf, A t l ,  ^ A f i )  • G (e tr ig g e r , *trigger, ^(-trigger ) ’ ^ ( etag> *tag, ^ t ta g )

•G(JCdt, JCdt,(Tlum) • P (N ,e- Jcd t-  <rti + B)
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The uncertainty is estimated by considering the at{ change necessary to decrease In L 

by A(lnX) = \  which corresponds to an increase of the goodness-of-fit x 2 by 1. With top 

mass measured to be 175.6 ±  5.7 (stat) ± 7.1 (syst) GeV/i:2 in CDF [67], the tt production 

cross section is measured to be

<rti =  6.0±f;| pb (Mtop = 175 GeV/c2)

while cross sections at top mass of 165 and 185 GeV/c2 are measured to be 6 .7 ^ ^  and 

pb respectively.

7.2 Conclusions

We have presented a measurement of the tt cross section in the “lepton plus jets” 

channel in pp Collisions at y / s  = 1.8 TeV. Results are summarized in table 7.1. Breaking 

down the sources of error on the measurement, table 7.2 lists various uncertainties con

tributing to the final numbers. It is seen that a good measurement has been made in a 

small signal sample where the uncertainties are dominated by the statistical error.

In figure 7.1, the experimental results are compared to the theoretical predictions 

[17]. The cross section measured is in reasonable agreement with the theoretical value. At 

the top mass 175 GeV/e2, cross section values measured from other tt decay channels in 

CDF are also compared and shown in figure 7.2. The data include the tt fully hadronic 

(HAD) final state (tt —*• qq'b qq'b), di-lepton (DIL) final state (tt —► tub I'vh, l,V = e or /z), 

and the “lepton plus jets” channel with different 6-tagging technique (SLT) [3]. The spread 

in theoretical values predicted by references [15][16][17] is also shown. These numbers are 

consistent with each other within one standard deviation and show a good agreement within 

the framework of the Standard Model predictions. The measurement of the tt production 

cross section in the “lepton plus jets” channel described in this dissertation represents an 

important test of the Standard Model prediction for the tt production cross section in pp 

Collisions at y/s =  1.8 TeV.
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Figure 7.1: The tt production cross sections as a function of top mass. The dash line is the 
theoretical predictions with ±l<r bounds shown in dot lines. The points are experimental 
values measured in this dissertation.
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Figure 7.2: The tt production cross sections measured in different tt decay channels in 
CDF. The measurement described in the dissertation is referred as SVX channel. The 
shaded region is the spread theoretical central values assuming a top mass 175 GeV/c2.
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Source Uncertainty
Statistics 23.3%
Background 13.0%
Integrated Luminosity 6.9%
Geometric Acceptance 8.5%
Trigger Efficiency 8.5%
Tagging Efficiency 1 2 .2 %
Total 32.4%

Table 7.2: Summary of uncertainties for the cross section measurement.
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A ppendix A

Prospects for Future W ork

The Fermilab Main Injector collider run is expected to begin in few years. It will 

provide a substantial luminosity upgrade of up to a few x 1032 cm~2aec~l and 99 proton 

and antiproton bunches. The accompanying upgrades of CDF and DO detectors will also 

lead to an extended high PT physics which has been evaluated in reference [6 8 ].

The impact on the future measurement of the tt production cross section is multi- 

phasic. An increase of the acceptances results from the extension of the detector coverage 

for high PT leptons as well as the improved tagging efficiency benefited from new silicon 

system for the identification of low PT tracks and dense jets. The W  -1- > 3 jets sample 

is expected to contain ~  1,300 events with ~  1,100 tags over the course of the 2 / 6 ' 1 

data run. This could radically improve the statistical prospects. A potential to obtain the 

backgrounds directly from data would also reduce uncertainties resulting from the massive 

Monte Carlo simulations shown in this dissertation. Some techniques which exploit the 

kinematic features of the tt events may need to be developed to achieve the prospects.

However several systematic problems occurring at the large luminosities have to 

be addressed. The level of the isotropic energy flow, the so-called underlying events, not 

only jeopardize the accuracy of the event vertex f in d in g  but also affect the certainty of the 

isolation selection cut. Furthermore substantially increased instantaneous luminosity may 

be a challenge for the detector operations. More systematic uncertainties m ig h t occur and 

prohibit precision measurements.
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In the far future, the LHC pp collider run will provide the tt production cross section 

measurement in a different kinematic and initial state regime. At the energies y/s ~ 13 TeV, 

most top quarks are expected to be produced from the gluon splitting process. Therefore a 

different tt production mechanism can be examined.

99

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A ppendix B

T he Jet Probability  F it A lgorithm  and A pplications

B .l  The Jet Probability  A lgorithm

The jet probability algorithm has been, documented in reference [3]. Here is a brief 

description of the algorithm. As described in chapter 4, the signed impact parameters of 

decay fragments from hadrons with a lifetime preferentially populate in the positive side 

of the distribution. Without the lifetime effects, the impact parameters should have been 

only determined by the resolutions of the silicon vertex detector and equally distributed in 

both sides. Therefore hadrons with lifetimes can be identified by the positive-signed impact 

parameters after the resolutions effects being extracted.

The negative side of the signed impact parameter distribution can be used to mea

sure the resolution functions. Tracks associated with jets are also categorized according 

to number of SVX hits and their resolutions. Each distribution is normalized and fit to a 

function R(s), formed by two Gaussians plus exponential tails where s is the signed impact 

parameter. The track probability, PiTack(*)t Is then defined for tracks passing certainty 

quality cuts according to the integral probability that it have a signed impact parameter 

value of 3 or less.
r - 1*1

i >t r a d f c ( « ) =  /  R{t)dt 
J —  OO

Figure B.l (a) shows a distribution of Ptrack(s) for tracks with negative-signed im-
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pact parameters in the generic jets data sample. The shape is essentially flat over most of 

the intervals as expected. There exist small peak near zero which indicates a slight excess 

of tracks with a larger |*| compared to the expectation from the fit. Using the resolution 

functions for tracks passing the same quality cuts but with positive-signed impact parame

ters, the life time eifects can be shown in figure B .l (b). The excess of tracks with larger |s| 

shown by a peak at smaller probabilities reveals the presence of long-lived particles in the 

events. In the following analysis, the resolution functions used for data and Monte Carlo 

jets are separately made using tracks in the generic jets events.

A jet probability is then obtained by combining the probabilities from tracks with 

positive-signed impact parameters in the jet using

*=o
where II = P\Pz • • -Pyv is the product of the probabilities. Figure B .2  shows the jet prob

ability distribution for data events passing the jet 50 GeV trigger. There is excess in the 

first few bins in the plot and is attributed to real heavy flavor content in the data generic 

jets sample. A technique using the different je t probability shapes for 6 , c hadrons and 

non-heavy flavor jets due to the lifetime and fragmentation effects is used to measured the 

fraction of each flavor component.

B .2 The F ittin g  M ethod

Monte Carlo simulations are used to obtain the b and c jet probability shapes ex

pected in data. Events are generated by PYTHIA 2  —► 2  QCD pair production processes (bb 

and cc) with full detector simulations. Figure B.3 shows the relative distributions expected 

for inclusive 6 , c decays and non-heavy flavor jets (referred as primary jets) in the Monte 

Carlo samples. These templates are used as inputs to a binned likelihood fitting for the 

data distribution, covering the range - 1 0  to 0  in fo£io(jet probability) with each content 

constrained to be positive in the fit. The fit results are then scaled by the acceptances to 

obtain the flavor content in the sample.
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Figure B.l: The (a) negative and (b) positive sides of the track probability distributions in 
the data generic jet sample.
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Figure B.2: The jet probability distribution for data events passing jet 50 GeV trigger.
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(c) primary jets. Distributions have been smoothed and normalized to the same area.
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B.3 System atics

The jet probability shapes obtained from, the Monte Carlo simulations are expected 

to be able to represent those in the data. The assumption may not be correct due to the 

following uncertainties.

• Ability of detector simulations: Two systematics are considered.

— Track multiplicity modeling: Number of tracks to form the jet probability is 

not only determined by the fragmentations but also by the detector simulation 

programs. The track multiplicity and jet probability correlate to each other. In 

general the more tracks exist in the jet, the lower jet probability is seen. This 

is shown in figure B.4 and B.5. The track multiplicity modeling ability of the 

Monte Carlo simulations can affect the shapes of the template.

— Resolution modeling: The Monte Carlo jet probability is obtained from the reso

lution functions created by the impact parameter significance distribution of the 

Monte Carlo Jet50 events. The precision of the impact parameter model and 

the error estimation determine the models ability to simulate the jet probability 

shapes for the data. This can also affect the shapes of the template.

In the next section, a comparison of the jet probability distributions between a bb data 

sample and Monte Carlo is made. The comparison also attempts to get correction 

factors which can be applied to the templates if there exists any discrepancy.

• Vertex finding ability: It has been found that the topology of jets recoiling against a 

single high PT track can cause a bias in the shape of the jet probability in the W + 

1 jet or 7  + 1 jet events because few tracks can be used to determine the interaction 

vertex. This effects on the less energetic primary jets is more significant since these 

jets have fewer tracks than b or c jets on the average. Therefore the jet probability 

shape for the primary jets should be obtained from Monte Carlo simulations in each 

specific track multiplicity to obtain the best estimation.
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• Monte Carlo generators: Different generators use different matrix element calculations 

for sub-processes, incoherent gluon emission and fragmentations. This affects the track 

multiplicity and the PT spectrum of the tracks in the jets as well as the jet probability. 

It is shown in reference [48] that using template from different generators results in 

5% uncertainty for the 6 fraction from the fit algorithm.

• b and c life time: There is a 5.8% uncertainty in the b lifetime measurement a t CDF 

[69]. The uncertainty affect the impact parameter distribution of the Monte Carlo 

events. It is also shown in reference [48] that the effect results about 3% uncertainty 

on the fit results.

B.3.1 Check o f the b and c Shapes

To examine whether the jet probability shapes are the same in data and Monte 

Carlo samples, the double-tagged events in the run lb inclusive electron data from which 

most of the 6 — 6 events are selected are used for comparison. An event in the sample is 

required to have an electron track within cone size 0.4 of tagged-jet axis, a so-called electron 

jet, with Et  > 15 GeV and another away tagged jet. The electron jet sample is mostly 

semileptonic 6 decays while the away jet is mostly inclusive 6 decays. A PYTHIA (66 —► eX) 

sample with detector simulations is used to compare with the data. Figures B.4 and B.5 

show the jet probability distributions of Monte Carlo events. The distributions are found 

to be populated in lower regions than in the data in each of the track multiplicity bin.

A comparison of the number of tracks with positive impact parameter between 

data and Monte Carlo is shown in table B.l. Agreement is found in electron jet sample. 

The table shows that the lower jet probabilities found in the MC may not result from 

the track multiplicity modeling in the simulations. In additional to the track multiplicity 

dependences, there must be some subtlety in decay m o d e lin g  and resolutions which result 

the differences shown between data and Monte Carlo. This should be understood in detail.
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Track multiplicity = 2 =  3 > 4
Electron Jet: Data (45.4±1.6)% (34.5±1.5)% (20.1±1.3)%

MC (44.1±1.4)% (35.9±1.4)% (20.0±1.1)%
Away Jet: Data (27.8±1.4)% (32.3±1.4)% (39.9±1.5)%

MC (23.0±1.2)% (32.3±1.4)% (44.7±1.4)%

Table B.l: Comparison between fractions of good SVX tracks with positive-impact param
eter in the (66 -* eX) events between data and MC samples.

Inclusive 6 decays 
Track multiplicity = 2  = 3  > 4

2.74 6-12 8.95

Table B.2: Correction factors for the jet probability in each of the track multiplicity bin.

For now, a simple scale correction is applied on the Monte Carlo distribution to include all 

other effects.

The correction is a single scale factor which is the ratio of the mean values of 

the away jet distributions in each of the track multiplicity bin. The mean values in the 

away jet sample are used because there is no requirement for the electron track present 

in these jets. Table B.2 list the correction factors in each of the track multiplicity bin. 

The correction factors could be even larger if the data sample, presumed all 6 jets, has a 

significant contamination from c or primary jets. Figure B.6 shows the Monte Carlo jet 

probability shapes of the away jets in the (66 —► e X ) events before and after the corrections 

overlayed with the data distribution. The corrected Monte Carlo shape agrees well with 

the data distribution. Discrepancy in the last 3 bins (—0.6 < log(jetprob) < 0) is ignored 

because these 3 bins only containing ~  1% of the events and the disagreement may be due 

to the statistical fluctuation. The same correction factor in each of the track multiplicity 

bin is applied on the 6 and c jet probability shapes without tagging requirement.
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Figure B.4: The /o</io(jet probability) distributions of the semileptonic b decays in each of 
the track multiplicity bin.

107

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



01-3
40

20

0-10 -8 -6 -4 2 0
Nsvx=2, Data

log10(Prob)

CM

10)
40

20

0-10 ■8 -6 •4 •2 0
Nsvx=3, Data

log1Q(Prob)

OJ
s'B

40

20

o Ljnj- 
-10 •8 ■6 -4 02

Nsvx> 4, Data
log10(Prob)

CM0
1

40

20

0 -8-10 ■6 -4 2 0
Nsvx=2, MC

logio(Prob)

CMO
30)

40

20

0-10 -8 ■6 -4 2 0
Nsvx=3. MC

log10(Prob)

CM

S'
Ba

40

20

-6 ■4 2 0
Nsvx> 4 , MC

log,o(pr°b)

Figure B.5: The /o<7io(jet probability) distributions of the inclusive 6 decays in each of the 
track multiplicity bin.
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Figure B.6 : The /o0 lo(jet probability) distributions of the inclusive b decays in data (star) 
with comparison to those of Monte Carlo samples before (dot line) and after (solid line) the 
corrections.

B.3.2 Test o f the Fit Algorithm

The self-consistence of the fit algorithm is tested using two samples containing a 

total of 1 , 0 0 0  and 1 0 ,0 0 0  jets respectively which are made of different fractions of 6 , c, and 

primary jet. A hundred test fits are made for four different flavor combinations in each 

sample. The test data shapes are made by su m m in g  the b, c and primary jet probabilities 

which are obtained from a random selection based on the shapes of the template. The mean 

and error of the fit output are shown in table B.3. Results show that the fit technique is 

able to predict the flavor content, but the statistical power for measuring the amount of the 

6 , c and primary jets depends on the parent distribution. As listed in the table, group 1 

and 4 show cases where each flavor content can be measured separately, while group 2 and 

3 show less sensitivity on the charm fraction. This is expected since the charm template lies 

between shapes of the bottom and primary jets, and the fit power may have been washed 

out in some cases.
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Group (1) (2) (3) (4)
Given fractions 40% b 30% b 5% b 0% b

40% c 10% c 5% c 50% c
20% p 60% p 90% p 50% p

1,000 jets sample 395±5 b 294±4 b 47±2b 9±5b
406±8 c 107±11 c 58±7 c 480±4 c
199±4 p 599±5 p 896±4 p 511±2 p

10,000 jets sample 3978±16 b 2982±14 b 500±7 b 20±10 b
4038±27 c 1030±24 c 495±15 c 4954±15 c
1984±14 p 5988±15 p 9005±14 p 5026±13 p

Table B.3: Test fit results from samples with different fractions of b, c and primary jets.

B .4 Flavor F it in th e  E lectron D ata

The inclusive 6 content in the electron data can be measured to study the tagging 

efficiency by fitting the jet probability distribution of the taggable jets. Table B.4 gives the 

fit results in the run IB electron data. The errors shown in the table are from the likelihood 

fit only. The superposition of the fit on the jet probability distributions is shown in figure

B.7. A common uncertainty of 6.5% resulting from the lifetime and resolution effects is not 

included. Using the Monte Carlo simulations to obtain the acceptances for the fraction of 

taggable jets with the jet probability, which is listed in table B.5, the final results of the b 

content in the inclusive jets sample has been shown in table 4.1.

B .5 Flavor F it in th e  W  +  Jets Sam ples

Tags in the W  -f jets samples come from various sources including tt events and 

backgrounds. It has been found that most of the tags from it events are b hadrons while 

backgrounds give 6, c and non-heavy flavor tags. A crosscheck can be made by comparing 

the flavor contents calculated from the it production cross section measurement to the 

results obtained from the jet probability fit.
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Er(GeV) 10-15 15-20 20-25 25-30 30-35 35-45 45-
Taggable jets 110994 60085 32034 16630 8764 7204 3746

Used in fit 40828 26251 15412 8430 4723 3988 2183
Fit Results:

b 4764
±199

5038
±175

3214
±136

1934
±104

906
±69

781
±65

286
±40

c 6680
±347

1887
±287

1048
±221

136
±166

232
±115

144
±108

300
±73

V 29382
±255

19325
±207

11148
±159

6359
±119

3585
±88

3062
±82

1596
±60

Table B.4: Results of jet probability fit in the low ET inclusive electron dataset. Errors 
shown are statistic only.

Er(GeV) 10-15 15-20 20-25 25-30 30-35 35-45 45-
6(%) 50.8±0.8 62.8±0.9 69.4±1.0 75.1±1.3 77.3±1.7 81.7±1.8 84.1±3.4
c(%) 43.7±0.4 52.3±0.6 57.6±1.0 62.8±1.6 61.5±2.5 68.3±3.0 64.7±8.2
P(%) 36.0±0.4 45.5±0.4 50.7±0.5 55.6±0.5 58.5±0.5 62.4±0.4 65.5±0.5

Table B.5: Fractions of 6, c, and primary jets have jet probabilities observed in the taggable 
jets sample. Errors shown reflect statistics only.
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Figure B.7: The foffio(jet probability) distribution of inclusive jets in the run IB electron 
data, overlayed with the fit results. Statistical errors on the data are included.
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Corrected b and c templates used in the fit are described in the previous sections. 

The template for the primary jets is obtained from a VECBOS W  + n jets Monte Carlo 

sample to simulate the possible vertezing bias. The fit results are shown in table B.6 and 

the errors shown are from the fit only. The superposition of the fit on the jet probability 

distributions is shown in figure B.8, B.9 and B.10. Plots clearly show the existence of the 

bottom and charm hadrons in the sample. The flavor content can be obtained after sca lin g  

the fit output by the acceptances. The acceptances are studied in the Monte Carlo sample 

to measure the fraction of jets may have jet probability in each flavor content. The numbers 

are normalized to the ET spectrum of the data with uncertainties estimated to be within 

5%. As shown in the table, a 20% discrepancy is found between total number of jets in the 

data and the sum of the three components. This may due be to variations in the acceptance 

of the primary jet which is not well understood. A 25% change on the acceptance of the 

primary jets would have resulted the same discrepancy in the total number of jets shown 

here. In any case, the 6 and c content is not affected.

The measurement not only finds the b and c components but also serves as a cross

check to the results of the t i  cross section measurement. A tt production cross section, 6.0 

pb, and the background numbers shown in chapter 6 are used to estimate the content of the 

tags. Estimation is shown in table B.7. Also listed is a comparison to the results of the jet 

probability fit which has been scaled by the corresponding tag rates. A good agreement is 

found among the numbers as well as the actual tags observed in the W  +  jets samples.

Studies of the bottom, charm and mistag components in the W + jets samples using 

jet probability algorithm have been presented. The technique directly determines each flavor 

component from data instead of using massive Monte Carlo simulation. Number of tagged 

jets predicted from the measurement is not only consistent with the Monte Carlo predictions 

but also agrees with data within the large statistical error of the present data size.
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W + 1 jet W + 2 Jets W + >3 Jets
Jets in data 8853 2738 886

Jets used in fit 1906 612 224
Fit results:

b 73±23 62±20 50±18
c 151±50 98±37 37±30
P 1682±52 452±30 138±20

After scaled by acceptances:
6 177±56 146±47 114±41
c 409±136 256±97 94±77
P 6520±203 1668±112 492±71

Table B.6: Summary of the flavor contents in the run IB W + jets samples. Error shown 
are from the fit only.

W + 1 jet W + 2 Jets W + >3 Jets
(a) (b) (a) (b) (a) (b)

b 40.8±13.0 23.0±8.0 35.7±11.5 20.3±7.1 28.4±10.2 35.0±12.3
c 20.8± 7.0 26.2± 9.2 14.1± 5.4 8.2±2.9 5.3± 4.4 3.3± 1.2
P 10.1± 0.3 10.7± 3.7 2.6± 0.2 3.6±1.3 0.8± 0.1 1.2±0.4

Sum 71.7±20.3 59.9±20.9 52.4±17.1 32.1±11.3 34.5±14.7 39.6±13.9
Data 63 43 37

Table B.7: Listed in (a) are number of tags predicted by the fit algorithm (fit error shown 
only) and (b) are number of tags from each flavor in the tt production cross section mea
surement. Tags observed in the run IB W + jets data are also shown.
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Figure B.8: The run IB W  -f 1 jet /o^io(jet probability) distribution overlayed with the fit 
results. Statistical errors on the data are included.
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Figure B.9: The run IB TV + 2 jets /o^oQet probability) distribution overlayed with the 
fit results. Statistical errors on the data are included.
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Figure B.10: The run IB  W  + > 3 jets /o<7io(jet probability) distribution overlayed with 
the fit results. Statistical errors on the data are included.
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A ppendix  C

D eterm ination  o f  S ystem atics for Tracking-finding 

D egradation

The efficiency of the tagging algorithm used in the search for tt signals was deter

mined using a scale factor, the ratio of tagging efficiency between numbers derived from low 

Et  inclusive electron data and Monte Carlo simulation [3]. Restricted by the low statistics 

of higher ET jets in the sample and the different kinematics between seznileptonic 6 decay 

and the totally inclusive b decay for tt events, an improved method using degradation on 

the track-finding efficiency in the detector simulation program is now used to determine the 

tagging efficiency directly from tt Monte Carlo events. To evaluate the systematic uncer

tainties for the method, the kinematic features of a 66 Monte Carlo are compared to those 

in data. In addition, by checking the changes of the tagging efficiencies resulting from the 

degradation of the track-finding efficiency in the tt Monte Carlo samples, dependences on 

the jet Et  and top mass are examined.

C .l Track M ultip licity  o f  b Decays

Comparison of kinematic features between data and Monte Carlo events, such as 

invariant mass, summed PT and cr of the tagged jets, has been made and well understood. 

The following studies focus on the comparison of the track multiplicity of the jets between 

the data and Monte Carlo events with and without the track-finding efficiency degraded.
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Tracks passing different selection criteria are examined. These include

• SVX tracks: Tracks reconstructed by silicon vertex detector

• Pass 0 tracks: SVX tracks passing the loose selection criteria without impact param

eter significance cut described in chapter 4.3

• Pass 1 tracks: Pass 0 tracks passing the impact parameter significance cut

• Vertex tracks: Tracks attached to the secondary vertex in the tagged jets

The run IB low ET inclusive electron data is used to make the comparison. The 

instantaneous luminosity distribution of the sample has been proved to be close to that in 

W  +  jets sample. Therefore no additional systematic uncertainty due to the instantaneous 

luminosity dependence need to be added into the final results. A 66 data sample is selected 

from the sample by requiring both electron and away jets in the events are tagged. The 

same event selection criteria as used in data is applied on the Monte Carlo 66 sample. Based 

on the density of the hits around the track, the track-finding efficiency in the simulations 

has been degraded.

Figure C .l compares the number of SVX tracks, pass 0 tracks, pass 1 tracks and 

vertex tracks of the tagged electron jets among the data and Monte Carlo samples. Agree

ment is seen between the distributions in all ET bins within the statistic errors. Less than 

3% difference is found between data and Monte Carlo events. Note the degradation does 

not result in significant differences to the track multiplicities in the sample. Apparently 

modeling ability for the inclusive 6 decays shown in Figure C.2 is not as good sis that in the 

semileptonic 6 decays. More tracks are found in the Monte Carlo events. The degradation 

does decrease the track multiplicities and toward the direction to match the distribution of 

data inclusive 6 decays.

The different ET-dependent modeling ability in Monte Carlo simulation for the 

semileptonic and inclusive 6 decays can also be found. Ratios of number of pass 0 tracks 

to that of SVX tracks, number of pass 1 tracks to that of pass 0 tracks, and number of the
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vertex tracks to that of pass 1 tracks are shown in figure C.3. Plots indicate a better Monte 

Carlo modeling in the electron jets, i.e. in the semileptonic 6 decays. The disagreement is 

still found even if the degradation has been applied on the inclusive b decays. Results of the 

comparison explain the reason why the scale factors for the semilepton b decays are always 

found to be closer to 1.0 than those for the inclusive b decays. Because the tagging efficiency 

depends on the number of tracks which can be used in the vertexing, differences in the ratio 

of vertex tracks to the pass 0 tracks between degraded Monte Carlo and data may used 

to measure the size of the discrepancy still seen in the tagging efficiency. Therefore a 7% 

systematic uncertainty is assigned to the tagging efficiency measured using the degradation 

method.

C.2 Tagging Efficiency in  th e  tt  Events

Applying the degradation results in a lower event tagging efficiency in the Monte 

Carlo tt sample. To investigate the change as a function of the 6 jet ET, efficiencies obtained 

with and without degradation are compared. Figure C.4 shows the 6-tagging efficiencies 

measured in the tt sample with top mass set to 175 GeV/c2. The average 6 jet tagging 

efficiency is changed from 0.555 ± 0.004 (stat) for standard simulation to 0.473 ± 0.004 

(stat) after the degradation. No significant ET dependence on the scale factor is seen.

Several it Monte Carlo samples with different top mass are also examined. Figure

C.5 shows 6 jet tagging efficiencies as a function of top mass where little difference is 

observed. This is expected because the same 6 decay table is still used in the event generator 

level, and the degradation is applied on the tracking which is not explicitly related to the 

jet Et spectrum. Therefore applying degradation on the track-finding efficiency is proven 

to achieve a reasonable accuracy for the measurement of tagging efficiency.
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Figure C.l: Distributions of number of SVX tracks, pass 0 tracks pass 1 tracks and the 
vertex tracks of the tagged electron jets observed in data(points), Monte Carlo samples 
before (dot histogram) and after (solid histogram) track-finding efficiency degraded
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Figure C.2: Distributions of number of SVX tracks, pass 0 tracks pass 1 tracks and the 
vertex tracks of the tagged away jets observed in data(points), Monte Carlo samples before 
(dot histogram) and after (solid histogram) track-finding efficiency degraded
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Carlo samples before (dot histogram) and after (solid histogram) track-finding efficiency 
degraded

123

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



oxjaCC•S 0.8

0.9LU

0.6
0.8

0.4
0.7

0.2 0.6

0.5
100 150 0 50 100 150

(a)
^  (GeV)

(b)
Et (G eV)
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