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A bstract

The cross section for 7 [i production in pp collisions at ^/s =  1.8 TeV is measured, 

after detailed studies of both  photon and muon background subtraction methods. 

The results are interpreted in terms of the pp —> 7 c cross section, after kinematic 

analysis excludes 7 b production, and the measured 7 fi cross section is compared to 

a NLO calculation of the 7 c cross section, after correction for branching ratio and 

acceptance. The experim ental cross section is measured to be 29 ±  8 (stat)  ±  4(sys)  

pb, while the corresponding NLO prediction is found to be 35 ±  l(s ta t)  pb.

v

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Contents

Abstract v

Table of Contents vii

List of Tables ix

List of Figures xi

Acknowledgments xviii

1 Introduction 1

1 .1  Historical P erspective.......................................................................................  1

1.2 Experim ental O bservations.............................................................................  2

1.3 Outline of D is se r ta tio n ....................................................................................  3

2 Theory 4

2.1 The Standard M o d e l .......................................................................................  4

2.1.1 Electroweak In te rac tio n s ...................................................................  4

2.1.2 Q uantum  Chromodynamics ............................................................  5

2 .2  Perturbative QCD and the Parton M o d e l....................................................  10

2.2.1 Deep Inelastic S ca tte rin g .................................................................... 10

2.2.2 The Need for Q C D ............................................................................. 15

2.2.3 Details of Q C D ...................................................................................  15

vii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.3 Phenomenology of Associated Production of Photons and Charm  in pp

Collisions ............................................................................................................  25

3 E xperim ent 30

3.1 The T e v a t r o n .....................................................................................................  30

3.2 The CDF D e t e c t o r ........................................................................................... 32

3.2.1 Vertex Time Projection C h a m b e r ..................................................  33

3.2.2 Central Tracking C h am b er................................................................  35

3.2.3 C a lo r im e try ........................................................................................... 37

3.2.4 Central Strip C h a m b e r s .................................................................... 38

3.2.5 Muon S y stem s.......................................................................................  38

3.3 The CDF D ata Aquisition S ystem ................................................................  51

3.3.1 Level 1 .....................................................................................................  51

3.3.2 Level 2 .....................................................................................................

3.3.3 Level 3 .....................................................................................................  53

3.4 The CDF Run 1A Photon T rigger................................................................ 53

4 Analysis 55

4.1 Event S e le c t io n .................................................................................................  56

4.2 CDF Photon Trigger Efficiency and A c c e p ta n c e ......................................  60

4.3 Photon Background E s tim a te s ......................................................................  61

4.3.1 High Statistics Case .........................................................................  62

4.3.2 Low Statistics C a s e ............................................................................  63

4.4 CMX Muon V ariab les....................................................................................... 6 6

4.5 CDF Muon Reconstruction Efficiency and A cceptance ............................  73

4.6 Muon Background E s tim a te s .........................................................................  75

4.6.1 CMX Accidental B a c k g ro u n d .........................................................  76

4.6.2 Analytic Decay-in-Flight E s tim a te .................................................. 77

4.6.3 Monte Carlo Decay-in-Flight E s t i m a t e .......................................  85

viii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.6.4 Background Estim ate from the D a t a ..............................................  8 8

4.7 Heavy Quark Background Estimates .........................................................  96

4.8 Systematic E r ro r s .............................................................................................. 106

4.9 Photon-M uon Cross S e c t io n .........................................................................  107

4.10 Comparison W ith Monte Carlo ................................................................... 107

5 Conclusions 110

A Low S tatistics P ho ton  Background E stim ate  113

ix

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List o f Tables

2.1 This table summarizes the properties of the m atter fields............... 6

2.2 Shown above are the gauge fields of the Standard Model................ 7

2.3 This table summarizes the properties of the gauge fields................  7

2.4 This table summarizes the  elements of the CKM m atrix, and how they

are experimentally determ ined........................................................................  8

4.1 Number of events found in the various regions of the W  — A z plane. . 81

4.2 Numerical results of the background estimate m ethod varying the back

ground cuts in the W —A z  plane..................................................................... 82

4.3 Decay-in-Flight and Punch-Through Results: The first column is the 

decay-in-flight and punch-through estimate for the bin, the second is 

the number of events in the raw photon sample with muons, and the 

third is the number of events with real photons and muons. The final 

column is the number of events with real photons and prompt muons 

(i.e., not decay-in-flight). The negative entry in the first P j  bin of 

the CMX results is due to  the high statistics background subtraction 

method discussed in Section 4.3. The errors on the last two columns

are statistical only, and properly include the effects of the CES weighting. 89

(i.e., not decay-in-flight). The negative entry in the first P j  bin of

method discussed in Section 4.3. The errors on the last two columns

x

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.4 Calculated decay-in-flight and punch-through numbers of events using 

CDFSIM for several assumptions about the charged particle fractions. 

The numbers are normalized to the to ta l integrated luminosity of the 

7  — fi Run 1A sample. The CMU-CMP and CMX contributions are 

separated. The errors in the Table are due only to the finite statistics 

of the simulated sample.....................................................................................

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List o f Figures

2-1 Shown above are the m atter fields of the Standard Model......................

2-2 The figure above describes schematically the method used to calculate 

hadronic cross sections in the NPM , as described in Equation 2.5. The 

initial s ta te  is to the left and the final sta te  is to the right, with the 

dashed lines representing the final state of the hard scatter, and the 

solid lines representing the proton rem anent. In this diagram parton 

flavor i from the proton (with momentum fraction x) scatters off of 

parton flavor j  from the anti-proton (with momentum fraction x '). . .

2-3 The top diagram  shows the topology of a  typical DIS process, while 

the bottom  diagram shows the interpretation of this process in the 

Naive Parton Model. Labeled are the initial and final state parton and 

lepton momenta, following the nomenclature of Equations 2 .6  and 2.7. 

Q2 denotes the invariant mass of the virtual photon exchanged. . . .

2-4 Typical one loop contributions from QCD. The top diagram shows one 

loop contribution to a quark propagator, while the bottom diagram

shows a one loop contribution to a quark-gluon vertex............................

2-5 Shown above are diagrams for the NLO contribution to DIS. Note tha t 

crossing the diagrams right for left yields the diagrams for standard 

Compton scattering, with the initial state  off-shell photon replaced 

with an on-shell photon, and the final state  gluon replaced with a 

photon. Hence the term  Compton Process...................................................

Xll

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2-6 The nucleon structure function F2 measured in deep inelastic scattering

of electrons (SLAC), muons (BCDMS, NMC), and neutrinos (CCFR) 

on deuterium  (BCDMS, NMC, SLAC), carbon (BCDMS C), and iron

(CCFR Fe) targets...............................................................................................  23

2-7 Shown here are the charm structure function data points as measured 

by the European Muon Collaboration (EMC). The Q 2 and x  regions 

probed at CDF are above the data points in x  and offscale to the right

in Q 2........................................................................................................................  24

2-8 Shown above are some typical LO (top) and NLO (bottom ) Feynman 

diagrams contributing to the Compton process. Note th a t in the bot

tom diagram the initial state charm quark derives from the splitting of 

an initial state sea gluon into a cc pair.......................................................... 26

2-9 The ratio of the charm content to the total quark content of the proton 

as a function of x, for various values of Q. Note th a t for X \ X 2 values 

corresponding to W  production at the LHC, charm makes up 2 0 % of

the quark content................................................................................................. 28

3-1 The accelerators and related devices used to deliver protons and an

tiprotons to the CDF Experim ent...................................................................  31

3-2 A three dimensional perspective of CDF displaying the  pertinent muon

subsystems.............................................................................................................  33

3-3 A lateral perspective of CDF displaying the relevant muon systems and

calorimeter.............................................................................................................  34

3-4 The wire layout at the endplate of the Central Tracking Cham ber. . . 35

3-5 Shown above is a 3D perspective of a single wedge of the Central 

Electromagnetic Calorimeter. Displayed are both the lead-scintillator

sandwich of the calorimeter itself, together with the  phototube read

out, and the position of the shower-max Central Strip chambers. . . .  39

xiii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3-6 Here we display a m ap of the Central Electro-M agnetic calorimeter

response. The vertical axis is a 12 param eter fit to  the calorimeter 

response for minimum ionizing particles, while the horizontal axes are

the longitudinal and polar coordinates........................................................... 40

3-7 Shown above is a schematic description of a CES cham ber, displaying

the perpendicular cathode and anode construction.................................... 41

3-8 An 7} — (f> plot of the central muon coverage at CDF. Note the effect of

the CM P’s box geom etry on its acceptance, and the  gaps in the CMX

acceptance at the top and bottom  of the detector.....................................  42

3-9 Here we display the organization of drift chambers of the CMU, in both

T] and <f> space, superimposed on the structure of the  CEM ....................  43

3-10 The structure of a single chamber of the CMU.......................................... 44

3-11 Above we display the geometry of the 16 chambers of a single CMU

tower.......................................................................................................................  44

3-12 The effect of the CMP at reducing hadronic punch-through is demon

stra ted  by the distribution of energy observed in the CHA towers tra 

versed by muon candidates with Pt > 15GeV observed with CMU 

only stubs (dashed) and with CMU-CMP coincidence (solid). Note 

the strong minimum-ionizing particle peak observed for the CMU-CMP

coincidence candidates.................................................................................  46

3-13 The number of interaction lengths of m atter traversed by a particle en

route to each of the muon detectors, as a function of the polar angle 6. 47

3-14 Here we show the mechanical layout of a drift cham ber for the CMP

or CMX............................................................................................................  48

3-15 Level 2 muon trigger rates from the 1995 run for CMU only and CMU-

CMP coincidence muon candidates with a 12  GeV threshold..........  49

3-16 Above is displayed the geometry of the drift tube layout for a 15° CMX

wedge................................................................................................................  50

xiv

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4-1 The efficiency for the high statistics CES weighting routine to identify a

CES cluster as a photon or a  neutral meson, as a function of candidate 

E t ■ Displayed are the results for both the CES method (top) and the

C PR  (bo ttom )......................................................................................................  64

4-2 The ratio of the photon background subtraction methods, CES over 

CPR, for photon E t region in which both apply. It is apparent that

there is good agreement between two methods...........................................  65

4-3 PYTHIA prediction of the charm 77 distribution for the charm Compton 

process w ith photons in our fiducial volume, with the approximate 

CMP and CMX coverage superimposed........................................................ 67

4-4 Scatter plot of the differences in slope and intercept in the transverse

plane for CMX J/ip  decay tracks. The ellipse is the x 2 = 1 contour for 

a 2 D Gaussian fit to a Monte-Carlo study of multiple scattering in the 

CDF detector. The left distribution corresponds to positively charged

muons, the  right plot to negative ones..........................................................  6 8

4-5 This figure displays the geometry of multiple scattering in the calorime

try  in front of the CMX, and justifies our definition of the variable W . 70

4-6 Here the general characteristics of the i/> sample are displayed. The

mass spectrum  is presented with peak and sideband regions marked.

The transverse momentum distribution is shown for signal (open) and 

background (dark) ,and the distribution of the number of stub hits is 

shown with the estim ated background fraction darkened. The number 

of ip candidates recorded is shown as a function of run number over

the course of Run 1A .........................................................................................  71

4-7 The CTC-CMX track-stub mismatch resolution for the %p sample dis

cussed. The curves are Gaussian fits.............................................................  72

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4-8 Mismatch variable distributions for muons passing the  gamma-muon

analysis selection cuts p? > 4 GeV and x l  <  9. T he applied cuts to

separate signal and background are indicated.................................  74

4-9 Cuts used in the W —A z  plane. The regions labeled as 2, 3, and 4

correspond to background, while region 1 corresponds to signal. The 

4 boxes labeled as region 4 were checked and found to  have a similar

population..................................................................................................  78

4-10 A z  plotted in slices of W  (top), and W  plotted in slices of A z  (bottom ). 79

4-11 A z  plotted in slices of W  (top), and W  plotted in slices of A z  (bottom ),

but with the signal region included....................................................  80

4-12 P j  distribution for charged tracks fiducial to the CMP and CMX muon

detectors in the 16GeV photon sample.............................................. 84

4-13 Shown here are the possible reconstruction pathologies th a t can occur 

when a charged meson decays in flight to a muon before traversing the 

muon chambers.........................................................................................  85

4-14 The decay radius for kaons and pions decaying in flight, and producing 

a muon candidate passing the cuts. The full histogram is for Pj  > 2 

GeV, and the dashed plot is for P ? >  4 GeV. Note the  dip at roughly 

75 cm in the kaon plot, which corresponds to the center of the CTC.

The kinematic energy freed up in the kaon decay can result in a kink 

in the reconstructed track, which in turn  gives rise to a  reconstruction

inefficiency, as displayed above........................................................................  90

4-15 The average number of interaction lengths a meson should punch- 

through to reach the CMU-CMP or the CMX, and produce a muon 

candidate passing our cuts, as a function of rapidity. The triangles are 

for pions and the circles are for kaons...........................................................  91

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4-16 CHA energy deposition for muons satisfying our cuts, compared with 

t/)’s. The d a ta  points are photon-weighted, and include both CMX and

CMP m uons........................................................................................................... 92

4-17 Track-stub m atch x 2 for muons satisfying our cuts, compared with ^ ’s.

All histogram s are normalized to unit area, and CES-weighted............ 93

4-18 Track-stub m atch A R —<£for muons satisfying our cuts, compared w ith 

■0’s, with the  CMP and CMX displayed separately (top) and combined 

(bottom ). All histograms are normalized to unit area, and CES-weighted. 94

4-19 The P-rrel of the muon-jet system is defined as the the momentum of 

the muon tim es the sine of the opening angle between the muon and

the nearest je t in r/ — <f> space...........................................................................  98

4-20 P j 1 distributions for the 7  — fi data compared to the PYTHIA predic

tion for the  7  — c and 7  — 6 Compton processes, all normalized to unit

area........................................................................................................................... 99

4-21 Pjcl distributions for data (muons) compared to random charged p arti

cles in the photon data, normalized, at top, and the same for PYTHIA

7  — c com pared to PYTHIA 7  — je t, at bo ttom ......................................  100

4-22 P fc/ distributions for data (muons) compared to charm Monte Carlo, 

normalized, at top, and the same for data compared to charm Monte 

Carlo after smearing the Monte Carlo by a 2D Gaussian in 7  — (f> space

with w idth 0.15, at bottom ...............................................................................  101

4-23 A (f> 7  - je t for charm Monte Carlo with a Gaussian fit superimposed,

at top, and the same for Monte Carlo random  tracks, at bottom. . . . 1 0 2

4-24 A (j> 7  - je t for 7  — fi data with a Gaussian fit superimposed, at top,

and the same for 7  — je t data random tracks, at bottom ................. 103

xvii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4-25 Constrained fit (solid histogram) of the data  (points) P jel distribution 

to  a normalized sum of the smeared Monte Carlo c (dashed) and b 

(dotted) distributions, with the c and b tem plates superimposed. Both 

the c and 6 Monte Carlo templates have been smeared in 77 — <j) space 

by a Gaussian with w idth 0.15, and, as can be seen, the x 2 of the fit is 

very good. The bottom  fraction found, 30 ±  15%, is in agreement with 

theoretical predictions........................................................................................

4-26 The x 2 of the constrained fit of the data P j el distribution to a normal

ized sum of the sm eared Monte Carlo 7  — c and the smeared Monte 

Carlo 7  — 6 , as a function of the 6-fraction. A A %2 argument for the 

90% confidence level limit with 4 degrees of freedom yields A x 2 = 7.78, 

and thus a 90% confidence level limit tha t the bottom  fraction in this 

da ta  is less than about 80%..............................................................................

4-27 Efficiency for a charm  quark to decay into a muon with P j  above 4 

GeV and fiducial to the  CDF muon detectors, integrated over P? > P h  

Curves displayed are for default PYTHIA fragm entation (at top), and 

for Peterson fragm entation with e =  0.04, 0.06, and 0.08 (below). . .

5-1 A comparison of the ratio of the measured photon-charm cross section 

to  the PYTHIA prediction, for the three different analyses conducted 

at CDF during Run 1A......................................................................................

A-l Fractional difference in the predicted number of photons between our 

likelihood code and the standard photon weighting m ethod, as a func

tion of the number of photon candidates......................................................

xviii

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A cknow ledgem ents

Graduate school is not a pleasant experience, and it can only be survived with the 

support of great number of people. I ’d like to take a moment to thank some of 

the many people whose work, sometimes inadvertantly, contributed either directly or 

indirectly to the completion of this dissertation.

First of all, I ’d like to thank all the advisors who helped steer me through the 

long and painful course of grad school. In chronological order, the first is Marge 

Shapiro, who encouraged me to think for myself. The next is Melissa Franklin, who 

nurtured my interest in particle physics, and then Howard Georgi, who taught me 

far more about theoretical physics than  any experimentalist has a right to know. 

Finally, I ’d like to thank my advisor John Huth, who gave me invaluable advice 

about choosing thesis topics, pestered me when I deserved to be pestered, and lead 

me through the final phases of my thesis. I ’d also like to thank George Brandenburg 

for being unfailingly tolerant and patient, and putting up with me through my years 

in graduate school.

In addition I ’d like to thank all the people who helped keep me sane throughout 

grad school. In particular, M artin, Suzie, Alistair, Amy, Adrian, and Kristen all 

worked to give me a life in Cambridge. My old friends Dave and Cindy also deserve 

credit for standing by me through hard times. Sarah Hogarth and Sarah Redmon 

were both particularly supportive when I needed it, and the technicians of HEPL are 

to be thanked for occasional illicit beer consumption.

I’d also like to thank the people at Fermilab who assisted both directly and indi

rectly in the completion of this dissertation. Phil Schlabach and Jorge de Fernandez 

Troconiz contributed substantially to  this analysis, and were good friends as well. 

Brenna Flaugher and Steve KuhJmann provided support and guidance when it was 

needed. And of course I must thank my local Fermilab buddies, Bob Mattingly, Steve 

Vejcik, Brian Harral, Chris Boswell, Doug Benjamin, Steve Hahn, and Gary Houk, 

even though he’s a white-bread schmuck.

xix

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



My mother and my sister, Nancy Anne Severson Hamilton and Rebecca Elizabeth 

Hamilton, were incredibly supportive and tolerant throughout my graduate years, and 

deserve thanks th a t I cannot express. And I love them very much. My niece Rachel 

King didn’t do much to further this thesis, bu t deserves mention nonetheless merely 

for existing.

Finally, I’d like to  dedicate this thesis to my father, Terrell Hunter Hamilton, who 

died while I was in grad school. Dad, I ’m sorry you couldn’t see me graduate. 

WRTH.

xx

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 1

Introduction

1.1 H istorica l P ersp ective

The topic of this dissertation is particle physics. Particle physics is arguably the most 

fundamental science currently being probed experimentally, and it is worth taking the 

time to make some comments putting this field in historical perspective.

In ancient Greece Democritus theorized tha t all m atter was composed of tiny 

indivisable atoms, while centuries later Mendeleev proposed th a t there were a struc

tured variety of these atoms, and th a t they  were described by the periodic table. 

Either one of these events might be abstractly  assigned the label of the birth of par

ticle physics, but it was Thompson’s 1897 discovery of the electron and R utherford’s 

famous 1911 scattering experiment proving the nuclear structure of the atom , that 

marked the experim ental m aturity of particle physics. These discoveries were directly 

responsible for the development of quantum  mechanics and eventually of quantum  

electrodynamics.

In the years th a t followed, the observation of non-conservation of energy in nuclear 

f3 decay lead Pauli to speculate in 1933 on the  existence of the neutrino. This, together 

with the discovery of the neutron, lead to the  development of the theory of the weak 

nuclear force, and later quantum flavor dynamics.

1
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Subsequent discoveries of a plethora of particles lead eventually to the Standard 

Model of electroweak interactions with its three generations of quarks and leptons and 

four gauge bosons, the  proposed spontaneous symmetry breaking of the electroweak 

sector along with its proposed mechanisms and cosmological implications, and quan

tum chromodynamics. These topics will be discussed in more detail in Chapter 2.

1.2 E xp erim en ta l O bservations

Over the course of this century experim ental particle physics has enjoyed a period 

of great growth and excitement. The initial discoveries of the low-lying mesons and 

baryons lead to  their description with the flavor SU(3) group, proposed in 1961 inde

pendently by G ell-M ann and Ne’eman [1 ], and thus the possibility of the existence 

of 3 constituent quarks making up all of the observed hadrons of the time.

In November 1974, however, a very narrow resonance was observed in e+e~ colli

sions around 3.1 GeV, and named the 0 . This was interpreted as a quark-antiquark 

bound state made up of a new fourth quark named charm. This new quark supported 

theoretical models th a t explained electroweak unification and sym m etry breaking, and 

the suppression of flavor changing neutral currents.

1977 brought the discovery of a fifth quark, named bottom, in the form of a bb 

resonance observed in proton-nucleus interactions with 400 GeV incident protons 

at Fermilab. The evident symmetry between the quark and lepton generations lead 

physicists to predict the existence of a partner to the bottom, nam ed the top quark. 

The top quark was discovered in pp collisions at CDF in 1995.

This dissertation is devoted to the study of the pp —> j p  cross section, and its 

interpretation in term s of the pp —► 7 c cross section. The pp —> j p  cross section is 

interesting in its own right, since it has never before been measured. In addition, the 

pp —> 7 c cross section is being probed for the first time in the CDF Run 1A data, 

and, as discussed in Section 2.3, it is a probe of the proton charm structure function.

2
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Future particle physics experiments have been designed in order to  probe the 

electroweak sym m etry breaking sector of the  Standard Model. The most prominent 

of these is the LHC at CERN, which will collide protons on protons at =  14 TeV. 

At this center-of-mass energy, many physics analyses will depend on knowledge of the 

charm structure function of the proton. The research presented in this dissertation 

represents a  first step towards the measurement of the charm structure function.

1.3 O utline o f  D issertation

In Chapter 2 we will review the current status of the theoretical models relevant to this 

dissertation. We will discuss the Standard Model in both its electroweak and quantum  

chromodynamic sectors, and we will review what is known about the phenomenology 

of the pp —> 7 c process. In Chapter 3 we will discuss the experimental apparatus 

used to conduct the  measurement, including both the Fermilab Tevatron and the 

CDF Detector. C hapter 4 will describe in detail our data  selection, our estimates 

of backgrounds, acceptances, and efficiencies, and our determination of systematic 

errors. Finally, in C hapter 5 we will draw conclusions from our measurement.

3
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Chapter 2 

Theory

2.1 T he Standard M odel

The Standard Model (SM) [2] is a theory describing the  fundamental constituents 

of m atter and their interactions which has survived all experimental challenges to 

date. The model describes three generations of spin-^ m atter fields, each consisting 

of left-handed quark and lepton doublets and right-handed quark and lepton singlets, 

and their interactions which are mediated by spin-1 gauge bosons. The details of the 

Standard Model can be found in the literature [3], but here we will briefly review its 

salient points.

2.1.1 Electroweak Interactions

The Lagrangian describing the electroweak interactions respects a local gauge sym

metry of SU{2)l (g> 17(1) at high energy, where the subscript L reflects the fact th a t 

only the left-handed quark and lepton components transform  under the SU{2 ) gauge 

group, which is to say tha t only left-handed particles participate in the weak nu

clear interactions. At low energies, the postulated S U ( 2 ) i ® U ( l )  gauge sym m etry is 

empirically observed to be broken down to the 17(1) gauge group of the electromag

netic interactions. Mechanisms for this Spontaneous Symmetry Breakdown (SSB)

4
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have been proposed [4], but are not germane to  this thesis. The pertinent features 

of the electroweak sector are the m atter fields involved, the gauge bosons, bo th  mas

sive and massless, and the coefficients which couple them , including the elements of 

the Cabbibo-Kobayashi-Maskawa (CKM) matrix. The m a tte r fields of the Standard 

Model are summarized in Figure 2-1, and their properties are summarized in Ta

ble 2.1. Correspondingly, the gauge fields of the Standard Model are summarized in 

Table 2.2, and their properties are summarized in Table 2.3. The interactions be-

U l \  u r  / c£.\ c r  t R

d L )  d R \ s L )  SR \ b L )  hR

Figure 2-1: Shown above are the m atter fields of the Standard Model.

tween the m atter fields and the gauge fields are determ ined by coupling coefficients. 

These coefficients are uniquely determined by the SM quantities olem, a s 5 sinfltr, 

and the CKM m atrix elements V j j .  The quantity ole.m describes the m agnitude of 

the electro-magnetic interaction, and the quantity a s  describes the m agnitude of 

the strong interaction, as will be described in the next section 2.1.2. The quantity 

sin 6\y and the CKM m atrix elements Vij describe the weak interactions, and the 

CKM m atrix elements, and how they are measured experimentally, are summarized 

in Table 2.4.

2.1.2 Quantum Chromodynamics

The strong nuclear interactions of the Standard Model are described by Q uantum  

Chromodynamics, or QCD. According to this aspect of the Standard Model, the ex

perimentally observed hadrons, both baryons and mesons, are composite particles 

made up of spin \  m atter fields called quarks. QCD is a non-Abelian gauge theory

5
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M atter Field Strong Weak Electromagnetic

3 
"tJ

s— 
— yes yes yes

yes yes yes

t L N 

bL )
yes yes yes

V c L  )
no yes vcs

no

N
PL

vnL )
no yes ves

no

,  Vrl )

no yes yes
no

Ur yes no yes

d.R yes no yes

cr yes no yes

sr yes no yes

tR yes no yes

1>R yes no yes

£r no no yes

Hr no no yes

tr no no yes

Table 2.1: This table summarizes the properties of the m atter fields.

6
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Gauge Field Particle Name Particle Function

9 the gluon mediates the strong nuclear interactions

Z the Z boson mediates the neutral-current weak nuclear interactions

w ± the W bosons m ediate the charged-current weak nuclear interactions

7 the photon mediates the electromagnetic interactions.

Table 2 .2 : Shown above are the  gauge fields of the Standard Model.

Gauge Field Strong Weak Electromagnetic

9 yes no no

Z no yes no

W ± no yes yes

7 no no yes

Table 2.3: This table summarizes the properties of the gauge fields.

described by an SU(3) gauge group. The Lagrangian for QCD is shown in Equa

tion 2 .1 ,

£  =  - l- F ^ F atlv +  -  Mjk)ipk, (2.1)

where the indices a , j  and k refer to color and assume the values a = 1,...,8 and j ,  k

= 1,2,3. In this expression the term D  is the covariant derivative, which, acting on

the quark field ip, has the form

D% = Sjtd" + i s(T a)J tG ;, (2.2)

where the G£ are the eight gluon fields, the Ta are the SU(3) generators, g is the 

strong coupling, and M jk is the quark mass matrix. Also, the gluon field tensor F£'/ 

is given by

F r  = d ^ a -  cTC'' -  gfabcG'bG", (2.3)

7
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Element Method of M easurement

Nuclear /3 decay and Muon decay

K« Analysis of K c3 1 and Hyperon decays

No direct measurem ent. Value is 90% confidence 

level using |Vu6 /Kr6 =  0.08 ±  0 .0 2

Va, u and v production of charm off valence 

d quarks

vc. Dc3 (analgous to  K c3) decay combined with the 

lifetimes tq

vcb Semileptonic B decays

Vtd B d mixing, limits on m (, and theoretical assumptions

Vt, B„ mixing, limits on m (, and theoretical assumptions

Vlb Unitarity of the CKM Matrix

Table 2.4: This table summarizes the elements of the CKM m atrix, and how they are 

experimentally determined.

8

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



where the constants f abc are the SU(3) structure constants, defined by the commuta

tion relations of the SU(3) generators,

[Ta,Tb] =  ifabcTc. (2.4)

QCD also manifests a feature unique to certain non-Abelian gauge theories [5], 

namely, asymptotic freedom. In asymptotically free theories, the  strength of the 

interaction, in QCD described by as,  vanishes as the Q2, or m om entum  transfer, of the 

interaction approaches infinity. Simply put, this means that the interaction strength 

gets weaker as the energy scale increases -  this is an example of a running coupling 

constant. There are other examples of running coupling constants to  be found in the 

Standard Model -  in fact, all of the coupling constants of the S tandard  Model run 

to some extent. The strongest coupling at low Q2, tha t of QCD, decreases strongly 

with increasing Q2. The next strongest coupling, that of the SU(2) sector of the 

electroweak interaction, also decreases with increasing Q2, though not as steeply. (It 

is worth noting th a t, although the coupling constant of the SU(2 ) sector is the second 

strongest of the forces, the physical amplitudes of the weak nuclear interactions are 

additionally suppressed by large massive gauge boson denominators, which make the 

weak nuclear interactions the weakest of the Standard Model.) Finally, the coupling 

constant of the U (l) sector of the electroweak interactions runs weakly, but increases 

with increasing Q2. It is speculated that at some large Q2 these th ree forces become 

equal and can be described by subgroups of some larger unified gauge group, but such 

speculation is beyond the scope of this thesis.

These issues will be discussed in more depth in Section 2.2. Let us note here that 

since QCD is described by SU(3)cojor, a QCD neutral, or color singlet, object can only 

be constructed from either three quarks, or a quark and an antiquark. This can be 

seen in group theoretic term s by the fact that both of the product representations 

3 ®3 ( g ) 3  =  1 0 f f i 8 © 8 © l  and 3 ® 3 =  8  © 1 contain singlet representations.

The fact th a t the postulated quarks are only experimentally observed as color 

neutral hadronic states is referred to as confinement. Although we cannot today

9

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



explain confinement completely in terms of QCD, lattice gauge calculations are having 

some success in describing th e  low energy properties of, e.g., kaons, glueballs, etc.

2.2 P ertu rb ative  Q C D  and th e  P arton  M odel

We begin our discussion of perturbative QCD by studying Deep Inelastic Scatter

ing (DIS) and the Naive P arton  Model (NPM). Although an analysis of DIS does 

not involve QCD directly, it does set the stage for a more in-depth  discussion of 

perturbative QCD.

In the NPM, the phenomenology of pp collisions is conceptually simple. One 

calculates the leading order parton level cross section for the process one in which 

is interested, aqiqj—x  (where qt and qj are the initial sta te  partons involved in the 

scatter, and X  is the final s ta te  of the process of interest), using the empirically 

determined value of as-  One then convolutes this calculation with experimentally 

measured parton distribution functions qi(x), where qi(x) represents the probability 

that in a pp hard scatter one finds a parton q of flavor i at momentum fraction x , 

where x is the fraction of the proton 3-momentum carried by the parton q, as shown 

below and described schematically in Figure 2-2:

tfpp—.Y =  S  /  dxdx'aqiqj_ x q,{x)qj{x') (2.5)
partons i , j

For now, we will restrict our discussion to the light parton distribution functions. 

Discussion of the heavy quark distribution functions involves subtleties tha t will be 

studied in Section 2.3.

2.2.1 Deep Inelastic Scattering

Experimentally, the parton distribution functions are determ ined by measuring struc

ture functions in, e.g., deep inelastic scattering (DIS), which is the process of scat

tering energetic leptons off protons, as shown in Figure 2-3. The proton structure

10
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Figure 2 -2 : The figure above describes schematically the method used to calculate 

hadronic cross sections in the NPM , as described in Equation 2.5. The initial state 

is to the left and the final state  is to the right, with the dashed lines representing the 

final state  of the hard scatter, and the solid lines representing the proton remanent. 

In this diagram parton flavor i from the proton (with momentum fraction x) scatters 

off of parton flavor j  from the anti-proton (with momentum fraction x').

11
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functions are also studied with other processes like direct-photon and je t production 

in hadron collisions, but here we limit ourselves to DIS for ease of discussion.

In DIS the squared and spin-averaged m atrix  element for the process is expressed 

in terms of the lepton and hadron tensors La3 and Wa3 , which themselves depend on 

the initial and final sta te  lepton m om enta (k and k') and the initial and final state 

parton momenta (p and pr)

H k ' h  " 0 » ( i ) l  [u(k 'y,aO n(k)Y  , (2 .6 )
spins

j { X \ J M { X \ J a \ p r ( 2 w f - 3" ^ ^ ,  (2.7)
spins D

where O is the appropriate operator for th e  coupling at the lepton vertex, J  is the 

appropriate hadronic current, and dn{P S )  is the ra-body Lorentz invariant phase space 

for the final state hadrons. The variables p, p', fc, and k' are the initial and final state 

parton and lepton m om enta, as shown in Figure 2-3.

In terms of these tensors the inclusive spin-averaged cross section can be expressed

as

E = i s k w 1 * ' " ' -  (2-8»

where g4 represents the appropriate combination of coupling constants and D is the 

denominator of the gauge boson propagator. The Lorentz structure of the hadronic 

tensor described above dictates that it can be decomposed into six terms. In the limit 

of vanishing lepton masses, however, three of these vanish when contracted with La3. 

Thus the pertinent parts of the hadronic tensor can be written as

Wa3 =  - ( M W  + -  1£°23^ V 3, (2.9)

where q is the 4-momentum of the off-shell photon mediating the scatter, and p is 

4-momentum of the initial state parton involved in the interaction. The empirically 

determined structure functions VF], Wo, and W.i can depend only on „ =  f t  and

12
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e

P
* 2r

q

Figure 2-3: The top diagram shows the topology of a typical DIS process, while the 

bottom diagram shows the in terpretation of this process in the Naive Parton  Model. 

Labeled are the initial and final s ta te  parton and lepton momenta, following the 

nomenclature of Equations 2.6 and 2.7. Q2 denotes the invariant mass of the virtual 

photon exchanged.
13
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Q2 =  — q2, since these variables comprise a  maximal set of uncorrelated variables 

derived purely from the kinematics of th e  process. The coefficient of W3 is odd under 

parity, and thus this term  vanishes for photon exchange (though not for neutrino 

DIS), and the term  W\ can be expressed in terms of W2? as will be shown presently. 

The remaining term , Wi, is usually w ritten  as Fi — vW<i-

These structure functions are intim ately related to the parton distribution func

tions. In the Naive Parton Model (N PM ), F\ and F2 satisfy the relation

Fi(x) = x ~ lFo(x) = Y , e] f  ( X ~  “ )  = ' E , eU ( x )’ (2A0)

where e2 is the electromagnetic charge of parton flavor q. Note the appearance of the 

delta-function 5(1 — x / w ), imposing the kinematic requirement th a t x =  w, i.e. tha t 

the momentum fraction in the parton distribution function equal th a t of the structure 

function.

The fact th a t the structure functions in the above relation depend only on x  is 

merely a reflection of the assertion tha t the  partons can be trea ted  as free point-like 

particles within the proton. When higher-order QCD effects are included, things are 

not so simple. On the one hand, the QCD coupling as  depends on the Q2 of the 

process; on the other hand, the initial and final state partons are capable of gluon 

bremsstrahlung, thus altering the Q2 dependence of the measured quantity. Both of 

these effects conspire to introduce Q2 dependence to both the structure functions and 

the parton distributions. The fact tha t the NPM lacks this dependence is referred to 

as approximate scaling, and is observed experimentally.

The above mentioned parton distribution functions have been analyzed in detail 

by several groups, notably by Martin, R oberts, and Stirling (MRS), and by the CTEQ 

collaboration, as described by [6 ] and [7] and the references there contained.

14
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2.2.2 The Need for QCD

The above discussion neglects several issues key to the  historical development of 

QCD. T he first of these is the  spin statistics problem, which noted early on tha t 

there was an inconsistency in the parton model of hadrons composed of constituent 

fermionic quarks. For example, the A ++ baryon is experimentally observed to have 

a spin of | ,  while the the Standard Model requires th a t its flavor structure be |uuu). 

This means that the A ++ wave function must be sym m etric under interchange of 

the constituent fermions, which contradicts the spin statistics theorem, one of the 

fundam ental theorems of quantum  mechanics. The theoretical answer to this apparent 

contradiction was to add a new quantum  number to the partons, namely the color of 

QCD, in order to antisymmetrize the wave function.

Once it was determined th a t a new quantum number was necessary for the partons, 

it then became necessary to determ ine the range of values th a t quantum  number could 

take. This was measured by studying the quantity

<r(e+e~ —► hadrons)
R = ^ 7 - -----------— -T1 . 2 .1 1

<r(e+e —►

Here, the only differences between the hadronic and muonic cross sections are the 

charges of the partons and num ber of color states summed over in the hadronic final 

state. The charges of the partons are determined by the  charges of the observed 

hadronic bound states, and thus R  determines the num ber of colors. From studies of 

R  the num ber of colors was found to be 3; thus, the SU(3) gauge group was proposed 

for QCD.

2.2.3 D etails of QCD

The fact th a t QCD is an asymptotically free theory allows perturbative QCD calcu

lations at sufficiently high energies. At low energies, a s  is sufficiently large tha t the 

expansion in terms of the coupling coefficient does not converge rapidly, so perturba

tion theory fails.

15

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



At energies much greater than 1 GeV, however, a s  becomes small enough tha t 

perturbation theory becomes a valid tool. For any given QCD process, at Leading 

Order (LO) in perturbation theory one has the NPM , where one treats th e  partons as 

free point-like particles within the proton, and one assumes that a s  does not run. (In 

fact, in the NPM, a s  is generally not an issue, since it typically deals w ith  processes 

like DIS.) The NPM , of course, neglects a great deal of the physics content of QCD, 

since the valence quarks are not free, but ra ther are bound by the strong nuclear 

force. This is especially true for the process studied here, given th a t neither of the 

initial state partons is a valence quark -  one is a gluon and the other is a charm  quark 

resulting from an upstream  gluon splitting.

At higher-orders in perturbation theory, perturbative QCD suffers from ultra

violet divergences due to loop diagrams. These loop diagrams, e.g., those shown in 

Figure 2-4, are evaluated by integrating over all possible momenta for each closed 

loop, and some of these diagrams are divergent when evaluated to arbitrarily  high 

loop momenta. A variety of tools have been developed to deal with these divergences, 

and these methods are refered to as renormalization techniques. One effect of these 

renormalization techniques is the running of the effective QCD coupling constant. If 

as  is measured at one particular Q2 =  fi2, then evaluation of the appropriate loop 

diagrams allows one to  extrapolate its value at a different Q2 via the relation

a s (Q2) = ---------------------------------------?s{n2)------------------------------  . 2  2 v

1 1 + Airbas (fi2)ln(Q 2 /  fi2) K ]

where b =  ^ r ( 3 3 —2 n j)  and n j  is the number of flavors contributing to the loops. The

factor of 33 in the above relation is determined by the SU(3) gauge group struc tu re  of

QCD. It is convention at this point to recast the above equation in a form th a t replaces

the measured value of a$ at a fixed reference scale with a dimensional param eter A,

a s ^  =  47r61n(Q2/A 2) =  (33 -  2nf ) ln(Q 2/ A2) ' (2' 13)

The conventional fixed reference scale used to determ ine the value of the param eter A 

is fi2 = M |, and the experimental results from the LEP collider at CERN, operating

16
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Figure 2-4: Typical one loop contributions from QCD. The top diagram shows one 

loop contribution to a quark propagator, while the bottom diagram shows a  one loop 

contribution to  a quark-gluon vertex.

17
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on resonance at the Z  mass, are used to measure its value at a s (M z )  =  0.1134 ±  

0.0035 [8 ].

As mentioned in Section 2.2.1, QCD introduces a Q 2 dependence not only to 

as,  but also to the structure functions and parton distribution functions. The Q 2 

dependence of the nucleon structure function F2( x ,Q 2) is shown in Figure 2-6 [8 ], 

where the d a ta  are diplayed for a variety of experiments. The Q 2 dependence of 

the parton distribution functions is apparent on the one hand from the fact tha t all 

partons, light and heavy alike, have some probability of coming from the sea, and 

thus from an upstream  gluon splitting, and on the other hand from the possibility 

of initial or final state  gluon bremstrahlung from a parton. This Q2 dependence 

can be understood in a number of ways, but here we describe only the methods of 

Dokshitzer, Gribov, and Lipatov and of Altarelli and Parisi [9], collectively referred 

to as the DGLAP method, simply due to ease of discussion.

For simplicity, we discuss the case of electron-proton scattering mediated by a 

virtual photon. In the DGLAP approach, one studies this process by starting with 

the calculation of the NLO contribution in perturbative QCD. This amounts to adding 

a single gluon brem to either the initial or final state quark leg, as shown in Figure 2- 

5. These diagrams are referred to as the QCD Compton Process, since they are 

obviously intim ately related to traditional Compton Scattering. In fact, the spin- 

averaged m atrix  element for the Compton Process is identical to th a t for Compton 

Scattering, up to a multiplicative constant due to the summing of the gluon color 

states. From this calculation one finds that the equation for x ~ l F2 becomes

*' dvj , , f  .4
x 'Fo =  4 a s £ e £  /  — /  d(p S)~

q J  x  W  J  o

s —i  2 u Q 2
—t s st

(2.14)

where the phase space integration is over the final state gluon and the parton dis

tribution functions q(w) are the bare functions from which the Q 2 dependence will 

be calculated. We note here th a t, at this order, F\ no longer equals x ~ lF2, and that 

since F2 satisfies the Adler sum rules, consistent with the parton model, F\ no longer 

has a simple interpretation within the parton model.

18
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V V W W W W 1

Y T Y Y T T Y Y T Y

Figure 2-5: Shown above are diagrams for the NLO contribution to DIS. Note that 

crossing the diagrams right for left yields the diagrams for standard Compton scat

tering, with the initial state  off-shell photon replaced with an on-shell photon, and 

the final state gluon replaced with a photon. Hence the term Compton Process.
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In this expression the Mandelstam variables s, t, and u are given by

s =  {v +  f y 2 (2.15)

t = ( p -  k f  (2.16)

u = ( p - p ' ) 2, (2.17)

where the m om enta are defined in Figure 2-5. This expression introduces two singu

larities, the first of which is an infrared singularity when the em itted gluon has zero 

momentum. This singularity is canceled by contributions from the one-loop vertex

corrections. The second singularity occurs at t = 0 and is due to the possibility

of collinear gluon emission with non-zero momentum, and this singularity, the mass 

singularity, requires a regularization distinct from the renormalization of most per

turbative calculations. In this manner the mass singularity is absorbed into the bare 

parton distribution function, resulting in a  renormalized parton distribution function 

which is finite, but dependent on Q2. This separation of long-distance and short- 

distance effects is referred to as factorization , and it results in two mass scales being 

introduced into the calculation, p  and p j .  The former is the renormalization scale 

common to perturbative calculations, while the la tter, specific to factorization calcu

lations, is refered to as the factorization scale. Roughly speaking, one m ay consider 

any propagator off-shell by more than p 2 as contributing to the hard scatter, and 

any propagator off-shell by less than p 2j  as contributing to the parton distribution 

function. The value of p j  depends on the factorization scheme invoked, however it 

is often convenient to set p j  = p, as we now do here. In this simple factorization 

scheme one finds that after, regularization at NLO, F2 can be expressed in term s of 

the single mass scale p as

'91
.P2

(2.18)

where the delta function term is simply the NPM contribution discussed earlier. This
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relation refers to th e  quark-quark splitting function Pqq(z), where

2

w 2p • q s + Q 2'
(2.19)

and Pqq is given by

= 5 ( £ 7 ) ' (2'20>
It is worth noting th a t P q q  describes the probability of a quark turning into a quark 

with the emission of a gluon, and tha t it is, in fact, independent of the regulariza

tion prescription. This quantity  is determined by the regularization of the j  =  0 

singularity in Equation 2.14.

Equation 2.18 neglects several im portant effects. First of all, the one-loop vertex 

corrections that cancel the aforementioned, infrared divergence and give rise to the 

running of as  have not been included. Also, the possibility of the initial state quark 

arising from splitting off an initial state gluon has not been included. To address these 

issues, one first notes th a t Equation 2.18 can be rew ritten as a differential equation 

for q{x, Q2),

dq(x ,Q 2) _  a s(Q2) f i  dw_f 2 / i \  2 2 2

rf(ln(<?2) ~  2 tt Jx w q{ ' Q ] qq W  +  ° ^ Q > (2'21)

Solving this equation by iteration will generate the contributions to q of order (a s  In Q 2)n 

from n-fold collinear gluon emission. This is known as the Leading Log Approxima

tion. Adding the leading log contribution from vertex and propagator loop diagrams 

amounts merely to using the running coupling as(C?2) in the above relation.

In order to address the possibility tha t the initial state quark came from a gluon, 

one can calculate gluon-quark, quark-gluon, and gluon-gluon splitting functions, anal

ogous to the quark-quark splitting function, in the same m anner tha t the quark-quark 

splitting function was calculated:

^ 9.9( 2 ) — n  [Z (1 2 ) ]  ’ ( 2 .22 )
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P*A*) = i  I ~ + (1 .  ■ (2-23)

and

Pgg(z) = 6

=KL
+ L-i + z(i - *) + (ji - ̂ ) *(i - *) (2.24)

L(i -  *)+
W ith these one finds th a t the evolution function for the quark distribution functions 

to be given by

W ) )  = H iT 1 /,' T  [«(-• ̂  (s )  + *»• ̂  ( I ) ]  • <2-25>
When one is studying heavy quark distribution functions, the Q2 evolution of the 

distribution function is a bit more complicated. The heavy quark distibution functions 

are sea quark distribution functions, where the name sea quark serves to  denote the 

difference between the intrinsic uud valence quark content of the proton, and the 

virtual cloud (or sea) of gluons and qq pairs one expects from the laws of quantum  

mechanics. The usual approach in dealing with the heavy quarks is to set the heavy 

quark distribution function to zero below mass threshold, and at the mass threshold 

turn the function on and evolve up via Altarelli-Parisi. However, most Altarelli-Parisi 

calculations neglect mass terms, and in the  region near the mass threshold the mass 

terms can be im portant. These issues will be dealt with in Section 2.3.

We also note here tha t the experimental data for the charm content of the proton 

are somewhat scant. The CCFR Collaboration has placed a limit on the  fraction of 

quarks in the nucleon constituting charm [1 0 ] by studying wrong-sign single muon 

production in i/^-nucleon interactions. Neglecting the strange content of the nucleon, 

they place a limit on the charm quark content of 0.035 at 90% CL. T he European 

Muon Collaboration (EMC) has explicitly measured the charm structure  function of 

the nucleon F, [1 1 ] by studying the process f iN  —» ccX, and in Figure 2-7 we show the 

EMC results superimposed on the corresponding MRS fits [6 ]. Note th a t the x and 

Q2 regions probed by CDF lie above and to the right of the data points in Figure 2-7, 

and thus at CDF we are studying the charm structure function in a regime never 

before investigated.
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Figure 2-6: The nucleon structure  function F2 measured in deep inelastic scattering 

of electrons (SLAC), muons (BCDMS, NMC), and neutrinos (CCFR) on deuterium 

(BCDMS, NMC, SLAC), carbon (BCDMS C), and iron (CCFR Fe) targets.
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Figure 2-7: Shown here are the charm structure function data points as measured by 

the European Muon Collaboration (EM C). The Q 2 and x regions probed at CDF are 

above the  data points in x and offscale to the right in Q 2.
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2.3 P hen om en ology  o f  A ssocia ted  P rodu ction  of  

P h oton s and C harm  in  p p  C ollisions

The study of the pp —> j f i  + X  process involves two prim ary components - namely the 

phenomenology of the pp —> 7 c +  X  process, including both the gc —» 7 c subprocess 

and the gg —► 7 cc subprocess, where the cc pair result from initial state gluon splitting, 

and the 7 ^ final states due to bottom quark production and due to final state gluon 

splitting into charm. All of these processes will be discussed here. Of course, there are 

also experimental backgrounds due to neutral mesons mimicking photons and due to 

decays-in-flight of light charged mesons and punch throughs into the muon chambers, 

bu t these will be dealt with later in Sections 4.3 and 4.6.

A number of references can be found in the literature studying the phenomenolgy 

of the  pp 7 c process, most notably the analysis of Fletcher, Halzen, and Zas [12] and 

th a t of Stratm ann and Vogelsang [13]. In the former analysis the authors perform a 

straightforward LO calculation, including the dependence of the process on the gluon 

distribution function via initial state gluon splitting. The la tter analysis studies the 

differences found between including and neglecting the charm mass terms in the LO 

calculation; S trattm an and Volgelsang find little difference in the two approaches.

In addition to the calculations of Fletcher, Halzen and Zas and of Stratm ann 

and Vogelsang, Bailey, Berger and Gordon have performed a NLO massless calcula

tion [15], which incorporates a combination of analytic and Monte Carlo techniques. 

This calculation is particularly appropriate to  this analysis for two reasons. First of 

all, the combination of analytic and Monte Carlo techniques employed allows them 

to apply the same photon isolation cuts th a t are applied to the CDF data. Also, 

they provide a calculation of the differential cross section dEp arm • This differential 

cross section allows us to convolute their results with the PYTHIA Monte Carlo pre

diction [14] for the efficiency of a charm quark to decay into a muon in our fiducial 

volume, and thus allows us to compare their calculation directly with our measured
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Figure 2 -8 : Shown above are some typical LO (top) and NLO (bottom ) Feynman 

diagrams contributing to the Compton process. Note that in the bottom  diagram the 

initial state charm quark derives from the splitting of an initial state sea gluon into 

a cc pair.
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photon-m uon cross section.

Finally, we note that this measurement has im pact on future collider experiments, 

regardless of which calculational approach is taken. One would expect tha t at high 

enough center-of-m ass energies, and at small x ,  where the valence quarks are less 

im portant, and at Q2,s well above the charm mass threshold, an approximate SU(4) 

flavor sym m etry would hold, so that a significant fraction of the proton’s momentum 

would be carried by charm quarks. In fact, CTEQ [7] estimates that at LHC energies 

as much as 2 0 % of the quark content of the proton can be charm, as shown in 

Figure 2-9 [16].

We also note here th a t the charm structure function is interesting in its own right, 

regardless of its importance to future experim ents. The charm structure function 

is a struc tu re  function whose parameters are mostly specified by the physics of the 

Standard Model. Although there are subtleties a t the charm mass threshold, evolution 

above the  threshold is completely determ ined by the DGLAP equations, and, well 

above threshold, the threshold effects are negligible compared to the effects of the 

DGLAP evolution.

In addition to the phenomenology of the signal process, we here discuss potential 

background processes such as 7 b and 7 cc production. One knows immediately that 

7 6  Com pton production will be suppressed relative to 7 c Compton production by 

a factor of 4 due to the electromagnetic vertices involved, and one would expect 

a further suppression due to the differences in the parton masses involved. Lionel 

Gordon et al. have estimated that the bottom  to charm ratio in photon events at 

CDF is given by [17]

7 C +  ic e  _  8

7 6  +  7 6 6  1 '  ̂ *

In order to  estim ate expermentally the relative b and c content of our data, we 

searched for kinematic variables to differentiate the two processes. We found one, 

but ultim ately determined that the statistics of this measurement were not sufficient 

to concretely distinguish the two, as discussed in Section 4.7.
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Figure 2-9: The ratio  of the charm content to the total quark content of the proton 

as a function of x , for various values of Q. Note that for XiXo values corresponding 

to W  production at the LHC, charm makes up 20% of the quark content.
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The 7 cc final state, while a background to the  LO calculations, is in fact a part 

of the signal for the NLO calculation of Gordon, et al., where the 2 —► 3 processes 

have been explicitly included. Nonetheless, we have estim ated the rate of charm 

production in jets recoiling against photons by performing a Monte Carlo study using 

PYTHIA with string fragm entation. We found th a t 5% of PY THIA ’s gluon derived 

jets contained charm, while 0.6% of PYTHIA’s quark derived je ts contained charm. 

Using these numbers, and PYTHIA derived cross sections, we determined

<r(pp -» 7jet -» 7cc) _  1 
&(pp —» 7 c) 9

where the numerator includes contributions derived from both gluons and light quarks, 

and the denominator includes only the charm Com pton process. We conclude th a t, 

given the statistics of this measurement, the ~fcc background is not relevant to this 

analysis, and the 7 b background, though larger than  7 cc, is still much smaller than 

the statistical errors on the measurement.

In conclusion, we reiterate tha t the cross section cTpp-̂ c-, has never before been mea

sured, and that this measurement was made possible due to the luminosity delivered 

to CDF by the Tevatron during Run 1A. In addition to the 7 p  analysis presented 

here, CDF is conducting separate analyses looking for the j e  final state [2 2 ], and 

searching for 7  — c final states by fully reconstructing 7  — D m events where the D~ 

decays in the mode D" —» Dir —> Kirir, as discussed in [18]. ]
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Chapter 3 

Experim ent

3.1 T he Tevatron

The Tevatron at the Fermi National Accelerator Laboratory is a superconducting 

synchrotron designed to store and collide protons and antiprotons at a center-of- 

mass energy of y/s = 1.8TeV. Although the Tevatron is the final accelerator used 

to deliver beam to the CDF Experim ent, a num ber of other particle accelerators are 

used to  provide the protons and antiprotons and to accelerate to sufficient energy for 

injection to the Tevatron. Here we will discuss the accelerators and other devices 

used a t Fermilab to create, accelerate, and finally collide protons and antiprotons in 

the Tevatron.

Figure 3-1 displays the Tevatron and related accelerators. The production and ac

celeration of protons begins w ith the negative ionization of a small sample of hydrogen 

gas, and the subsequent acceleration of the H~  ions to 750 KeV in a Cockroft-Walton 

electrostatic accelerator. This is followed by a linear accelerator, which boosts the 

ions to  200 MeV. The negative ions are chosen (rather than bare protons) in order 

to facilitate injection into the next stage - the Booster Ring. At the point of injec

tion the  negative ions and the pre-existing protons in the Booster Ring are merged 

through a single magnetic field into a straight portion of the ring, and then passed
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through a th in  foil in order to remove the excess electrons from the negative ions. 

The Booster Ring is a synchrotron accelerator which boosts the protons to 8  GeV 

and then injects them  into the Main Ring. The Main Ring is a  synchrotron which can 

be used either to boost protons and antiprotons to 150 GeV for Tevatron injection, 

or to boost protons to 120 GeV to be used for antiproton production.

Debuncher LINAC
and _  

Accumulator Booster

Switchyardp injectp extract

p inject

BO _ 
(CDF)Main

Ring Tevatron

Figure 3-1: The accelerators and related devices used to deliver protons and antipro

tons to the CDF Experiment.

At Fermilab, antiprotons are produced by striking a tungsten  target with protons 

extracted from the Main Ring. From the resulting spray of particles, antiprotons 

are extracted and focused using a lithium  electromagnet. These antiprotons are then 

collected by the Debuncher which reduces their spread in in longitudinal m omentum 

in order to facilitate their eventual injection to the Main Ring. The antiprotons are 

then ejected from the Debuncher and stacked in the Antiproton Accumulator.
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During the Tevatron’s Run 1A in 1992, protons would be accelerated to 150 GeV 

by the Main Ring, and then injected in 6 bunches to the Tevatron. Then antiprotons 

would be delivered to the Main Ring by the  Accumulator and accelerated to 150 

GeV, and then injected into the Tevatron also in 6 bunches. Then the protons and 

antiprotons were simultaneously accelerated to  900 GeV, and Tevatron quadrupoles 

were turned on to focus the beams at the BO interaction point, at the center of the 

CDF Detector.

A typical Run 1 A Tevatron store at CDF started  with a luminosity of 5 x 

103ocm_2s-1  and lasted about 10 hours. The mean instantaneous luminosity for all 

of Run 1A was about 3 x  103Ocm - 2s-1 , and the to ta l integrated luminosity collected 

during Run 1 A, corrected for experimental down tim e due to detectors critical to  this 

analysis, was 13.2pb_I.

3.2 T he C D F  D etector

The Collider Detector at Fermilab (CDF) is a particle physics detector used to mea

sure the properties of particles originating from the B0 interaction region at the 

Tevatron. At B0, the protons enter from the West and antiprotons enter from the 

East, and the CDF coordinate system defined the proton beam as the positive z axis. 

The positive y axis is defined as to be vertical and the positive x axis is defined to 

be pointed away from the center of the Tevatron. Polar coordinates are defined so 

that the azimuthal angle <j> is zero along the the positive x axis and increased under 

a counter-clockwise rotation about the z axis. The polar angle 6 was defined as zero 

relative to the positive z axis. Details of the CDF detector can be found in [19].

Figures 3-2 and 3-3 display the geometry of the subsystems of the CDF Detector. 

These subsystems were designed, where possible, to lay in a cylindrical fashion about 

the B0 interaction region. The pp collisions were found to be distributed in z about 

the center of the detector with a width of approximately 30 cm. Viewed from the
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nominal collision point, particles in the central region (j?;| < 1) should interact with 

the beam pipe, a  set of time projection chambers (the V TPC), and a wire drift 

chamber (the CTC). Outside the CTC was a solenoidal magnet field, which provided 

a 1.41 T field in the  z direction. After this solenoidal field, were electromagnetic and 

hadronic calorimetry and muon chambers, as described in the following sections.

C m T X U  DETECTOR

CENTRAL MW3N UPGRADE

CENTRAL M X N  E TK N B IQ N

FORMED KAQBT2ZED 
STBCL TOKO I K

LOT BETA QUADS

m n m  k l k t b o h a q b t  and
EiSROtflC CALCRIUEJI3S

B iO K iD  UMBSTIZBD 
STZTL TU80ID6

RAfKlABP KU CnM Bt& S»RIC  AND 
ElD M N IC Ca LORIICIERS

Figure 3-2: A three dimensional perspective of CDF displaying the pertinent muon 

subsystems.

3.2.1 Vertex Tim e Projection Chamber

The Vertex Time Projection Chamber (V TPC ) is an inner tracking chamber de

signed to precisely locate charged particles in the r — z plane close to the interaction 

region [19]. This da ta  is used to determine the location of a given event’s interaction 

point along the z axis - a variable commonly referred to as the ”z-vertex” for the 

event.

The VTPC is a set of 8 individual time projection chambers. Charged particles 

travelling through the chambers ionize a 50-50 m ixture of Argon and Ethane, and the 

associated electrons and ions drift towards wires and cathode pads, respectively, from
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CDF CENTRAL MUON UPGRADE

SOLENOID RETURN YOKE

CENTRAL MUON

CENTRAL HAORONIC CALORIMETER
CALORIMETER

CENTRAL ELECTROMAGNETIC 
CALORIMETER

CENTRAL TRAOQNO CHAMBER

SIUCON VERTEX DETECTOR

Figure 3-3: A lateral perspective of CDF displaying the relevant muon systems and 

calorimeter.

which signals are read out. Each individual chamber is subdivided into azimuthal 

octants. Reconstruction of tracks in the r — z  plane is accomplished from precise 

knowledge of the location of each wire together with the drift time of charge to th a t 

wire.

Reconstructed VTPC tracks are parameterized in terms of the polar angle 6 and 

the intercept with the z axis. Prim ary vertices are determined by identifying clusters 

of z  intercepts from several tracks, and from this information the z vertex of the 

event is measured. The VTPC resolution for finding a z vertex is about 2 mm, while 

a gaussian fit to the z vertex distribution yields <r of about 30 cm, thus justifying our 

event-by-event vertexing.
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3.2.2 Central Tracking Chamber

The Central Tracking Chamber (CTC) is a  drift chamber which is used to measure 

the tracks of charged particles in 3 dimensions [19]. The chamber covers the region 

\rj\ < 1 at its outer radius and is cylindrically symmetric, thus allowing full azimuthal 

coverage. The CTC includes 9 alternating axial and stereo superlayers, where the 5 

axial superlayers consist of wires parallel to  the  z  axis, and the 4 stereo superlayers 

consist of wires with a  3° tilt which provides z  information. W ithin each superlayer 

the wires are subdivided into cells, and the superlayer structure of the CTC at its 

endplate is shown in Figure 3-4. The entire CTC is contained within a solenoidal 

magnetic field, which allows the measurement of the P j  of charged particles.

554 00 m m  I.D

2760.00 m m  0.D

Figure 3-4: The wire layout at the endplate of the Central Tracking Chamber.
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Each cell within a superlayer contains field wires, sense wires, potential wires, 

guard wires and shaper wires. The field wires provide an electrostatic potential of 

about 1350 V / cm. Charged particles leave ionization trails through the 50-50 Argon 

Ethane mix used in the chamber, and the resulting electrons drift through the elec

trostatic and magnetic fields towards the sense wires. The potential wires are used 

to control the gas gain in the region near the sense wires, while the guard and shaper 

wires are used to fine-tune the electric field.

Each axial superlayer has twelve sense wires, and each stereo superlayer has six 

sense wires. The wire planes within a cell are ro tated by 45° relative to the radial 

direction, where the 45° was chosen to ensure th a t the drift trajectories are approxi

mately azimuthal. This feature ensures tha t every stiff track crosses each superlayer 

such that the drift time to a t least one wire in the superlayer was less than  40 nsec.

The process of finding tracks in the CTC consisted of three steps, all of which 

were achieved offline. In the  first step, a list of hits and associated drift times was 

established. Next, a pattern  recognition algorithm was applied to a ttem pt to associate 

hits with a single track. The result of the pattern  recognition algorithm was a list 

of tracks and associated hits, in which individual hits were allowed to be associated 

with multiple tracks.

The final step was to fit the hits of each track to a helix. This helix is then 

described by 5 param eters, namely

• Zo - The z position at the point of closest approach of the helix to the origin.

• do - The distance of closest approach to the origin in the x  — y  plane.

• (j)a - The azimuthal angle relative to the positive x axis at the point of closest

approach to the origin.

• c - The half-radius of curvature of the reconstructed track.

• cot 6 - The cotangent of the polar angle at the point of closest approach to the

origin.
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Several different types of track  fits are performed on CDF data, including:

• Unconstrained - In this type of fit, the only information used is tha t provided 

by the hits themselves. This includes the location of the  hits and their residuals 

relative to the fit. T he la tter were incorporated by performing the fits in an 

iterative fashion and weighting the hits by the inverse of the residuals.

• Beam Constrained - This type of fit constrained the tracks to originate in 

the x — y  plane at the same point as the beam axis.

• Vertex Constrained - This type of fit constrained a set of tracks to originate 

from a common vertex, either in the x — y  plane or in all 3 dimensions.

The performance of the CTC has been studied using both cosmic ray data  and pp 

data. From the cosmic ray d a ta  it has been determined th a t the spatial resolution of 

the sense wires is approxim ately 155 p and that the P j  resolution of the detector is 

approximately -p- =  Q.OO2 P 7-. Of course, the track recontruction efficiency is different 

in cosmic ray data than in pp data, since pp data has, on average, many more tracks 

per event. For this reason a study was conducted merging the CTC hits from Monte 

Carlo pion and kaon simulations with reed CDF pp data. From this study the track 

reconstruction efficiency for tracks reaching the radial edge of the chamber was found 

to be 99% ±  0 .2 % [20].

3.2.3 Calorimetry

CDF has both electrom agnetic and hadronic sampling calorimetry covering almost 

4 t  steradians of solid angle [19]. The calorimetry in the central region is divided 

into four arches, each covering 180° in < t> . Two arches on the East end of CDF cover 

0 < 77 < 1.1 while those on the  West end cover —1 .1  < 77 < 0. Each arch is composed 

of twelve wedges, each of which subtends 15° in <f) . Each wedge is subdivided into 

towers, each subtending 0.1 units of 7 7 . In the central region the electromagnetic
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calorimeter (CEM ) consists of alternating sheets of lead and scintillator, and light 

originating in the scintillator is directed to photomultipliers via light pipes, as shown 

in Figure 3-5. Displayed in Figure 3-6 is a map of a 12 param eter fit to the CEM 

response as measured by both cosmic ray data  and electron test beam data. The 

CEM has a resolution of &e / E  =  13.5% /y /~ E .  The central hadronic calorimeter is 

constructed in a similar fashion, but uses sheets of steel and scintillator, and has a  

resolution of <te/E =  70% /\/f2.

3.2.4 Central Strip Chambers

The Central Strip Chambers (CES) are used to determine shower position and tran- 

verse development at shower maximum by measuring the charge deposition on orthog

onal strips and wires [19]. The chambers themselves are constructed from copper- 

backed in. PC boards and 0 .0 0 2  in. gold-plated tungsten wire, with the copper 

strips and tungsten wires arranged in a perpendicular geometry as shown in Figure 3- 

7. The chambers flow a 95-5 mixture of Argon-Ethane, and are operated at 1420 V. 

The chamber high voltage is chosen to give an occasional (few %) channel saturation 

for 150 GeV test beam electrons near normal incidence. A study of electron test 

beam data was conducted in order to assign a x 2 associated with a shower’s trans

verse profile. This CES x 2 method is used in this dissertation to distinguish photons 

from neutral mesons, as discussed in Chapter 4.

3.2.5 M uon System s

The CDF central muon systems consist of three subsystems - namely the Central 

Muon System (CMU), the Central Muon Upgrade (CM P), and the Central Muon 

Extension (CM X). The combined acceptance for these subsystems is complicated by 

the fact tha t each subsystem has a different geometry. The CMU has a cylindrical 

symmetry, the CMP has a box geometry, and the CMX has a conical geometry, as 

shown in Figures 3-2 and 3-3. The effect of these diverse geometries on the muon
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Figure 3-5: Shown above is a 3D perspective of a single wedge of the Central Elec

trom agnetic Calorimeter. Displayed are both the lead-scintillator sandwich of the 

calorimeter itself, together with the phototube readout, and the position of the 

shower-max Centred Strip chambers.
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Figure 3-6: Here we display a map of the Central Electro-Magnetic calorimeter re

sponse. The vertical axis is a 12 parameter fit to the calorimeter response for minimum 

ionizing particles, while the horizontal axes are the longitudinal and polar coordinates.
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Figure 3-7: Shown above is a schematic description of a CES chamber, displaying the 

perpendicular cathode and anode construction.

acceptance is shown in Figure 3-8.

Central Muon System

The CMU chambers consist of four layers of drift chambers (Figure 3-10) covering the 

region \q\ < 0.6, as shown in Figure 3-9 [19]. The drift chamber wires are parallel to 

the z axis and alternate layers are radially aligned in order to allow a crude momentum 

measurement. The chambers are subdivided into 24 wedges in <f) for each half of the 

detector ( —0.6 < tj < 0 and 0  < 77 < 0.6). Each wedge is further subdivided into 

three 5° towers, with each tower having the geometry shown in Figure 3-11. Wires 

in alternating layers were offset by 2 mm in order to resolve the left-right ambiguity.

Muon tracks in the CMU are reconstructed using time-to-distance relationships in 

the drift direction ((f)), and charge division in the longitudinal direction (z). Cosmic 

ray studies have determined the  resolutions to be 250 fim in the drift direction and 

1.2 mm in the longitudinal direction. Clusters of hits in at least three layers are found 

separately in the r — <p and r — z planes, and these two sets of clusters are merged. 

Then, a linear fit is performed to generate a three dimensional track segment.
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Figure 3-8: An 77 — <p plot of the central muon coverage at CDF. Note the effect of 

the CM P’s box geometry on its acceptance, and the gaps in the CMX acceptance at 

the top and bottom  of the detector.
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Figure 3-9: Here we display the organization of drift chambers of the CMU, in both 

tj and <t> space, superimposed on the structure of the CEM.
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Figure 3-11: Above we display the geometry of the 16 chambers of a single CMU 

tower.
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The CMU, operating as an independent muon detector, suffers from two serious 

defects. The first is tha t the CMU has an average of only 5.4 pion interaction lengths 

between it and the  event vertex. This results in very high backgrounds due to mesons 

punching through the calorimetry and leaving a stub in the  CMU. The CMP was 

constructed to address this flaw, and Figure 3-12 shows the CHA energy deposition 

for CMU only muons compared to CMU-CMP coincidence muons, dem onstrating the 

noise reduction accomplished by requiring CMU-CMP coincidence. The number of 

interaction lengths presented to each of the muon subsystems is displayed in Figure 3- 

13. The second defect is th a t the CMU only covers a range of —0.6 <  t) < 0.6. The 

CMX was constructed in order to expand the muon coverage to  —1.0 < 77 < 1.0.

Central Muon Upgrade

The CMP also consists of four layers of drift cells, but in a staggered geometry. The 

chambers are assembled in a box geometry outside the solenoid magnet, and behind 

60 cm of additional steel in the region 55° <  6 < 90°. The re tu rn  yoke of the CDF 

solenoid provides the necessary steel above and below the central detector, and as a 

result it was only necessary to  add steel on the  two sides of the  detector in the form 

of non-magnetized retractible walls. The CMP chambers, like the CMX chambers, 

are 2.5 cm x 15 cm in cross section, and are operated in proportional mode with a 

maximum drift tim e of approximately 1.4 /i s . The design of a C M P/CM X  chamber 

is shown in Figure 3-14.

The 77 coverage of the CMP roughly corresponds to that of the  CMU, except where 

limited by the box geometry, as displayed in Figure 3-8. The additional interaction 

lengths in front of the CMP allow one to dram atically reduce the  central muon back

grounds by requiring a CMU-CMP coincidence. The reduction of acceptance is more 

than compensated by the reduction in background. The Level 2 muon trigger rates 

for CMU only and CMU-CMP coincidence muon candidates are shown in Figure 3-15.
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Figure 3-12: The effect of the CM P at reducing hadronic punch-through is demon

strated by the distribution of energy observed in the CHA towers traversed by muon 

candidates with P j  > 15GeV observed with CMU only stubs (dashed) and with 

CMU-CMP coincidence (solid). Note the strong minimum-ionizing particle peak ob

served for the CMU-CMP coincidence candidates.
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Figure 3-13: The number of interaction lengths of m atter traversed by a particle 

route to each of the muon detectors, as a function of the polar angle 6.

47

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Gas Inlet/Outlet Endplate

Grid HV
Gold-plated Cu/Be 
Contact Pins

Wire Feedthrough

Field Shaping Pads

Aluminum Chamber

© ® 0 3 i2 j 3 © PVC Wire Support

> Wire Feedthrough Endplate

Gold Plated 
Tungsten Wire

Grid HV
Gold-plated Cu/Be 
Contact Pins

Gas Inlet/Outlet

Figure 3-14: Here we show the mechanical layout of a drift chamber for the CMP or 

CMX.
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Figure 3-15: Level 2 muon trigger rates from the 1995 run for CMU only and CMU- 

CMP coincidence muon candidates with a 12 GeV threshold.
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Central Muon Extension

The CMX consists of conical sections of four layers of drift tubes at each end of the 

CDF detector covering a pseudorapidity range of 0.65 < |»/| <  1.0. The drift tube 

layout for a 15° wedge of the CMX is shown in Figure 3-16. There is a 30° gap in <j) 

a t the top of the detector for the  Tevatron Main Ring, and there’s a 90° gap at the 

bottom , where the conical sections are interrupted by the floor of the collision hall. 

Both of these gaps are visible in Figure 3-8.The four layers of drift tubes are arranged 

into groups of twelve for each 15° (f) sector, and successive layers are half-cell offset to 

eliminate ambiguities. No additional steel was added for this detector, since the  large 

angle through the hadron calorimeter and magnet yoke means th a t particles reaching 

the CMX traverse more interaction lengths than those projecting to the CMU, as 

shown in Figure 3-13.

Figure 3-16: Above is displayed the geometry of the drift tube layout for a 15° CMX 

wedge.
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There is an additional background found in the CMX th a t is not found in the 

CM U/CM P, which is due to secondary particles generated from far forward particles 

scattering off the beam  pipe. This is addressed in Section 4.6.1.

3.3 The C D F  D ata  A quisition  S y stem

One of the greatest challenges in experimental pp collider physics is the enormous 

to ta l cross section for pp interactions. The bulk of these interactions consist of elastic 

small angle scattering, so, in a high luminosity environment (like that at CDF), high 

Pt physics can only be studied by means of a complicated trigger system designed to 

extract the interesting physics from the chaff of elastic scattering. The CDF trigger 

system is designed in three levels, each level making a more sophisticated decision 

based on more detailed information, while each level consequently takes more time 

to reach its decision. Here we will give a general overview of the CDF trigger system, 

while in Section 3.4 we will discuss the details of the photon trigger pertinent to this 

dissertation.

3.3.1 Level 1

The Level 1 trigger is designed to make a trigger decision between successive 3.5 p. 

sec beam crossings in order to incur no dead tim e to the  system. The Level 1 trigger 

system consists of three components:

• Coincidence hits in the East and West Beam-Beam Counters;

• Single calorimeter towers over transverse energy threshold; and

• Muon chamber track stubs over transverse m om entum  threshold.

A coincidence in at least one of the BBC scintillators on both sides of the CDF 

detector forms the minimum bias trigger used for background studies at CDF.
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The Level 1 calorimeter trigger pertinent to this thesis is generated by analog 

signals coming from the central scintillator phototubes. The trigger is segmented in 

the T]-(j>  plane by A <j> =  15° and A t/ =  0 .2 , while the actual segmentation provided 

by the calorimeter is reduced by fast analog signal summation in order to reduce the 

absolute trigger rate. The analog calorimeter signals are corrected for pedestal offsets 

and gain variations. The tower signals are also weighted by sin 9, where 9 is the polar 

angle, so tha t trigger thresholds can be set on transverse energy.

3.3.2 Level 2

After the receipt of a Level 1 accept, the beam  crossing clock is inhibited from clearing 

the detector signals, and all detector signal gates are held while the Level 2 trigger 

system makes its decision. At Level 2, the following, more detailed information is 

available for the trigger system:

• Fast CTC track pattern  recognition (C FT);

• Hadronic and electromagnetic calorimetry clustering;

•  Matching CFT tracks to muon stubs;

• Matching CFT tracks to calorimeter clusters; and

• Global energy sums (total, transverse, missing transverse).

The Central Fast Tracker (CFT) makes use of fast hit information bom  the five 

axial superlayers. Using this information, the transverse momentum of individual 

tracks is measured with a resolution of 5Pj/P j-  ~  3.5%. The CFT then generates a list 

of tracks in eight P j  bins with nominal central values of 3.3,4.0,5.0,6.5,10.0,15.0,20.0, 

and 30.0 GeV. This list of tracks is then m atched to Level 2 muon hits and calorimetry 

clusters.

The Level 2 trigger system also performs calorimeter clustering. Two sets of 

thresholds are applied to all calorimeter trigger towers, seed and shoulder. When a
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trigger tower is found passing the seed threshold, then the eight adjacent towers are 

checked to  see if they pass either the seed or shoulder threshold - and if a tower does 

pass, it is added to the cluster. This process is repeated until all new adjacent towers 

have been rejected. Once the clusters have been identified, quantities like E x , E y , 

E t , t), and (j> are calculated for each cluster.

3.3.3 Level 3

On the receipt of Level 2 accept, all channels of the CDF detector are digitized and 

sent to the Level 3 trigger system, which takes typically 2 - 3  msec. The Level 3 

trigger system consists of 48 Silicon Graphics computers, each containing two event 

buffers. W ith each event being sent to a single buffer, the Level 3 system can process 

48 separate events in parallel, while another 48 events are being loaded into the 

secondary buffers. Level 3 processing allows roughly 1-2 seconds.

At Level 3, all of the quantities in the offline data are available to make trigger 

decisions. At this point a wide variety of triggers and data  streams are defined in 

order to facilitate the analysis of the CDF data. In the next section we limit ourselves 

to the trigger pertinent to this thesis.

3.4 T h e C D F R un  1A P h o to n  Trigger

As described in Section 3.3, the CDF photon trigger has three levels [21]. At Level 1 

a single CEM tower is required to be above a threshold of 6 GeV. The Level 2 trigger 

requires tha t 89% of the cluster’s transverse energy be in the the EM compartment 

of the calorimeter, and that the cluster be isolated as determined by neural net based 

isolation boards. These isolation boards require tha t at Level 2 the transverse energy 

in the 5 x 5  grid of towers surrounding the candidate cluster (equivalent to a radius of 

R = / ( A r f  +  (A <f>)~ =  0.65) is less than 5 GeV. For the data analyzed in this thesis, 

a transverse energy threshold of 16 GeV is also applied at the Level 2. W ithout this
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Level 2 isolation requirem ent, a prescale of approximately 100 would be required for 

the 16-30 GeV range, due to trigger ra te  limitations. At Level 3, software algorithms 

apply fiducial cuts to the photon candidates and the isolation cut is stiffened to 4 

GeV in a cone of radius 0.7.
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Chapter 4 

Analysis

In this chapter we discuss the  analysis of the Run 1A photon-muon d a ta  sample. In 

the first section we describe the initial event selection and the loose muon cuts used 

to assemble a dataset of photon triggered events which also have muon candidates, 

and also the more stringent cuts applied to reject backgrounds in the photon and 

the muon legs. In Sections 4.2 and 4.3 we describe the photon trigger efficiency 

and acceptance and the various photon background estimate m ethods th a t we have 

studied. Section 4.4 describes, motivates, and studies the matching variables that 

we have found useful for CMX muons, while Section 4.5 describes the reconstruction 

efficiency and acceptance for muons at the CDF detector. In Section 4.6 we discuss 

and compare our various methods of estim ating the muon backgrounds in our sample, 

and in Section 4.7 we introduce a variable tha t allows us to descrim inate between 

muons resulting from the semi-leptonic decays of charm and bottom  quarks. Finally, 

after this discussion of the event rates, the efficiencies and acceptances, and the 

background rates, we discuss the systematic errors, our measurement of the  photon- 

muon cross section, and our comparison of our result with both the PY TH IA  Monte 

Carlo prediction and a NLO calculation.
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4.1 Event Selection

The data  analyzed in this thesis was collected during the 1992-1993 Fermilab Tevatron 

Run 1A. The only trigger requirement placed on the data  was that the events pass 

the 16 GeV isolated photon trigger. This trigger, as discussed in Section 3.4, required 

th a t the event have a Level 2 central EM cluster with E j  greater then 16 GeV, that 

the cluster have no associated C FT track greater than  3.3 GeV pointing at it, and that 

the cluster satisfy the isolation requirement th a t there be less than 5 GeV additional 

transverse energy in a cone of R  = 0.65 around it. No other trigger requirements 

were made, and, in particular, no muon trigger requirem ent was made. Also, runs for 

which the Level 2 isolated photon trigger was malfunctioning were rejected.

We searched this photon sample for muon candidates reconstructed offline, where 

a muon candidate is defined as a match between an offline 3D CTC track and an 

offline muon stub found in any of the CMU, CMP, or CMX muon detectors. For this 

piece of the analysis we reprocessed the data with Version 7.12 of the CDF offline code 

in order to incorporate the final Run 1A CMX calibration and alignment constants 

and the CMX stub finding algorithm described in [25]. Finally, events were rejected 

when the muon stub was found in a muon system known to be malfunctioning during 

th a t run.

In processing the photon da ta  our initial event selection criteria were kept very 

loose in order that appropriate cross checks and background studies could be per

formed on the fined subset of events selected. We required the photon to pass the 

standard CDF photon filter - the same filter used for the CDF Run 1A inclusive 

photon analysis [21] as discussed below. We also required the muon to pass the  loose 

muon cuts described in [27]. These cuts were found to be 98 — 99% efficient for muons 

derived from the decay of -0’s:

P ho ton  Requirements:
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• Pass the PH 092 filter [21].

The PH 092 filter was designed to identify photon candidates for the CDF Run 1A 

inclusive photon analysis. It takes as input the EM calorimeter clusters and CES 

clusters identified by the offline code, and then  only accepts as candidates EM clusters 

found in the central calorimeter tha t also had an associated CES cluster. It then 

requires th a t the associated CES cluster pass fiducial cuts, which ensure the efficiency 

of photon detection, that there be no other CES cluster greater than  1 GeV, and it 

makes an isolation cut by requiring that the  additional transverse energy found in 

a cone of R  = 0.7 around the EM cluster be less than 4 GeV. The cluster is also 

required to have an offline transverse energy greater than 10 GeV and to have no 

reconstructed 3D track pointing at it.

The selection of muons in the data set was accomplished by cutting on the various 

track-stub x 2s of the muon candidates. These x 2s refer to the m atch of the CTC 

track to the muon chamber stub. The x-direction corresponds to R  — <f>i where <f> is the

polar angle, while the z-direction corresponds to R  — 6 where 8 is the azim uthal angle.

Muon Requirements:

• CMU x 2 the x-direction <  9;

• CMU x 2 in the z-direction < 12;

• CMP x 2 in the x-direction < 9;

• CMX x 2 in the x-direction < 9; and

• P£ > 4.0GeV.
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W ith these cuts we ran on ~  1.2 million events corresponding to 13.2pb-1 , and 

found 292,112 passing both PH 092 and the routine BADRUN, which removes events 

corresponding to data runs defined as bad for various CDF subdetectors. Of these 

events, 11,932 had muon candidates passing the above cuts. These candidates, how

ever, comprise real muons together with various muon backgrounds as discussed be

low. We note here tha t although the additional cuts described in this section reduce 

these backgrounds, it is still necessary to  subtract the remaining backgrounds using 

the techniques discussed in Section 4.6.

In addition to the above selection criteria, we impose a number of cuts which 

purify the sample and simplify our analysis. We impose upper cuts on the CES % 2 

and the photon E j .  The CES x 2 is a measure of how well the EM cluster’s transverse 

profile agrees with tha t of a true photon as determined from test beam data. Thus, an 

upper cut on this variable rejects the neutral meson backgrounds. The upper cut on 

the photon E j  is necessary because at high E j  the decay products of e.g. a 7r° merge 

into a single cluster and are thus indistinguishable from a prom pt photon. These 

cuts ensure th a t the CES weighting routine, which is used to distinguish prom pt 

photons from neutral mesons (as described in Section 4.3) will properly reflect the 

prompt photon content of the data. We also impose a lower cut on the photon E j  

of 17 GeV, which ensures that sufficient statistics are m aintained across the photon 

spectrum th a t the CES weighting routine operates correctly. For I77J  < 0.6, charged 

mesons punching through the calorimetry and leaving a track stub in the CMU are 

rejected by requiring a CMU-CMP coincidence, where the steel wall in front of the 

CMP provides enough additional interaction lengths to drastically reduce the chance 

of punch-through. For 0.6 < \r}̂ \ <  1.0 (where meson punch-through is not a prob

lem), the CMX accidental track-stub matches discussed in Section 4.6.1 are rejected 

by cutting on the variable W  discussed in Section 4.4. Finally, additional rejection 

of neutral mesons mimicking photons is accomplished by placing an isolation cut on 

the photon, requiring that the extra energy in a cone of R =0.7 be less than 2 GeV.
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These cuts are summarized below:

Photon Requirements:

•  CES x 2 < 20;

•  E t > 17GeV;

•  E t < 40GeV; and

•  isolation (R = 0 .7 )<  2GeV.

Muon Requirements:

•  CMU-CMP coincidence; and

• P f  > 4.0GeV; 

or

• CMX muon;

• \W\ < 0.09;

• |Az| <  33cm; and

• P£ > 4.0GeV.

As mentioned before, there are additional backgrounds in the CMX not encountered 

in the CMP. The above CMX cuts are necessary for our method of controlling and 

estimating these CMX backgrounds, which will be discussed in Section 4.6.1. We note 

here, however, tha t in the above cuts the variable A z is the A R — 6 of the track-stub 

position match, while the variable W  is a linear combination of the Aa: and A <f> of 

the track-stub position match, which is discussed in Section 4.4.
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Applying the final photon cuts left 459 events in the Run 1 A data. Then, applying 

the muon cuts left us with 222 events -  135 in the  CMP and 87 in the CMX. After our 

rejection of runs for which the photon trigger was malfinctioning and runs for which 

the various muon detectors were malfunctioning, we find our data sample corresponds 

to 13.2pb_l of luminosity.

4.2 C D F  P h oton  Trigger E fficiency and A cceptance

In this section we discuss the product of the acceptance and efficiency for a photon to 

be detected at CDF. There are two pieces to the acceptance and efficiency estimate 

necessary for the photon -  muon cross section measurement, where by ’acceptance’ 

we mean the geometrical acceptance for a particle in our 77 — <£ fiducial volume, and 

by ’efficiency’ we mean the efficiency for trigger and reconstruction in our Pt fiducial 

volume. The first is the acceptance and efficiency for the photon, and the second is 

the acceptance and efficiency for the muon to be reconstructed as either a CMU - 

CMP coincidence stub or a CMX stub. The former will be discussed here, while the 

latter will be discussed in Section 4.5.

We note here tha t, for the da ta  discussed in this dissertation, the photon and 

muon legs of the analysis must be treated  differently, since the data set analyzed here 

required only a photon trigger. Thus, the acceptance and efficiency of the photon leg 

requires a correction due to the trigger turn-on curve for the CDF Run 1A isolated 

photon trigger, while the acceptance and efficiency of the muon leg can be determined 

from an unbiased data set.

The acceptance and efficiency for the photon we take from the CDF inclusive 

photon analysis [21]. The no track cut was studied with minimum-bias data and 

found to be 93% efficient. The CES fiducial cuts were found to cover 64% of the 

solid angle for (77 j < 0.9 and the requirement th a t there be no additional CES cluster 

greater than  1 GeV was studied with electron test beam data, and found to be 90%
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efficient. The 2 GeV isolation cut on the photon was studied using minimum-bias 

data, and found to  be 78% efficient. The combination of these numbers yields an 

overall acceptance and efficiency for photon detection of:

A  * e(7 ) =  0.336 ±  0.034. (4.1)

This is valid for photons in —0.9 <  77 <  0.9. One must also consider the efficiency 

for a 17 GeV or higher photon to fire the  16 GeV neural net isolated photon trigger. 

This has been studied using prescaled lower E j  electron triggers, and found to be

A  * Clriggeri7) =  0-92. (4.2)

4.3 P h o to n  Background E stim ates

Due to the lim ited statistics of the d a ta  sample studied here, we investigated two 

different approaches to estimating our photon backgrounds - a high statistics method 

and a low statistics method. The high statistics method discussed in Section 4.3.1 is 

simple, but suffers from the fact that the weights applied to  the events are exclusive 

of the [0 ,1] interval (i.e. the weight for each event is either less than 0  or greater than 

1 ), and thus statistical fluctuations in the CES x 2 distribution can result in a negative 

number of real photon events when the statistics are low. The low statistics method 

discussed in Section 4.3.2 calculates a probability per event, which is inclusive of the 

[0,1] interval, and thus the estimated num ber of real photons is positive definite. This

method, however, suffers from being awkward and computing intensive.

In the end, we use only the high statistics method to calculate our final measure

ment. However, we include here a discussion of the low statistics method as a cross 

check, and as a reference for future analyses.

61

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.3.1 High Statistics Case

For the high statistics case we studied the photon background subtraction m ethod 

used in the CDF Run 1A inclusive photon analysis. In this analysis the separation 

of real photons from background neutral mesons was accomplished by means of a 

statistical CES weighting routine, which discriminates photons and neutral mesons 

on the basis of their transverse shower profile, as discussed below and in [21]. W hen 

this routine is used to weight events, and statistics are sufficiently high, one obtains 

results corresponding to a pure photon sample.

The CES weighting routine uses the efficiencies for photons and neutral mesons 

to have a CES-measured transverse shower profile x 2 less then 4. The efficiency for 

photons to pass this cut was determined using test beam data  for electrons, with the 

difference between photon showers and electron showers being compensated for by 

noting tha t photons shower later in the calorimeter than  electrons, and thus the CES 

occupancy for a photon shower should be lower than tha t for an electron shower. W ith 

this in mind, the calculation of the CES x 2 allowed the CES occupancy to fluctuate 

greater than in the  electron test beam data. The efficiency for neutral mesons was 

determined with a Monte Carlo study using a detector simulation package, and the 

mix of neutral measons (7r0,s, t/’s, p ’s, etc.) was varied to  calculate the systematic 

error, as discussed in Section 4.8.

From these efficiencies, a m atrix equation can be constructed relating the num ber 

of true photons and neutral mesons to the number of EM clusters with CES x 2’s less 

than and greater than  4. Inverting this matrix equation allows one to extract the 

number of true photons from the data, via the relation

* ,  =  (4.3)

where N.t is the num ber of photons, N  is the number of photon candidates, and e is the  

fraction of photon candidates passing the cuts, while e7 and et, are the corresponding 

fractions for true photons and neutral mesons. We note here tha t this calculation
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assumes th a t the pertinent quantities have Gaussian errors, and as a consequence the 

weight returned is greater than one for clusters with a CES x 2 less than 4, and less 

than zero for those with CES a x 2 greater then 4.

During Run 1A, in addition to the CES a new detector was available to study 

central photons at CDF. A set of multiwire proportional chambers was installed on 

the face of the CEM in order to study photon conversions in the CDF solenoid magnet 

material - the Central Preshower, or CPR. Using the CPR, a statistical background 

subtraction method directly analogous to th a t of the CES has been developed. This 

method, however, is most appropriate for photons with E t  greater then 40 GeV, a 

kinematic regime where this analysis lacks statistics. In the kinematic regime where 

the two methods overlap, a very good agreement has been found between both  m eth

ods of predicting the number of true photons in a given sample of candidates. We 

show in Figure 4-1 the efficiencies for the identification of both photons and back

ground, for both methods, and in Figure 4-2 we show the ratio of the Profile M ethod 

to the Conversion Method, as a function of E j ,  for the overlap region. The agreement 

is apparent.

Finally, we note tha t as mentioned in Section 4.3, the use of the CES weighting 

technique allows negative fluctuations when the statistics are low. For this reason we 

have also studied the low statistics technique described below.

4.3.2 Low Statistics Case

In the limit of low statistics, the assumption of Gaussian errors implicit in the pre

vious section becomes questionable. Thus, for the low statistics case, an algorithm 

was devised which used the same data  for photon x 2 efficiencies as the standard 

CES weighting routine in order to calculate the number of true photons in a photon- 

candidate sample. Instead of assuming Gaussian errors, however, our code calculated 

the maximum log likelihood probability for the number of real photons based on Pois- 

son statistics. This approach ensured by construction tha t the estimated num ber of
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B ackground  S ub tract ion  M ethods
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Figure 4-1: The efficiency for the high statistics CES weighting routine to identify a 

CES cluster as a photon or a neutral meson, as a function of candidate E j .  Displayed 

are the results for both the CES method (top) and the CPR (bottom ).
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true photons was positive definite. Our likelihood calculation is described in some 

detail in Appendix A, and at this point we merely note that Figure A-l displays 

the fractional difference between our likelihood calculation and the  standard photon 

weighting m ethod, as a function of the num ber of photon candidates. The two m eth

ods agree when the statistics are high, and as the statistics decrease, the results of 

the two m ethods begin to diverge, as one would expect.

We attem pted  to use this low statistics m ethod to  bin our data  in photon Et , and 

thus measure the  differential cross section. Unfortunately, we found th a t the statistics 

of the Run 1 A sample were sufficiently limited th a t statistical fluctuations became 

large, and the measurement had very large errors. In the end, we restricted ourselves 

to measuring the integrated cross section using the high statistics m ethod. We include 

here the details of our low statistics analysis in order to record the  method for use 

in the Run IB analysis, where with larger integrated luminosity and a dedicated 

photon-muon trigger with a lower photon trigger threshold (Ej- > 10 GeV), one will 

have greatly enhanced statistics.

4.4 C M X  M uon Variables

Understanding and estimating the additional muon backgrounds found in the CMX 

requires a careful study of the track-stub matching variables. Here we discuss our 

detailed study of if; —> fifi events, where one muon leg is in the CMX. From this study 

we have determ ined the most appropriate variables to cut on in the CMX, the values 

of cuts to impose, and the efficiencies of these cuts.

As a motivation for including the CMX in this analysis, we first show in Figure 4-3 

the pseudorapidity distribution for charm produced from the 7  — c Compton process 

as predicted by PYTHIA, with the 77 acceptance of the CMX and CMU-CMP su

perimposed. As can be seen, inclusion of the CMX analysis allows the possibility of 

measuring the 77 distribution of charm in the process at hand. Future data at CDF
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should be able to complete this measurement.

Figure 4-3: PYTHIA prediction of the charm 77 distribution for the charm Compton 

process with photons in our fiducial volume, with the approxim ate CMP and CMX 

coverage superimposed.

The most useful variables for studying CMX muons are A x and A <f>, where A x  

is the CTC track-CMX stub position mismatch and A<j> is the track-stub angle mis

match, both measured in the transverse R — cj) plane. Due to  multiple scattering in the 

calorimeter, the variables Ax and A <f> are correlated. This correlation is due to the 

fact tha t a particle that scatters far from its extrapolated position match (A x) also 

tends to deviate from its extrapolated angle match (A<£). In Figure 4-4 we display
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Figure 4-4: Scatter plot of the  differences in slope and intercept in the transverse plane 

for CMX J/V ' decay tracks. The ellipse is the x 2 =  1 contour for a 2D Gaussian fit to 

a Monte-Carlo study of multiple scattering in the CDF detector. The left distribution 

corresponds to positively charged muons, the right plot to negative ones.
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the x 2 — 1 limits from a fit to Monte Carlo data superimposed on scatter plots of the 

xj; —> fifi sample discussed below, where the Monte Carlo data is generated using a 

two-dimensional m ultiple scattering simulation. If we model the multiple scattering 

as a single sca tter in the  calorimeter at a distance A R  from the CMX detector, the 

correlation constant between A (f> and Ax is:

Ax =  ARA<f>. (4-4)

If one further assumes th a t the scatter occurs in the middle of the calorimeter, i.e., at 

R  ~  2.5m, and takes the average distance to the CMX, R  ~  4.5m, then A R  ~  200cm, 

as shown in Figure 4-5. T he fit to Monte Carlo data for multiple scattering displayed 

in Figure 4-4 yields A R  ~  250cm, which is only a reflection of the fact th a t the 

conic geometry of the CMX is more complicated than the  approximation shown in 

Figure 4-5.

In order to com pensate for the multiple scattering, we define a single variable W

W  -= A <f> — —-— Ax(cm) = A <f> — 0.004Ax(cm), (4-5)
250cm

where we use the m easured average value of A R.  We require W  <  0.09, a 3 a  cut if 

we assume a Gaussian distribution in this variable. We also make a 3 a  cut in Az, 

|Az| < 33cm. O ur CMX background subtraction m ethod is based on the W —A z  

plane, as will be discussed in Section 4.6.1.

The general characteristics of the Run 1A ip —>► fifi sample used to study these 

variables are shown in Figure 4-6. We defined our if) sample by cutting on the invariant 

mass region 3.02 GeV <  M ^  < 3.16 GeV, while for background subtraction purposes 

we used the invariant mass sidebands 2.87(3.24) GeV <  <  2.94(3.31) GeV. We

estimate a signal of 4700 ±  100 events with a background at the 20% level (before any 

cut in the matching variables). The mean Pj  of the muons in this sample is about 4 

GeV, and the m ajority  of these muons have six hit stubs as expected from the CMX 

geometry. 88% of the events correspond to candidates with only one leg in the CMX. 

We plot the m ism atch variables A <f>, Ax, A6, and Az in Figure 4-7.
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Figure 4-5: This figure displays the geometry of multiple scattering in the calorimetry 

in front of the CMX, and justifies our definition of the variable W .
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Figure 4-6: Here the general characteristics of the ip sample are displayed. The 

mass spectrum is presented with peak and sideband regions m arked. The transverse 

momentum distribution is shown for signal (open) and background (dark) ,and the 

distribution of the num ber of stub hits is shown with the estim ated background 

fraction darkened. The number of ip candidates recorded is shown as a function of 

run number over the course of Run 1A.
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Figure 4-7: The CTC-CMX track-stub mismatch resolution for the ip sample dis

cussed. The curves are Gaussian fits.
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Cutting at P ¥ >  4.0 GeV, we measure the efficiency of the  selection cut x 2 — 9 

to be 99.6 ±  0.3%, where here x 2 refers to the CTC track -  CMX stub position 

match x 2 in the transverse direction. For P ? >  4.0 GeV and x 2 — 9, we show the 

muon mismatch variables in Figure 4-8. The efficiency of requiring \W\  <  0.09 is 

98.9 ±0.4% . 98.4±0.6%  of these events satisfy |Az| <  33 cm and, finally, 97.9 ±0.6% 

satisfy both cuts.

4.5 C D F  M uon  R econstruction  E fficiency and A c

cep tance

The acceptance and efficiency for muon reconstruction in this analysis are complicated 

by the fact tha t muon candidates satisfy fiducial requirem ents in the CMU, CMP, 

and CMX. As discussed in Chapter 3, these detectors respect a cylindrical, box, and 

conical geometry respectively. The geometrical acceptance alone for these various 

detectors defies any simple analytic estimate, so a more sophisticated method was 

necessary.

We used a Monte Carlo technique to measure the CDF muon reconstruction ef

ficiency and acceptance. We took the measured charged particle spectrum  from an 

inclusive photon sample of known luminosity, and simulated every track as muon 

using the CDF detector simulation package CDFSIM, both  for the CM U/CM P and 

the CMX.

We determined the acceptance times efficiency for a muon w ith P j  > 4 GeV and 

|t/| < 0.6 to be reconstructed as a CMU - CMP coincidence to be

A  * e(p) c m p  =  0.56 ±  0.01. (4.6)

For comparison, we note tha t that the purely geometrical acceptance for the CMP has 

been estimated in [40] and [41]. They determine the acceptance of the CMP relative 

to the CMU is 87% in 77 and 72% in (f>. These acceptances, combined with the 84%
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Figure 4-8: Mismatch variable distributions for muons passing the gamma-muon 

analysis selection cuts p j  > 4 GeV and Xx 5: 9- The applied cuts to separate signal 

and background are indicated.
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absolute acceptance for the CMU (due to 2.4° gaps every 15°), yield a geometrical 

acceptance for CMU-CMP coincidence of 53%.

We performed the same Monte Carlo study for muons with a > 4 GeV and 

(771 <  1.0 in th e  CMP and found:

A  * e(fi) c m p  =  0.34 ± 0 .0 1 .  (4.7)

The corresponding number for the CMX, with the same P j  and 7/ cuts, was found to 

be:

A * e(/i)CA/.v =  0.23 ±  0.01. (4.8)

Combining these results, we found that the total CDF acceptance and efficiency for 

muons with P* > 4 GeV and 1^1 < 1 .0  was:

A  * e(fi)cMP-CM.\ =  0.57 ±  0.01. (4.9)

There is one additional acceptance that is needed in order to make the connection 

to a photon - heavy quark cross section, namely, the acceptance for a heavy quark 

in a given pseudorapidity interval to decay into a muon in our fiducial volume (I77I < 

1.0). We note tha t this number is potentially strongly process and fragmentation 

dependent. Consequently, we do not apply this acceptance to the data to obtain a 

photon charm cross section. Instead, in Section 4.10 we compare our data to the 

PYTHIA prediction for the 7  — c contribution to the 7  — fi cross section by studying 

the Monte Carlo with the charm forced to decay to muons. We then also compare 

our data to a NLO calculation, where we convolute the NLO differential cross section 

jpr  with the PY THIA  prediction for the charm turn-on.

4.6 M uon  Background E stim ates

The muon backgrounds in this analysis are complicated by the fact tha t we require 

CM U-CM P coincidence in the CMP fiducial volume, and by the fact tha t we accept
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CMX muons, when the CMX accidental C TC -stub m atch ra te  is known to be non- 

negligible. The CMX accidental C T C -stub background will be discussed in 4.6.1, 

and found to be controllable, and the corresponding CMP background has been de

term ined to be negligible. Thus, one is left with the  usual muon backgrounds of 

punch-through and decays-in-flight of pions and kaons.

In addition to  the standard muon background of decay-in-flight in the CTC, in 

the CMP fiducial volume one can have a punch-through in the CMU that decays to a 

reed muon en route to the CMP, or double punch-through in the CMU and CMP. For 

conciseness, we lump the la tter two categories together and refer to them as ’’punch- 

through” . In the  CMX things are simpler, and the  backgrounds are more like the 

CMU only muons, except th a t the CMX suffers from accidental track-stub matches, 

as discussed below.

We estim ate the number of decay-in-flight and punch-through muons in our sam

ple by following several approaches. One is an approach discussed in [28], which uses 

an analytical m ethod for estimating the background. We also used a Monte Carlo ap

proach described in [28], and as a cross-check we invoked the data-motivated method 

described in [29].

We find all background estimates to be in good agreement, but we chose the Monte 

Carlo m ethod as our final estim ate because it is the most rigorous.

4.6.1 CM X Accidental Background

The background to real muons is higher in CMX than  in CMP, due to the accidental 

m atch of a CTC track to a background stub created by a secondary particle scattering 

off of the  beam pipe. To estimate this background, we divide the W —A z  plane into 

signal and background regions at \W\ — 0.09 and |A z| =  33, as shown in Figure 4-9. 

One expects tha t the muon events found in the CMX are a sum of two distributions in 

the matching variables -  a narrow Gaussian distribution due to prompt muons (with 3 

a  limits determ ined from ^ ’s as discussed in Section 4.4), and a broader distribution
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due to the accidental track-stub matches. One might worry th a t the background 

estim ate is sensitive to the placement of the background cuts in the W —Az plane. In 

order to  study the  possibility of the signal distribution leaking into the background 

regions, we varied the background region cuts as shown in Figures 4-10 and 4-11. The 

final values chosen here for the background region cuts, |W | > 0.15 and |A z | >  50, 

yield good statistics in the background regions, while for cuts much closer to the 

signal region the background estimate becomes unstable.

If one refers to the populations of the regions labeled as 1, 2, 3, and 4 in Figure 4-9 

as A , B ,  C,  and D,  respectively, then, assuming the populations are sym m etric in the 

W  — A z plane, one can extrapolate the background into region 1 (the  signal region) 

from the various background regions. One can estim ate the background under the 

signal region by taking the population in region 2, and scaling it by normalizing one 

half of the population of region 4 to the population of region 3 (the factor of one half 

coining in because one is normalizing four boxes to  two). The background estimate 

is:

1 C C
#  Back ground Events  =  - 5 =  B - .  (4-10)

As mentioned above, we have here assumed the background signal is sym m etric in the 

variables chosen. One might worry that the above relation is sensitive to asymmetry 

in the W —Az plane. However, we have examined the  populations of the 4 boxes in 

region 4, and found them to be similar, as shown in Table 4.1, along with the results 

of the background estim ate. The numerical results of the background estim ates for 

the various choices of background cuts are displayed in Table 4.2. We find a to tal of 

87 events in the signal region, with a background estim ate of 11.7 ±  2.7 events.

4.6.2 Analytic Decay-in-Flight E stim ate

The first approach we used to estimate the decay-in-flight and punch-through muon 

backgrounds in our data was an analytic method. The P j  distribution for decay-in-
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Figure 4-9: Cuts used in the W —A z  plane. The regions labeled as 2, 3, and 4 

correspond to background, while region 1 corresponds to signal. The 4 boxes labeled 

as region 4 were checked and found to have a similar population.
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Figure 4-10: A z  plotted in slices of W  (top), and W  p lotted in slices of A z  (bottom ).
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Region Number of events

\W\ < 0.09,|A z| < 33cm 87

|W | <  0.09,|A z| > 50cm 35

\W\  >  0.15,|Az| < 33cm 9

\W\  >  0.15,|A z| > 50cm 27

|1F| >  0.15,Az > 50cm 14

\W\ > 0.15,Az < —50cm 13

W  > 0.15,|Az| > 50cm 12

W  < —0.15,|Az| > 50cm 15

Background Estimate 11.7 ± 2 .7

Table 4.1: Num ber of events found in the various regions of the W  — A z  plane.

flight muons can be related to  the P j  distribution for charged tracks via the  following 

equation:

dNDiF £ f l ~'2P‘n <LNTracks a  1
~ d ^ = } L  2 6 ^ -  (411)
I /  n p  /-21-93P^ dN Tracks /3 1

+ f ~ B R  /  —JZ -  exP ( - — )) Q-rA- dpiKi7T JPlil dptK PtK .954PtK

where a  = 1.79 x 10- l il,/3 =  1.33 x 10~3i2 ,BR is the K  —> pv  branching ratio, /  is

the fraction of charged particles tha t are pions, and ^  is the ratio of charged kaons

to pions. (R  is the  radius over which one is allowing the mesons to travel. Naively,

one would take th is to be the CTC radius (150cm), but as shown in [28] it is, in

fact, better to take R  = 200cm, which takes into account mesons which enter the

calorimeter, but decay before showering.)

The above equation was evaluated for five bins in muon P j  from 0 to  20GeV in

a discrete approxim ation. The charged particle distribution was m easured in bins

of lGeV for a photon sample of known luminosity passing our photon cuts, and is

shown in Figure 4-12. (Note tha t since we are subtracting decay-in-flight muons
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Region Number of events

\W\ > 0.10, |A z| < 33cm 17 ± 4 .1 2

\W\  <  0.09, |A z| >  50cm 35 ±  5.92

|PV| >  0.10, |A z| >  50cm 35 ±  5.92

Background Estim ate 17 ±10 .10

\W\ > 0.15, |A z| < 33cm 9 ± 3 .00

|W | <  0.09, |A z | > 80cm 22 ±  4.69

\W\  >  0.15, |A z| >  80cm 18 ±  4.24

Background Estim ate 11 ±  10.61

|W\ > 0.20, |A z| < 33cm 6 ±  2.45

\W\ < 0.09, |A z| >  120cm 9 ± 3 .00

\W\ > 0.20, |A z| > 120cm 4 ±  2.00

Background Estim ate 13.5 ±  13.53

Table 4.2: Numerical results of the background estim ate m ethod varying the back

ground cuts in the W —A z  plane.
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from a sample th a t is already photon background subtracted, the charged particle 

distribution used for the integral is also photon background subtracted.) The integral 

over pion/kaon momenta was perform ed numerically over this measured distribution. 

This sum was then scaled for the  difference in luminosities between the sample used 

to obtain the charged track distribution and the full photon sample.

In addition, we estim ate analytically the number of punch-throughs by noting 

first that by counting the num ber of interaction lengths traversed by a particle fidu

cial to the various CDF muon systems one finds that the probability of a double 

punchthrough in both the CMU and the CMP is about e-8 , as can be seen in Fig

ure 4-15. (This is in fact a negligible contribution to our sample, but we include it for 

completeness.) Similarly, by counting the number of interaction lengths before the 

CMU, we estim ate the probability of a pion CMU punchthrough followed by a decay 

before the CMP to be:
_ J 8 % _
fV (G eV )’ 1 1

and the corresponding probability for a kaon to be:

So with reasonable assumptions about etc., we find:

AT / -8 1 -4 S0.28 3 ,0.041.N cmp  =  N lrack(e +  - e  • — b - e  " — — ). (4.14)
0  r j  5  r j

where N c m p  is the number of punch-throughs expected in the CMP. A similar analysis

of the CMX, where punchthrough followed by decay is not an issue, yields the simple

relation

N c m x  =  N lracke~' , (4.15)

where the value of the exponent can be extracted from Figure 4-15.

This background estimation m ethod, while satisfying for its analytic nature, nonethe

less neglects all tracking reconstruction effects. Thus, though we find this m ethod a 

useful cross check, we ultim ately invoke the Monte Carlo decay-in-flight and punch- 

through estimate described in Section 4.6.3.
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Figure 4-12: P j  distribution for charged tracks fiducial to the CMP and CMX muon 

detectors in the 16GeV photon sample.
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4.6.3 M onte Carlo Decay-in-Flight E stim ate

There are a num ber of im portant effects tha t are neglected in the analytical decay- 

in-flight calculation. The most im portant are the assumed 100% efficiency of track 

reconstruction and offline cuts for decays in the CTC, the assumption that the recon

structed momentum was always the  muon’s and not the m eson’s, and the assumption 

that mesons th a t enter the calorimeter never decay before showering. These effects 

are shown schematically in Figure 4-13. The first effect decreases the final result.

Hadrons

Muons

Tracking

Calorimetry

Muon Chambers

Figure 4-13: Shown here are the possible reconstruction pathologies that can occur 

when a charged meson decays in flight to a muon before traversing the muon chambers.

The other two cause an increase in the background. In order to take these effects
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into account we used a M onte Carlo simulation approach. The ingredients of this 

simulation that are relevant to our results are the  following:

• The lifetimes of kaons and pions;

• The relative fractions of kaons and pions;

•  The number of interaction lengths in the CDF calorimeters, CMP walls and 

return yoke; and

• Realistic tracking pa tte rn  recognition in the  CTC.

The input to the Monte Carlo was the charged particle spectrum  measured for 

events passing the photon cuts in a sample with an integrated luminosity of 0.55 pb~l . 

We performed the Monte Carlo study twice, once assuming all the particles were 

kaons and a second time assuming they were pions. After investigating published 

measurements of the ^  and ^ ratios at the energies probed by CDF, the two results 

could be combined easily.

Figure 4-14 shows the decay radius distribution of kaons (pions) for reconstructed 

muons in the CMU-CMP with Pt > 2 (4) GeV and passing all the other muon cuts. 

One can see that a significant fraction of the kaons decaying inside the CTC volume 

do not pass the cuts. This due to the fact tha t the mass difference between kaons and 

muons produces a kink in the  track trajectory th a t causes the tracking reconstruction 

code to fail to reconstruct a high quality track. Furthermore, the requirement that 

the reconstructed track point at both the interaction point and the muon chamber 

stub rejects a significant fraction of the decay-in-flight candidates.

The results of the Monte Carlo calculation are shown as a function of Pj  in 

Table 4.3, and, as a function of the particle fractions, in Table 4.4. 15% (40%) of the 

total decay-in-flight estim ate is due to kaons (pions) tha t decay before the calorimeter, 

and 45% are hadrons tha t decay in the calorimeter volume. It is interesting to note 

that the background levels of the CMU-P coincidences and CMX are very similar. As
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shown in Figure 4-15, the number of interaction lengths seen by a pion travelling to 

the CMU-P is 8-9. For the CMX this num ber is between 6 and 9 interaction lengths, 

depending of the azimuthal and polar angles.

In order to estim ate the fractions of kaons and pions in CDF data, we examined 

the literature for measurements of the  charged particle fractions at energies probed 

by CDF. From hadronic collisions, the  m ajority of the data come from low energy 

experiments. E605 [31] studied protons impinging on either beryllium or tungsten 

target for y/s =  38.8 GeV, and measured the charged particle fractions up to  P j  =  10 

GeV. Their numbers agree well up to 6 GeV with the data collected by the Chicago - 

Princeton collaboration at y/s =  27.4 GeV [32]. E735 at the Tevatron CO interaction 

region measured the charged particle fractions at our energies, but only up to P j  =  1.4 

GeV [33]. Finally, CDF [34] has measured the inclusive K “ spectrum  up to  7 GeV. 

This can be translated into a K ± fraction, but, unfortunately, nothing more can be 

said about the number of pions.

One reason for concern about using the inclusive numbers coming from hadronic 

collisions is that they are dominated by minimum bias events. For example, in the 

E605 and the CP data, there is a large difference between the particle and antiparticle 

fractions. These da ta  are thus dom inated by the valence quark structure of the 

hadrons colliding. As is shown in [35], the particles in their data with P j  > 4 

GeV are just the tail of an exponential distribution with a mean value of about 400 

MeV. The contribution to this spectrum  due to hard scattering processes producing 

jets is very small. The CDF Run 1A spectrum  follows the same exponential up to 

P t  ~  1 GeV, but for larger values the da ta  develops a tail. For P j  % 4 GeV, the 

cross section is more than two orders of magnitude larger than the CP data, and 

our interpretation is tha t the excess is produced by a much larger component of hard 

parton-parton scattering producing je ts  in the final state. However, if one still wanted 

to use the hadronic collision data, the fractions we estimated from the E735 da ta  were

7T/ K / p  = 0.60/0.20/0.20.
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Since we are triggering with a photon of 16 GeV, we expect that the high P j  piece 

of the charged particle spectrum  for our events is formed by the tracks belonging to 

the je t th a t recoils against the photon. We thus decided th a t the CDF Run 1A particle 

fractions would be better modeled by the fractions measured in e+ — e~ colliders, such 

as the d a ta  published from PE P, PETRA and LEP. In Table 4.4 we show the numbers 

obtained using TASSO [36], OPAL[37], and ALEPH [38] data. The fractions obtained 

in this way are very close to each other. A posteriori, it is also interesting to see that 

the LEP numbers are not very different from the  low energy hadron collision results.

In Table 4.4 we show the number of decay-in-flight events expected in our data for 

different assumed particle fractions. The spread of the numbers is 6% if we restrict 

ourselves to the e+ — e~ experiments, while if we accept as a realistic possibility the 

E735 fractions the system atic variation is 13%. The errors in the table correspond 

to the finite statistics of the simulated sample. Additional systematic errors in this 

estim ate are 3% from our lim ited knowledge of the  charged particle spectrum  in events 

with a photon and another 3% obtained when we changed the number of absorption 

lengths seen by a meson by ±10%.

4.6.4 Background E stim ate from th e D ata

The muon backgrounds found amongst CMU-CMP candidates can also be determined 

directly from the data. As shown in [29], the probability for a real CMU muon to 

result in a CMU-CMP reconstruction can be determ ined by studying i/j —► fi+p~ 

events, while the probability for a CMU punch-through meson to result in a CMU- 

CMP reconstruction can be determined by studying —» 7r+7r“ events. Given

the assumption that all CMU stubs are background (an assumption justified by the 

relative number of interaction lengths before the CMU and CMP), one can treat these 

two samples, the ps and 7rs, as samples of pure signal and background.

In this way it has been determ ined tha t the probability for a CMU muon candidate 

in the CMU-CMP fiducial region to actually form a stub in the CMP is flat for P r > 3
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CMP Decay-in-Flight Muon Photon-M uon Photon-

P£ Bin and Punch-Through Events Events Prom pt Muon

4.0GeV <  pf < 8.0GeV 35±0.82 104 86±15 51±15

8.0GeV < p? < 12.0GeV 4.0±0.23 25 17±7 13±7

12.0GeV < pf < 16.0GeV 0.7±0.1 4 6±3 5.3±3

16.0GeV < p? < 20.0GeV 0.3±0.05 2 0±2.7 0±2.7

CMX Decay-in-Flight Muon Photon-Muon Photon-

P£ Bin and Punch-Through Events Events Prom pt Muon

4.0GeV < p? < 8.0GeV 27±0.75 73 22±12 -5.0±12

8.0GeV < pf < 12.0GeV 2.5±0.2 12 10±5 7.5±5

12.0GeV < pf < 16.0GeV 0.7±0.1 2 3±2 2.3±2

16.0GeV < p{* < 20.0GeV 0.3±0.1 0 0±0 0±0

Table 4.3: Decay-in-Flight and Punch-Through Results: The first column is the 

decay-in-flight and punch-through estimate for the bin, the second is the  num ber of 

events in the raw photon sample with muons, and the third is the num ber of events 

with real photons and muons. The final column is the  number of events with real 

photons and prom pt muons (i.e., not decay-in-flight). The negative entry  in the 

first P j  bin of the CMX results is due to the high statistics background subtraction 

method discussed in Section 4.3. The errors on the last two columns are statistical 

only, and properly include the effects of the CES weighting.
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Figure 4-14: The decay radius for kaons and pions decaying in flight, and producing 

a muon candidate passing the cuts. The full histogram is for P j  >  2 GeV, and the 

dashed plot is for P f  > 4  GeV. Note the dip at roughly 75 cm in the  kaon plot, which 

corresponds to the center of the CTC. The kinematic energy freed up in the kaon 

decay can result in a kink in the reconstructed track, which in tu rn  gives rise to a 

reconstruction inefficiency, as displayed above.
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Figure 4-15: The average number of interaction lengths a meson should punch- 

through to reach the CMU-CMP or the CMX, and produce a muon candidate passing 

our cuts, as a function of rapidity. The triangles are for pions and the circles are for 

kaons.
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Figure 4-16: CHA energy deposition for muons satisfying our cuts, compared with 

V^s. The data points are photon-weighted, and include both CMX and CMP muons.
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Figure 4-17: Track-stub match %2 for muons satisfying our cuts, compared with ijj’s. 

All histograms are normalized to unit area, and CES-weighted.
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Figure 4-18: Track-stub m atch AR — <j) for muons satisfying our cuts, compared with 

ip's, with the CMP and CMX displayed separately (top) and combined (bottom ). All 

histograms are normalized to unit area, and CES-weighted.
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7T K CMU-CMP CMX CMU-CMP +  CMX

Pions 1 .0 0 0 .0 0 39.6 ±  1.2 28.3 ±  1.0 67.9 ±  1.5

Kaons 0 .0 0 1 .0 0 56.9 ±  2.3 53.8 ±  2.3 111.8 ± 3 .4

E735 0.60 0 .2 0 35.2 ±  0.8 27.7 ±  0.8 62.9 ±  1.1

TASSO 0.61 0.28 40.1 ±  1.0 32.3 ±  0.9 72.4 ±  1.3

OPAL 0.65 0.28 41.7 ±  1.0 33.5 ±  0.9 75.1 ±  1.4

ALEPH 0.65 0.25 40.0 ±  1.0 31.9 ± 0 .9 71.8 ±  1.3

Table 4.4: Calculated decay-in-flight and punch-through numbers of events using 

CDFSIM for several assumptions about the charged particle fractions. The numbers 

are normalized to the total integrated luminosity of the 7  — fi Run 1A sample. The 

CMU-CMP and CMX contributions are separated. The errors in the Table are due 

only to the  finite statistics of the simulated sample.

GeV, and given by:

P {fa ke ) = 0.46 ± 0 .0 4 . (4.16)

The corresponding probability for a real muon in the CMU and fiducial to  the 

CMP is given by

P (m uan) = 0.95 ±  0.01. (4.17)

From these efficiencies one can obtain a relation between the number of CMU- 

CMP and CMU-only candidates, and the number of real and fake muons. Inverting 

this expression allows one to use the number of CMU-CMP and CMU-only candidates 

to directly estim ate the decay-in-flight and punch-through backgrounds found in the 

CMP.

We find 76 ±  17 CMU events without CMP confirmation and 108 ±  17 CMU-CMP 

events. Solving and correcting for the extra cuts, the background fraction of our 

sample is 44 ±  25 events. Comparison with Table 4.3 shows tha t the agreement with 

the CMP Monte Carlo decay-in-flight estimate is quite good. This method cannot
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be used directly for the  CMX, but the success of the  Monte Carlo in the CMU-CMP 

makes us confident about the CMX prediction as well.

As a final cross check, we examined various muon-related variables in our sample 

and compared them  to  a  clean sample of ̂ ’s. The i p  sample was selected, as discussed 

in Section 4.4, by requiring two muon candidates, one of them  either CMU-CMP or 

CMX, both with P j  >  2 GeV, together forming an invariant mass between 2.8 and 

3.4 GeV. Figure 4-16 compares the hadronic energy deposition for muons found in the 

photon sample to th a t for muons derived from i p  decays, while Figure 4-17 compares 

the x 2 ° f the CTC-CM P track-stub match for our muons and i p ’ s .  In both cases 

good agreement is apparent. Finally, in Figure 4-18 we display the A R  — < p of the 

track-stub match, for our muons and ip’s.

4.7  H eavy Q uark Background E stim ates

The interpretation of the  7  — f i  cross section as a measure of the 7  — c  cross section is 

complicated by the presence of the 7  — b background, where the  bottom  quark decays 

to a muon. As noted in Section 2.3, theory leads us to believe tha t the  ̂ ratio in the 

photon sample should be about | .  Nonetheless, we have studied kinematic variables 

to determine tha t the muons we observe do, in fact, come from charm, and not from 

bottom .

We estimate the bottom  and charm content of the data by examining the of 

the muon, where P jcl is defined as the momentum of the muon times sm (0), and 8 

is the angle between the  muon and the nearest je t in 1j  — ( p  space [39], as shown in 

Figure 4-19. For this part of the analysis, the je t is defined purely from tracks. The 

candidate tracks were required to have an impact param eter less than  1cm, and to 

originate from within 5cm of the muon vertex in z. Of these tracks, those greater 

than 1 GeV were taken as seeds, the seeds were then merged to form clusters, and 

jets were formed by adding all tracks with P j > 400 MeV in a cone of R=0.7. Figure
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4-20 shows the P™1 distribution for the data, compared to the PYTHIA prediction of 

the by and cy Com pton processes. As can be seen, the data are inconsistent w ith the  

PYTHIA 7  — 6 prediction, but deviate from the PYTHIA 7  — c prediction, as well.

In order to study the deviation of the data  from the Monte Carlo prediction, we 

noted tha t, since the  charm quark mass is relatively light compared to the final s ta te  

lepton m om entum , one would expect th a t the P j 1 distribution for charm (or, for 

that m atter, for decays-in-flight of pions or kaons), would be the same as the P jcl 

distribution for random  tracks selected from a 7  — jet data set, with P fc/ calculated 

relative to the nearest je t in 77 — <f> space. In Figure 4-21 we show the P fc/ distributions 

for the muon d a ta  compared to random  track data in the photon sample, and 7  — c 

Monte Carlo com pared random tracks in photon-jet Monte Carlo. It is apparent th a t 

the muon data agrees with the random track data, and that the charm Monte Carlo 

agrees with the random  track Monte Carlo, and thus the difference between the d a ta  

and the Monte Carlo prediction may be attributed to PYTHIA’s treatm ent of the 

transverse development of the lepton-jet system.

Since the kinematics of the c —» [l -j- X  decay are quite simple, it follows th a t 

the problem in PY T H IA ’s treatm ent of the transverse development of the lepton-jet 

system should lie in how PYTHIA fragments the final state partons into the observed 

hadrons making up the fined state  je t. In order to compensate for this difference 

between data and Monte Carlo, we smeared the Monte Carlo tracking jets in 77 — <f> 

space. Figure 4-22 shows the P fe/ distributions for data and Monte Carlo before 

and after smearing the Monte Carlo je t with a 2D Gaussian of width 0.15 in 77 — <f> 

space, yielding a good agreement between data  and Monte Carlo after smearing. We 

justify this je t smearing by displaying in Figure 4-23 Gaussian fits to the Monte Carlo 

photon-charm and photon-random track distributions of A <f> between the lepton and 

the jet used to calculate P jcl, and in Figure 4-24 the same fits for data. As can be 

seen in these plots, the A<f> distributions for the data have widths of order 0 . 1 0  - 0.15 

wider than those for the Monte Carlo.
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Finally, in order to quantify the  estim ated 6-fraction in our data, we performed a 

constrained fit of the data P jcl distribution to a normalized sum of the P™1 distribu

tions for the 7  — c and 7  — 6 Monte Carlo samples, as shown in Figure 4-25. The result 

for the bottom  fraction is 30 ±  15%, consistent with the theoretical predictions. Fig

ure 4-26 displays the x 2 distribution for this fit as a function of the 6-fraction. From 

this distribution we used a A x 2 argument to estim ate that at the 90% confidence 

level the bottom  fraction in our da ta  is less than  80%, which is merely a reflection of 

the statistical errors on our measurement.

Figure 4-19: The P j 1 of the muon-jet system  is defined as the the momentum of the 

muon times the sine of the opening angle between the muon and the nearest jet in 

r) — <j) space.
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Figure 4-20: P jcl distributions for the 7  — fi da ta  compared to the PYTHIA prediction 

for the  7  — c and 7  — 6 Compton processes, all normalized to unit area.
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Figure 4-21: P jcl distributions for data (muons) com pared to random charged parti

cles in the photon data, normalized, at top, and the same for PYTHIA 7  —c compared 

to PYTHIA 7  — je t, at bottom.
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Figure 4-22: P j 1 distributions for data (muons) compared to charm Monte Carlo, 

normalized, at top, and the same for data compared to charm Monte Carlo after 

smearing the Monte Carlo by a 2D Gaussian in tj — (f> space with width 0.15, at 

bottom.
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Figure 4-24: £(f> 7  - je t for 7  — fi data with a Gaussian fit superimposed, at top, and 

the same for 7  — je t data random  tracks, at bottom.
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Figure 4-25: Constrained fit (solid histogram) of the data  (points) P jel distribution to 

a normalized sum of the smeared Monte Carlo c (dashed) and b (dotted) distributions, 

with the c and b templates superimposed. Both the c and b Monte Carlo templates 

have been smeared in rj — (f> space by a Gaussian with width 0.15, and, as can be seen, 

the x '  °f ^ e  fit is very good. The bottom  fraction found, 30 ±  15%, is in agreement 

with theoretical predictions.
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Figure 4-26: The x 2 of the constrained fit of the data P jel distribution to a normalized 

sum of the smeared Monte Carlo 7  — c and the smeared Monte Carlo 7  — 6 , as a function 

of the 6-fraction. A A ^ 2 argument for the 90% confidence level limit with 4 degrees 

of freedom yields A x 2 = 7.78, and thus a 90% confidence level limit th a t the bottom 

fraction in this data  is less than about 80%.
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4.8  S ystem atic  Errors

The first system atic error we address is that due to the CMX accidental background 

subtraction. We calculate this by taking the statistical errors in the various back

ground regions studied, and propagating these errors through the algebraic expression 

used to calculate the background. In this manner we find an error of 2.7 events, cor

responding to 4% of the signal.

We next address our MC decay-in-flight estim ate, for which there are a number 

of independent systematic errors. There is the error due to the uncertainty in the 

particle fractions, which we estim ate by allowing the particle fractions to vary between 

the e+e~ data  given in Table 4.4, and find to be 6 %. There is also an error due to the 

lim ited statistics of the charged particle spectrum used to generate our MC decay- 

in-flight estim ate, which we find to be 3%, and an error due to the uncertainty in 

the number of interaction-lengths in front of the muon chambers for a decay-in-flight 

event, which we estimate by varying the number of interaction lengths in our MC 

simulation ±10% , and find to be 3%.

The system atic error due to the muon acceptance and efficiency is estim ated from 

the statistics of a MC with simulation study, and found to be 2 %, while the system atic 

error due to the uncertainty in the CDF luminosity measurement is found to be 

3.6% [42].

Finally, there are the systematic errors associated with the photon leg of the 

measurement. The error due to the uncertainty in the efficiency of the photon cuts 

was found to be 5%, while the error due to the uncertainty in the trigger efficiency 

was found to be 2%. The error due to the CES background subtraction m ethod was 

determined by allowing the CES efficiency to fluctuate ±lo" constrained by the C P R ’s 

measured efficiency, as described in [43], and found to be 9%.
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4.9 P h o to n -M u o n  Cross Section

Finally we determ ine the photon-muon cross section. Adding up the number of real 

photon-muon events in Table 4.3, and using the acceptances and efficiencies in equa

tions 4.1,4.7, and 4.8, we find a measured cross section for pp —*• 7 f iX  at y/s  =  1.8TeV 

with 17 < E?r <  40 GeV, | |  <  0.9, P$ > 4.0 GeV, and \ ^ \  < 1.0 of:

=  29 pb ±  8  pb(stat.) ±  4 pb(sys.). (4.18)

4.10 C om parison  W ith  M onte Carlo

For comparison, we present some theoretical estim ates of the pp —► 7 fiX  cross section. 

In this section we assume th a t the 7 p cross section is completely dominated by the 

7 c subprocess, i.e., tha t the bottom  content of the photon data is negligible. As mo

tivation for this assum ption we note that, as discussed in Section 2.3, the theoretical 

estimates of the bottom  fraction in the photon da ta  are smaller than  the systematic 

error on our m easurem ent, let alone our statistical error.

W ith this in mind, we obtained a LO estim ate of the 7 fi cross section by using 

PYTHIA to study the 7 c Compton process, and correcting for the c —> f iX  branching 

ratio. In this m anner we find a LO cross section for 17 < Ej- <  40 GeV, |t; '| < 0.9, 

P j > 4.0 GeV, and 1^1 <  1.0, with CTEQ2L structure  functions, Q 2 =  P j , and full 

initial and final sta te  parton shower modeling, of:

=  1 0 -3  Pb ±  0 3  pb (sta t.). (4.19)

Recently, Lionel Gordon has published a full NLO calculation of the 7 c differential 

cross section as a function of the charm E j.  In order to compare this calculation with 

our data, one m ust not only correct for the charm branching ratio, but also for the 

charm acceptance and turn-on. In Figure 4-27 we display the efficiency for charm 

quark to decay into a muon in our fiducial 77 and P j  regions, as modeled by PYTHIA 

with Peterson fragm entation for a variety of values of the Peterson param eter e.
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Convoluting Gordon’s differential cross section with our PYTHIA charm efficiency 

for e =  0.06 yields a NLO 7 fi cross section for our cuts of:

=  35 pb ±  1 pb(sta t.). (4.20)

Finally, we note th a t although the two M onte Carlo results presented here strad

dle the value of the  measured cross section, given the errors on the measured value 

the NLO calulation is in very good agreement, and the LO PYTHIA prediction is 

within 2 a. This agreement is in fact quite remarkable given that this is a first ever 

measurement, and th a t the theoretical calculations are dependent on the value of the 

charm parton density in a Q2 and x regime th a t has never before been probed.
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Figure 4-27: Efficiency for a  charm quark to decay into a muon with P j  above 4 GeV 

and fiducial to the CDF muon detectors, integrated over P j  >  P j.  Curves displayed 

are for default PYTHIA fragm entation (at top), and for Peterson fragm entation with 

e = 0.04, 0.06, and 0.08 (below).
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Chapter 5

Conclusions

We have measured the photon-m uon cross section in pp collisions at y/ s  =  1.8T e V  to 

be 29 ±  8(stat) ± 4 (sys )  pb for |7/^| <  1 .0 ,7/7 < 0.9, P'j- > 4.0 GeV, and 17 < E j  < 40 

GeV. For comparison, we have studied the PYTHIA prediction for the LO pp —» cy 

subprocess, and found th a t after correcting for the Particle D ata Group inclusive 

charm branching ratio of 0.0811o;qo9, the PYTHIA prediction is 10.3 ±  0.3[stat) pb. 

In addition we have examined the NLO results of Bailey, Berger and Gordon, and 

found after correcting for the  c —* p. + X  branching ratio and convoluting their 

differential cross section with the PYTHIA prediction for the charm tu rn  on with 

Peterson fragmentation and e =  0 .6 , a NLO value of 35 ±  l(.s£a<) pb. We find these 

quantities to be in good agreement.

In addition to this photon-m uon analysis, there are two other analyses of the CDF 

Run 1A data that relate directly to the photon-charm cross section. A preliminary 

study of the photon-electron cross section has yielded 360 ±  35(sta t) ±  51(51/5) pb for 

16 < E j  < 40 GeV, P f  > 1.5 GeV, and |?/7-e| < 1 .0  [22]. Also, a study of the  photon- 

D~ cross section, where the D~ decays to a fully reconstructed K ttt final state, has 

yielded 380 ±  150(sfa£) ±  1 1 0 (53/5 ) pb for \t]D'\ < 1.2, t}-, < 0.9, P -f’ > 6  GeV and 

16 <  E?r < 40 GeV. These results, together with our photon-m uon result, are shown 

in Figure 5-1, in ratio with their LO PYTHIA Compton pp —> cy prediction, for the
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appropriate fiducial volume. Again, we find good agreement.

Finally, we note tha t in the Tevatron Run IB data, we added a dedicated photon- 

muon trigger, with the photon threshold reduced to E ^ >  10 GeV. The increase in 

luminosity in the IB data sample (approximately a factor of 15), together with the 

lower photon threshold, promises vastly greater statistics for the Run IB analysis.
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Figure 5-1: A comparison of the ratio of the measured photon-charm  cross section 

to the PYTHIA prediction, for the three different analyses conducted at CDF during 

Run 1A.
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Appendix A  

Low Statistics Photon Background  

Estim ate

The separation of real photons from background neutrals is accomplished using the 

different shower transverse profile sampled in the CES. The m ethod compares the 

CES cluster shape to the expected one derived from the QFL detector simulation 

(calibrated using the electron test beam data) for single photons, and the result of 

the comparison is expressed in terms of a x 2- Given a distribution in x 2 we can extract 

the maximum likelihood number of photons and 7ru,s. If the statistics of the sample is 

large enough the method is well understood and has been used several times in CDF

[21]. The maximum likelihood method can be implemented by weighting every event 

with a number. This number can be positive or negative so, if applied blindly for a 

small number of events, sometimes the surprising answer is tha t the expected number 

of photons in the sample is negative. At the same time the error bars have to be large 

enough to cover zero, and are overestimated. The solution to this problem is to get 

a step back and to calculate the full likelihood function and maximize it directly. As 

we are going to see, for small statistics event weights cannot be defined.

An experiment is performed where two possible results are assumed: photons and 

pions. We want to measure a quantity 0 < X 2 <  2 0 , and we are going to record the
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following numbers: N _ =  A (x 2 — 4) and N+ =  N ( x 2 > 4 ) .

We think we know the probability for a photon to have x 2 <  4: 7 , and to have 

X 2 >  4: T =  1—7 . Analogously, the probability for a pion to have x 2 <  4 is known and 

equal to 7r, and for x 2 >  4 is P  =  1 — 7r. N ow , given N + and A _ ,  we want to  estimate 

N-, and A- =  N + +  A_ — A7. We are going to do this by maximizing the  likelihood 

th a t a sample of A7 photons and N~ pions produces N+ and A_ experimentally.

Calling i the number of photons out of 1V7 with actually x 2 <  4, the likelihood is:

L(jV7) =  Y ,  C r  7 T { a % _ , ) -  v- +|) (A .l)
t

where C,A is the number of combinations of N  elements in groups of i. We have only 

one degree of freedom th a t we choose 1V7.

The summation is just a convolution of the photon and pion binomial distributions. 

Assuming now that N+ and AL (and then 1V7 and N v) are large num bers we can 

substitute the binomial distributions by its Gaussian limit, and the sum m ation by an 

integral.

Calling G(x, Xq, cr2) the Gaussian function with mean x0 and rms a  calculated at 

the point i ,  we write:

i ( A 7) -► G (A _, A77  +  A*7T, A 77r  +  A t tP ) .  (A .2)

Maximizing L(N^) we get,

A7 =  — ( PA_  -  ttA +) (A.3)
7  -  7T

and weights can be defined:

W (-\— »• 7 ) =  --------  <  0 (A.4)
7  — 7r

W (— —> 7 ) =  ——— >  0 (A .5)
7  — 7T
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This is the  standard CDF m ethod. But now we see th a t the weights have no real 

meaning when the statistics is poor. The likelihood function (A .l) is very different 

of a Gaussian, we cannot pass from the summation to an integral and, in summary, 

the value of iV7 tha t maximizes the likelihood function is not given by (A.3).

In this analysis, the function (A .l) was built and maximized numerically. The 

error was defined by a change of the log of the maximum likelihood by one unit.

115

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



9 5 / 0 4 / '  S *5.2?

-0 015 ■—

C “0.05 L

-C .1 7 5  —

w.r. ; .  we i a ' n t e c  r e s j i t
* * * * * * #

* *

i ■ 1
ieG 2jC

cnc'dctes
60 ao •50

“Der

Figure A-l: Fractional difference in the predicted number of photons between our 

likelihood code and the standard photon weighting method, as a function of the 

number of photon candidates.
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