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Abstract 

We have searched for additional neutral heavy bosons in dielectron decay 

mode in pp collisions at .../s = 1.8 Te V using the CD F detector for dielectron invari­

ant mass above 150 Ge V / c2
• The data were collected during the 1992-1993 and 

1994-1995 runs corresponding to an integrated luminosity of 110 pb-1 • The largest 

invariant mass observed is 511 Ge V / c2. We present a 95% confidence level limit on 

the production cross section times branching ratio for a Z' decaying into an electron 

pair, uz, · B(Z'-+ e+e-), as a function of the dielectron invariant mass. Assuming 

standard model coupling strengths, we exclude Z' mass below 655 Ge V / c2 at 95% 

confidence level. In addition, we set lower bounds on the Z' mass for several models 

based on the E6 symmetry group and the alternative left-right model. 
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Chapter 1 

Introduction 

Theories for the electromagnetic and the weak interactions were combined 

m the Glashow-Weinberg-Salam electroweak theory [1]. The electroweak theory, 

together with quantum chromodynamics ( QCD) ( a theory for the strong interac­

tions [2]), is commonly called as the standard model (SM). 

All interactions are mediated by gauge particles in SM and their gauge struc­

ture is expressed as SU(3)cx SU(2)Lx U{l)y, where SU(3)c and SU(2)Lx U(l)y 

corresponds to the QCD and. the electroweak gauge, respectively. 

At present, all experimental data in high energy phenomena are well-described 

by SM. However, the gravitational interaction is not combined, and the three forces 

of the electroweak, the strong, and the gravitation appear as independent entities 

with very different coupling strengths. In order to unify these forces, there have 

been many attempts to go beyond SM. New neutral gauge boson (Z') is predicted 

to exist in many extensions such as grand unified theories {GUTS) [3} and left-right 

symmetric models [4][5]. Thus, observation of the Z' boson would provide evidences 

for physics beyond SM. These models typically specify the strengths of the couplings 

of Z' to quarks and leptons.· Hence, a production cross section as a function of the 

Z' mass is predicted in each model. On the other hand, the Z' mass values are not 

well predicted [ 6]. The Z' · boson has been searched in many experiments [7] [8] and 
I 

, astrophysical arguments [9] for many years and is yet to be observed. 

In pp collisions, Z' bosons may be detected via their decays to lepton pairs. 

The Collider Detector at Fermilab Collaboration (CDF) reported the upper limit on 

the production cross section times branching ratio for a Z' decaying into an electron 

pair as a function of the z/ mass. A Z' mass limit was given to be 505 Ge V / c2 
I 

{95% confidence level) [10] where it was assumed that the coupling strengths of Z' to 
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quarks and leptons are the same as those of Zin SM. The analysis was performed 

for the Z' -+ e+e- channel using the data collected during the 1992-1993 Tevatron 

pp run. The amount of data corresponds to an integrated luminosity of 19.7 pb-1
• 

During the 1994-1995 collider run, CDF collected data corresponding to 90 

pb-1 , and has performed a Z' search in both dielectron and dimuon decay channels 

using combined data corresponding to an integrated luminosity of 110 pb-1 (see 

Appendix B). 

This thesis describes a search for the Z' boson decaying into dielectrons using 

the data of 110 pb-1 • We present a 95% confidence level upper limit on the production 

cross section times branching ratio of Z' decaying into dielectrons using invariant mass 

distributions of electron pairs. Lower bounds on the Z' mass are also derived assuming 

the SM coupling strengths. In addition, we present Z' mass limits for several different 

iheoretical models based on the E6 group and for an alternative left-right model. 

In the next section, we give an overview of basic ideas of the new neutral gauge 

boson in the E6 models. The alternative left-right symmetric model is described in 

Section 1.2. 

In the next chapter, we give a brief summary of the apparatus including the 

Tevatron collider and components of the CDF detectors which are relevant to this 

analysis. Selection criteria for dielectron events and a study of efficiencies are de­

scribed in Chapter 3. In Chapter 4, contributions of background events and com­

parisons of data with expected background mass distributions are discussed. A de­

scription of the method achieving 95% confidence level limits on the Z' cross section 

times branching ratio and the mass limits for various models are given in Chapter 5. 

Finally, conclusions are given in Chapter 6. 

1.1 New neutral gauge boson in E 6 model 

The E6 group is a subspace of the eight-dimensional root space of E8 , which 

is the exceptional group of rank 8 [11] and is spanned by eight unit vectors. The 

E8 x E~ gauge group is a good candidate of the heterotic superstring theory. Since 

the fermions of SM form chiral representations, where gauge bosons have different 

couplings to left- and right-handed fermion states, E8 x E~ can contain SM in its 

usual form. The E~ describes a "shadow world" which interacts with ordinary matter 

only gravitationally. Compactifi.cation on a Calabi-Yau manifold (12] results in the 
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breaking: 

Es ---7' SU(3) x Ea (I.I) 

The SU(3) gauge field becomes the spin connection on the compactifi.ed space. In 

this analysis we are concerned only with the E6 gauge group. 

The fundamental 27 representation of E6 can be decomposed according to the 

SO(lO) and SU(5) multiplets as 

27 = (16, 5) + (16, 10) + (16, 1) + (10, 5) + (10, 5) + (1, 1), {1.2) 

and the decompositions are shown in Table 1.1. In addition to the usual fermions 

S0(10) SU(5) Left-handed state color Ia y Q 

16 10 'U 3 1/2 1/3 2/3 
d 3 -1/2 1/3 -1/3 

u 3 0 -4/3 -2/3 
e+ 1 0 2 1 

5 d 3 0 2/3 1/3 

lie 1 1/2 -1 0 
e 1 -1/2 -1 -1 

1 fie 1 0 0 0 

10 5 1i, 3 0 2/3 1/3 
E- 1 -1/2 -1 -1 
VE 1 1/2 -1 0 

5 h 3 0 -2/3 -1/3 
E+ 1 1/2 1 1 

NE 1 -1/2 1 0 

1 1 n 1 0 0 0 

Table 1.1: Quantum numbers of the fermions in the 27 presentation of Ea. 

u, d, Ve and e-, there is a charge -½ quark isosinglet h, charged leptons E-, and 
I 

neutral leptons IIE, NE and n. 
The following breakdqwn of Ea is one of the patterns discussed frequently: 

Es ~ SO(~0) x U(l)"' ~ SU(5) x U(l)x x U(1)1/1, 
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where SU(5) contains the standard SU{3)cx SU(2)Lx U(l)y. Additional U(l)t1, and 

U(l)x groups lead to new neutral gauge bosons, Z"' and Zx, with flavor diagonal 

couplings. Physically observable states of the bosons can be expressed as a linear 

combination of Zt1, and Z.x with a mixing angle 8: 

Z'(fJ) - cos fJ • Z,t, - sin fJ • Zx, 

Z"(O) = cos 8 · Zx + sin fJ • Zw. (1.4) 

Certain values of the angle () give rise to theoretically interesting cases. Some of the 

cases include [4]: 

o Model 1P 
Es~ SO(lO)xU(l)"' 

Z' = Zt1, for 8 = 0 

• Model x 
SO(lO)~ SU(5)xU(l)x 

Z' = Zx for 8 = -11"/2 

• Model 1/ 

E6 __. SU(3)cx SU(2)Lx U(l)yx U(l)rJ 

Z' = Z'1 for 8 = sin-1 ../ifs 

• Model I 

E6 __. SU(3)c x SU(2)L x U(l )y x SU(2)I x U(l )' 

Z' = Z1 for 6 = sin-1 /sjs 
The new neutral gauge bosons Zt/J,x,'1,I are most frequently discussed in low-energy E6 

models. 

The neutral-current Lagrangian for Z' in the E6 models at low energy can be 

written: 

(1.5) 

The coupling factors, v1 and a1, can be calculated once the charge for the extra U(l) 

is specified. Neglecting QCD radiative corrections, the width to a fermion pair is 

given by 

[ 
2m

2 
4m

2 
] 

v?(l + Mz:2) + a?(l - Mz:2) (1.6) 

18 



where CI is a color factor (CI = 3 for quarks, = 1 for leptons). For the case that 

fermions are only ( or by far dominant) contributions to the Z' width, r z, / Mz, is 

calculated by Barger et al. [13] as a function of cos 8 as shown in Figure 1.1 (a), 

where the mixing angle (} is labeled as a and n 9 represents the number of exotics 

generations contributing to the Z' width. With an assumption of mJ/Mz, ¢: 1, the 

width can be written as 

r(Z' ~]I)= C1(
9?::') ( v'/ + a'.,2). {1.7) 

As we will discuss in the later section (5.2.3), the Z' width may affect our limits on the 

production cross section since the limits are obtained by the Z' mass distributions. 

For narrower widths we obtain more stringent limits on the cross section. Here, we 

note that for all values of the mixing angle 8, r~! / M z, is far smaller than the one 

expected by scaling up the same ratio for the SM Z boson, where the partial width 

of Z to a fermion pair is given by 

r(Z-> ]/) = C1( 9f::z) ( v] +a}), (1.8) 

with gz being the coupling constant of SU{2)L and defined by 

gzsin8w = e. {1.9) 

The differential cross section for qq---+ 1+1- + X can be written as 

de:: 8* = ;:: [s,(1+cos
2

8*) + 2A, cos 8*] ' {1.10) 

where 8* is the z+i- center-of-mass scattering angle, mis the lepton-pair mass. The 

factors Sq and Aq are given by 

s, = L. (~r (0:r m4 P;j'(Cl,Cl; + Ck,Ck;)(Ci.CL + Ch.Ch), 
1,J 

A,= L. (~r (~r m 4 P;';'(Cl,Cl; -Ck.Ck;)(CLCi; - CkPk;), 
l,J 

{1.11) 

where Oi is the cou piing strengths for the i-th gauge boson and 

P='~ = (a - M;)(s - MJ) + (r;Mi)(r;M;) 
IJ - [(s - Ml) 2 + (riMi)2] [(s - MJ)2 + (riM;)2] 

(1.12) 
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with Mi(fi) being the mass(width) of the i-th gauge boson. The terms of CLi and 

CRi are the couplings of the i-th neutral gauge bosons to the fermions q and l, which 

can be written as 

cf - ck=eQ, for,, (1.13) 

Ct,R -
9
8 

[ ( v J cos 83 - v1 sin 83) ± ( a f cos 83 - a1 sin 83)] 
cos w 

for Z, (1.14) 

Ci,R - 9 
(} [ ( v1 cos 83 + v f sin 83) ± ( a1 cos 83 + a J sin 83)] 

cos w 
for Z', (1.15) 

where the signs ± correspond to L, R, and 03 is the mixing angle of Z-Z'. This 

mixing is expected to be negligible small (I sin 831 < 0.01) by LEP results (14). The 

production cross section of Z' is shown as a function of .the Z' mass in Figure 1.2. 

Another sub-case of the E6 gauge group discussed frequently is the left-right 

symmetric model (LR) (15): 

E6 ~ SU(3)0 x SU(2h x SU(2)R x U(lh x U(l)R, 

where U(l)Lx U(l)R can be written as 

U(lh x U(l)R ~ U(l)v=L+R. 

(1.16) 

(1.17) 

The SU(2)LxSU(2)RxU(l)v leads to 3 gauge bosons, W.,t and ZR in addition to the 

Wf, Z L bosons and the photon. Assuming that the left a.nd right gauge coupling 

constants would be the same, 9L = 9R = g, relations between the masses of the 

neutral and charged gauge bosons are written: 

where the angle 8 is defined by 

with g' = gtan 8w. 

Mz - MwL 
L - COS(}' 

g/2 
·28---­

Slll = g2 + 2gl2 

20 
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In the limit of t~e large mass of W~ and with identification sin 8 = sin fJw, the 

left-right symmetric gauge theory predicts all the lowest-order neutral current inter· 

actions to be exactly the same as in the Weinberg-Salam theory (WS). In addition, 

the same masses for the left-handed gauge bosons are also predicted as follows: 

MwL(LR) = MwL(WS), 

MzL(LR) = MzJWS). (1.20) 

The production cross section of ZR-+ e+e- for the Tevatron pp experiments ( Js = 
1.8 TeV) was calculated by F. Feruglio et al. [16] as shown in Table 1.2. They also 

calculated the branching ratio to dileptons as 

Br( ZR -+ e+ e- + X) = Br( ZR -+ µ+ µ- + X) ~ 6 x 10-4
• (1.21) 

MR (GeV) Inclusive production cross section (pb-1 ) 

300 84 
500 

700 

6.9 
0.7 

Table 1.2: Predicted inclusive production cross sections in pp collisions at ../s = 1.8 
TeV. 

1.2 New neutral gauge boson in the alternative 
left-right symmetric model 

The alternative left-right symmetric model ( ALRM) which was proposed 

by Ernest Ma [17] is one of the SU(2)L x SU(2)Rx U(l)v gauge groups, where the 

interactions by the SU(2)R gauge are introduced differently from those in LR. The 

width to a fermion pair in ALRM is given by 

r(Z'-+ ff) 

- a,(9t!Z')(1-!:.}.f [(Ai+Ak)(1-:!.)+6AiAnt,], 
(1.22) 
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where 

AL= -QLsin8+Q~~cos8, 

AR= -QRsin8+Qk~cos8, 

(1.23) 

(1.24) 

with 8 being the mixing angle of Z-Z' and QL(Q~) and QR(Qi?) being the fermion 

charges for Z(Z') given in Table 1.1. The total fermionic width of Z' is given by 

f(Z'-> fermions)= {1.9+ 0.6 · n9 ) x (!;,) [GeV]. {1.25) 

For n9 = O, the ratio of r Z' / M z, is less than what would be expected by scaling up 

the same ratio for the SM Z boson which has been measured to be 2.49 Ge V / c2 [18]. 

This result also gives us conservative limits on the Z' mass. 

Figure 1.3 from Barger and Whisnant [19] shows the predicted production 

cross section for Z' in ALRM for pp collisions at vs= 2 TeV. 
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Chapter 2 

Apparatus 

This experiment is performed at the Fermi National Accelerator Labora­

tory (Fermilab) in Batavia, Illinois, U.S.A. using the Tevatron accelerator which gives 

proton-antiproton collisions at a center-of-mass energy of 1.8 TeV. Particles which are 

produced by the collisions are detected by the Collider Detector at Fermilab (CDF). 

The Tevatron collider and the CDF detector are described below emphasizing what 

we used in our analysis. 

2.1 Tevatron pp collider 

The Tevatron pp collider complex consists of five stage accelerators as illus­

trated in Figure 2.1. In the first stage, negatively charged hydrogen ions are accel­

erated to 750 keV by a large DC voltage accelerator (Cockroft-Walton electrostatic 

accelerator). In the Linac, a 150-meter-long linear accelerator, these particles are 

accelerated to 400 MeV. The two electrons are then stripped off the hydrogen ions, 

leaving bare protons, which are injected into the Booster, a synchrotron with a di­

ameter of approximately 150 meters, located in a tunnel 6 meters below the ground. 

Once the protons are accelerated by the Booster to 8 Ge V, they are injected into the 

Main ring. The Main ring, a synchrotron with a diameter of 2 kilometers, is composed 

of waier-cooled magnets operated at room temperature. The protons are accelerated 

by the Main ring to 150 Ge V and injected into the Tevatron ring. The Tevatron is 

a synchrotron with a diameter of 2 kilometers and consists of superconducting mag­

nets cooled by liquid helium. The protons are finally accelerated to 900 Ge V in the 

Tevatron. 

Protons in the Main ring are also used to initiate production of antiprotons. 
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The protons are accelerated to 120 GeV and then directed to a tungsten target and 

produce antiprotons. The antiprotons are collected in the Debuncher ring. The 

captured beam of antiprotons, circulating in the Debuncher ring is then made more 

dense by a process called stochastic cooling. The antiprotons are then transferred to 

the Accumulator ring, where the antiprotons are merged into a single beam cooled 

further, and stored. the Debuncher and Accumulator rings are operated at 8 Ge V, 

the same energy as the Booster. The antiprotons are injected into the Main ring and 

then accelerated to 150 Ge V and to 900 Ge V by the Tevatron. 

Major achievements of the Tevatron are not only the beam energy, but also its 

luminosity. The product of luminosity and cross section gives the number of events 

produced: 

(2.1) 

If we aim at a rare event, high luminosity is necessary to observe it. The luminosity 

£ is written down as follows. 

(2.2) 

A large number of particles in a bunch or small beam size provides a large luminosity. 

f 

f3 

number of protons per bunch 
number of antiprotons per bunch 
revolution frequency (kHz) 
number of bunches 
emittance (mm mrad) 
betatron oscillation length ( m) 

typical value 
1 X 1011 

7 X 1010 

50 
6 

2.6 X 10-3 

0.5 

The Tevatron provided an i11;stantaneous luminosity of£ ,v 1 x 1031 cm-2s-1 during 

the period of 1992-1995 run. An integrated luminosity of 110 pb-1 has been collected 

by the CDF. 

2.2 CDF Detector 
I 

The Collider Detector at Fermilab (CDF) is a general purpose detector de-
1 

signed to study the physics of high energy pp collisions. Many publications give 

detailed descriptions of the various components of the CDF detector [20]. It has 
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both azimuthal and forward-backward symmetry. A cutaway view of CDF is shown 

in Figures 2.2. The polar angle ( B) in spherical coordinates is measured from the 

proton beam axis, and the azimuthal angle ( </>) from the plane of the Tevatron. The 

tracking systems in the CDF detector consist of the silicon vertex detector (SVX), 

the vertex tracking chamber (VTX) and the central tracking chamber (CTC). The 

CDF detector can be divided into three regions by 11, Central region (1111 < 1.1), Plug 

region (1.1 < 1111 < 2.4) and Forward/Backward region (2.2 < 1111 < 4.2), where 11 is 

the pseudorapidity defined by (71 = -In tan {B/2)). 
In the Central region, there are the central electromagnetic calorimeter ( CEM), 

the central electromagnetic strip chamber ( CES) and the central hadron calorime­

ter (CHA). In the plug region, calorimeters consist plug electromagnetic calorime­

ter (PEM) and the plug hadron calorimeter (PHA). The CTC and calorimeters in 

the central and the plug regions are used in this analysis. In this section, we briefly 

summarize CDF detector components which are used in this analysis. 

2.2.1 Tracking Chambers 

VTX 

The VTX provides a pp collision point in z coordinate along the proton beam 

line. The VTX is made up of eight octagonal modules with sense wires running 

perpendicular to the beam line. The VTX covers 1111 < 3.25 and 280 cm in z. The 

VTX is able to measure the z of the interaction point with a resolution of 1 mm, 

while the q, resolution is limited to knowing which octant the track traversed. Thus 

using it for a charge determination and measurement of the momentum is impossible. 

CTC 

The CTC is a large multi-wire drift chamber in a 1.41 Tesla solenoidal mag­

netic field. It consists of 84 layers of sense wires arranged into nine "superlayers". 

Four of the superlayers have their wires at an angle, ±3°, for reconstruction in the 

r-z view. The most important feature of the CTC is its ability to measure high trans­

verse momentum (PT) isolated tracks which are critical to measurements of high PT 

leptons. The transverse momentum (PT) is defined by 

PT= Psin8, (2.3) 
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where P is the observed momentum and 8 is polar angle of the track. The momentum 

resolution of the CTC is 5Pr/PT = 0.002 x PT in GeV/c and the z resolution is 4 

mm. Figure 2.3 shows the pattern drilled into the end plate; the superlayers ( five axial 

and four stereo) are clearly visible. 

The properties of three trackiµg chambers are summarized in Table 2.1. 

Silicon vertex detector Vertex tracking Central tracking 

(SVX) chamber (VTX) chamber (CTC) 

Polar angle coverage 111! < 1.0 1111 < 3.25 1111 < 1.5 
Inner, outer radii (cm) 2.7,7.9 8,22 30.9,132.0 

Length (cm) 26 280 320 

Layers 4 24 60 axial 

24 stereo 

Spatial resolution 15 µ,m (T - q,) 200-500 µ,m (r - z) 200 µ,m (r - <J,) 

4 mm (r - z) 
Momentum resolution 5Pr/Pr = 0.001 xPTt 5PT / PT = 0.002 x PT 
Thickness ( 8 = 90°) ~ 0.035Xo ~ 0.045Xo ~ 0.015Xo 

t With both CTC and SVX hits incorporated into track fit. 

Table 2.1: Description of the charged particle tracking chambers 

2.2.2 Calorimetry 

The active sampling medium of the CDF calorimeters is either scintillator in 

the central region (1111 < 1.1),, or gas proportional chambers in the plug (1.1 < 1111 < 
2.4) and forward/backward {2.4 < 1111 < 4.2) regions. 

CEM 

The CEM is a 31 layet lead-scintillator-type sampling calorimeter with wave­

length shlfter to measure en,gy. It consists of a. series of wedges, ea.ch covering 15° 

in cp and containing an elect~omagnetic {CEM) section followed by a hadronic sec­

tion (CHA). Each of wedges is divided into ten projective towers, each covering 0.1 

29 



units in ll:q. The coverage region of the CEM is 1111 <1.1 and full 21r in azimuth. The 

energy resolution is 13.7%/.JEi, EB 2%, where ET is the transverse energy defined by 

ET= Esin8, (2.4) 

with the observed energy (E) and polar angle (9). Figure 2.4 shows the anatomy of 

an individual central calorimeter wedge. 

CES 

The central electromagnetic strip chambers (CES) are embedded at shower 

maximum position in the wedges of the CEM. The CES measures EM shower position 

and transverse development by measuring of the charge deposition on orthogonal 

strips and wires. The location of the CES is shown in Figure 2.4 and a schematic 

view of the CES is shown in Figure 2.5. 

CHA and WHA 

The CHA covers the full 21r azimuthal range and 1111 < 0.9. The CHA is 

located outside of the CEM and it consists of 48 steel-scintillator modules each. To fill 

the gap between the CHA and PHA, the WHA covers the region 0.7 < 1111 < 1.3. Like 

the CHA, WHA consists of 48 steel-scintillator modules each. The energy resolutions 

of the CHA and the WHA are 50%/.JEi, EB 3% and 75%/v'E EB 4%, respectively. 

PEM 

The PEM is located 1.73 min z from the nominal interaction point and covers 

1.1 < 1111 < 2.4. It consists of 4 quadrants on each end, each quadrant consists of 

34 layers of proportional tubes sandwiched between lead plates. Figure 2.6 shows an 

exploded view of such a. layer. The energy resolution of the PEM is 22%/v'E EB 2%. 

Near shower maximum position in the PEM, a layer with finer-spaced strips (PES) 

provides shower profile and precise position determination. 

PHA 

The PEM is directly followed by the PHA. The PHA also employs gas pro­

portional tubes. The radiator of the PHA is steel. The covering region of the PHA 

is 1.3 < 1111 < 2.4. The resolution is 106%/v'E EB 6%. 
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System 1/ range Energy resolution Thickness 
CEM 1111 < 1.1 13.7%/ ET EB 2% 18Xo 
PEM 1.1 < 1111 < 2.4 22%/J'E EB 2% 18-21Xo 
FEM 2.2 < 1111 < 4.2 26%/J'E EB 2% 25Xo 
CHA 1111 < 0.9 50%/,JE;. EB 3% 4.5lo 
WHA 0.7 < 1111 < 1.3 75%/J'E EB 4% 4.5Ao 
PHA 1.3 < ,.,,, < 2.4 106%/J'E EB 6% 5.7Ao 
FHA 2.4 < 1111 < 4.2 137%/J'E EB 3% 7.7lo 

Table 2.2: Summary of CDF calorimeter properties. The CDF calorimetry is divided 
into EM (xEM) and hadronic (xHA) detectors, which together cover all</, and 1111 < 
4.2. Thicknesses are given in radiation lengths (Xo) and interaction lengths (;\0 ) for 
the electromagnetic and hadronic calorimeters, respectively. 

2.2.3 Beam-Beam counter 

Beam-Beam counters (BBC) are mounted on the front face of each far­

forward/backward EM shower counters. Each BBC consists of an array of 16 scin­

tillator plates and 16 photomultiplier tubes that encircle the 360° around the beam 

pipe and covers the pseudorapidity range 3.24 < 111 I < 5.90. At the 1992-1993 run 

and a part of the 1994-1995 run whose instantaneous luminosities were low, a coinci­

dence of at least one hit in each plane of the BBC is required to initiate the trigger 

system, while the BBC coincidence was not required at higher instantaneous lumi­

nosities since the mean number of pp interactions per crossing of p and p hunches is 

sufficiently high. 

2.2.4 Luminosity measurement 

The luminosity can be obtained by counting the rate of a certain process of 

which cross section is known. We use inelastic and elastic pp events, and the BBC's 

to detect them. That is, 
RBBC 

£BBC=--, 
(TBBC 

(2.5) 

where £BBC is the luminosity, RBBC is the BBC event rate, and <Tssc is the effec­

tive cross section of visible tb the BBC's. The luminosity is corrected for multiple 
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interaction by 
£ = - ln (1 - £BBC)' 

UBBc/F 
where Fis the crossing frequency (=300 kHz). 

(2.6) 

The effective cross section is obtained by the luminosity-independent 

method [21). The value of u88c can be expressed as 

RBBC 
<J"BBC = O"tot • -R , 

tot 

(2.7) 

where CT tot is the pp total cross section at ..ji = 1.8 Te V, Rtot is the sum of the elastic 

and inelastic event rates. With recent direct measurements of the elastic and total 

cross sections by CDF Collaboration [22], the BBC cross section was obtained as 

(TBBC = 51.2 ± 1. 7 mb. 

After accounting for possible backgrounds in the BBC's, we obtain 

J t:, dt = 110 ± 9 pb-1
, 

(2.8) 

(2.9) 

where the systematic uncertainty associated with the luminosity measurement is con­

servatively estimated to be 8% [23]. 

2.2.5 Trigger system 

The CDF employs a three-level trigger system. The lowest trigger (level 1) 

required that there be a tower in the calorimeter over a modest threshold ( or coin­

cidence of hits in two of four chambers), which rejects the majority of uninteresting 

events. At typical luminosities this trigger had an accept rate of rv 5 kHz. The level 

2 trigger is a Fastbus based hardware trigger system. At this level, unlike level 1, 

dusters of energy are formed by the hardware "cluster finder'', and tracks are recon­

structed by the Central Fast Tracker ( CFT). The 5 kHz input rate is reduced to about 

50 Hz, and these passed on to the third level trigger (level 3). The level 3 trigger was 

a software trigger running on UNIX machines (48 nodes, 96 buffers), on which events 

were being processed in parallel. The software run was essentially the complete ofHine 

reconstruction code. The majority of the CPU time used in the level 3 trigger was 

taken up by the track reconstruction. The output from the level 3 was written to 

8mm tapes at about 10 Hz. A subset of the events was :flagged in the level 3 trigger 

and written on a disk as a separate file for immediate offline processing. These events 

were used in this analysis after re-processing with the final database constants. 
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Figure 2.1: The perspective view of the Tevatron Proton-Antiproton Collider at Fermi 
National Accelerator Laboratory. 
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Chapter 3 

Event selection 

The data collected at CDF during the 1992-1993 and 1994-1995 runs corre­

sponding to 110 pb-1 a.re used in this Z' search. All data used in this analysis were 

stripped from a data stream for immediate processing after event reconstructions. 

In the first section, trigger requirement for this analysis is described. The next sec­

tion describes electron identification and other requirements for this analysis. The 

efficiencies of these requirements are described in Section 3.3. 

3.1 Trigger requirement 

In the CDF electron triggers, there is a. requirement on a ratio of the hadronic 

energy to the electromagnetic energy of the cluster (EHAD/ EEM ). The efficiency of 

the EHAD/ EEM cut is affected by the leakage of EM shower into hadron calorimeter 

as well as by the limitations due to various saturations of the hardware bits in the 

trigger level for high ET electrons. ff we require a central electron trigger to be set, 

then we suffer substantial inefficiency for the high mass Z' search. However, there are 

other non-electron triggers which become efficient for high ET electrons. Example 

of such triggers, with no En AD/ EEM requirements, are "JET 100" and "SUMET 

175" triggers. The "JET 100" trigger requires an event to have a jet with transverse 

energy greater than 100 GeV1and the "SUMET 175" trigger requires that sum of all 

jet cluster energies be greater !than 175 Ge V. We have studied efficiencies of the "JET 

100" trigger for high ET elect:tons by selecting W _. ev events with electron ET above 
I 

150 Ge V using independent triggers. We found 202 such events and the efficiency for 

electron ET above 150 GeV is 99.0 :g::%, while the efficiency of a central electron 
I 

trigger is 60.4 :t~%. The elictron trigger requires an energy cluster with ET > 16 
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Ge V and PT > 13 Ge V / c. As we will discuss in Section 3.3.3, the central electron 

trigger and a plug electron trigger led to a trigger efficiency above 99% for electrons 

with 25 Ge V < Er < 150 Ge V for dielectron events and the "JETlOO" trigger also 

led to an efficiency above 99.9% for electron Er> 150 GeV. 

We conclude that by accepting any combination of triggers we make the search 

insensitive to the ET dependent inefficiency due to the EHAD/ EEM cut imposed in 

the CDF trigger. 

3.2 Electron identification 

In this search, events a.re required to have at least one central electron candi­

date which satisfies a set of tight cuts and another electron candidate which passes a 

set of loose cuts for central or plug detector signals. These requirements are summa­

rized in Table 3.1 and Table 3.2. 

3.2.1 Central electron parameters 

Transverse energy and momentum 

The transverse energy (ET) and the transverse momentum (Pr) of an electron 

are defined by Equation 2.4 and 2.3, respectively. 

Fiducial volume for electron 

In order to ensure a correct energy measurement, a fiducial region is defined 

so as to avoid inactive detector region. Figure 3.1 shows schematically the fiducial 

volume of the detector for electrons used in this analysis. 

Track-shower matching variables 

The CTC track pointing to an electron cluster is extrapolated to the CES. The 

extrapolated position is compared to the shower position as measured in the CES. 

The variable I llX I is the separation in the r-q, view between the extrapolated track 

position and the CES strip cluster position. The variable lllZI is the corresponding 

separation in the z view. The variable lllXJ and lllZI are defined as 

ax = Xirack - XcEs, 
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az = Ztrack - ZcES, 

where Xtrack and Ztrack are the coordinates of the extrapolated position of the track 

at the radius of the strip chamber; XcEs and ZcEs are the coordinates of the shower 

centroid measured by the CES. 

Isolation 

The presence of energetic particles near an electron can be quantified by 

measuring the isolation variable defined as 

E cone Eduster · r - T 
Isolation= E9juster , 

where. Ef°"e is the sum of the electromagnetic and hadronic transverse energies mea­

sured in all of the towers in a radius of R = ..j tl.<f,2 + ll712 = 0.4 centered around the 

electron cluster. E;juster is the transverse energy of the electron cluster. The isolation 

requirement is not for identification of an electron cut but for a selection of the event 

topology. Electrons from z0 , Drell-Yan and also Z' productions are expected to be 

"isolated". That is, they are not expected to be produced in association with other 

particles. 

The ratio of the hadronic energy to the electromagnetic energy is called 

EnAD/ EEM· In this case (unlike the trigger level), dynamic range effects are not 

a problem for electron energies relevant for this measurement (electron Er < 350 

GeV). 

E/P 

The ratio of the electron energy to the electron track momentum, E / P = 
Er/ PT, is used to verify matqhing between the CEM and the CTC measurements of 

the electron energy. Since high energy electrons tend to radiate in the detector, the 

E / P cut is only applied on the electrons whose transverse momenta are less than 50 

GeV /c. 
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3.2.2 Plug electron parameters 

Since the CTC does not cover the entire plug region, track requirements are 

not imposed for PEM electron candidates. For plug electron candidates, Isolation, 

EH AD/ EEM and X~x3 are imposed. The X~x 3 is a x2 obtained by comparing observed 

lateral shower shape with the predicted shape from test beam electrons. The shape 

comparison is performed in the 3 towers in 1/ by the 3 towers in</> around the electron 

cluster's center. 

3.2.3 Central electron identification 

The requirements on the central electrons in the Z' search are shown in 

Table 3.1. The "loose" cuts is the same set of the "tight" cuts except for the isolation 

cut. Figures 3.2 and 3.3 (a) show the distributions of electron identification variables 

for central electron candidates. 

Variable tight cuts loose cuts 

l8olation < 0.1 < 0.2 

ET > 25 GeV 

PT > 13GeV/c 

1ax1 < 3 cm 

1az1 < 5 cm 

Er/PT < 4.0 or PT> 50 Ge V / c 
EHAD/EEM < 0.055 + 0.00045 x E 

Fiducial cut 

Table 3.1: Central electron selection requirements. 

3.2.4 Plug electron identification 

The requirements on the plug electrons in the Z' search are shown in Table 3.2. 

Figures 3.3 (b )-( d) show the distributions of electron identification variables for plug 

electron candidates. 
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Variable 

ET 
Isolation 

EHAD/EEM 
2 

XJxa 

loose cuts 

> 25 GeV 

< 0.1 

< 0.055 + 0.00045 x E 

<3 
Fiducial cut 

Table 3.2: Plug electron selection requirements. 

3.2.5 Event topology cuts 

Missing ET significance 

To eliminate background from W ~ ev and Z ~ TT events, a missing ET 

significance( S) is required less than 2.5. The missing ET( }IT) and S are defined as 

--+ 
IIT = 1(-1) XL E}I, 

S JJT 
V'EE~' 

(3.1) 

-; 
where ET is a two-dimensional vector whose magnitude is the transverse energy in a 

calorimeter tower and whose direction points in the transverse plane from the event 

vertex to the center of the calorimeter tower. The E E} is a scalar sum oi the 

transverse energy of the calorimeter tower's over-all calorimeter towers. Figure 3.4 

(a) shows the S distributions of the W ( see appendix A) events. Figure 3.4 (b) shows 

the S distributions of the Z events with the requirements of the dielectron invariant 

mass between 70 Ge V / c2 and 110 Ge V / c2 in addition to the identical requirements 

for the Z' search sample. 

3.2.6 Event vertex 

Figure 3.5 shows the ~stribution of z coordinate of the primary vertex ( Zverte:r) 

for the sample of these events. To insure good containment of the electrons in the 
I 

calorimeters, we require the Zkerte:r of each event to be within 60 cm of the center of 
I 

the detector. 
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3.2. 7 Result of the selection 

Figures 3.6 and 3. 7 show dielectron invariant mass distributions satisfying 

our selection criteria at an integrated luminosity of 110 pb-1
• The sample contains 

7120 events of which 4311 have both electrons in the central calorimeter (C-C) and 

3709 have one electron in the central and the other electron in the plug calorimeters 

(C-P). The largest mass observed is 511 GeV / c2. Figure 3.8 shows event pictures of 

the largest mass event. 

3.3 Detection efficiency 

In the previous section, event selection criteria for Z' ~ e+ e- search were 

described. In this section, the efficiencies of these cuts and acceptance are described. 

The total detection efficiency etotal can be written as 

etotal = eacc(M) • e1D • ezverte:r •Es" E:trigger, (3.2) 

where eacc( M) is a geometrical and kinematical acceptance as a function of invariant 

mass of the dielectrons, M. ew is an efficiency of identification cut including the 

isolation cut, ezuertez is an efficiency of the event vertex cut, es is an efficiency of the 

S cut, and €trigger is the trigger efficiency. 

3.3.1 Efficiency of identification cut 

The cw can be written a.:; 

(3.3) 

(3.4) 

where ei, e, and ep are total efficiencies for the "tight" central electron cuts, for the 

"loose" central electron cuts, and that for the "loose" plug electron cuts, respectively. 

The efficiency of the identification cut is determined from a sample of Z ~ e+ e­

decays, in which no selection biases are applied to one of the electron candidates ( e2 ). 

The efficiency for each cut is studied by imposing that cut on the second electron 

candidates, e2 • To ensure a 'clean' Z sample the events are required to have a central 

electron ( e1 ) satisfying stringent identification requirements and a dielectron invari­

ant mass between 70 Ge V and 110 Ge V / c2
• The stringent electron cuts include the 
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"tight" cuts described _in Section 3.2 and also a requirement that there be only one 

3-dimensional track pointing to the central EM cluster of the electron. The other 

electron candidate ( e2 ) can be in the central or plug calorimeter, with none of the 

identification cuts applied. We use the number of the same-sign events in the sample 

to estimate the number of background events other than Z production in the con­

trol sample. As we will discuss the background events in our Z' search sample in 

Section 4, the major source of the same-sign events is a jet which fakes an electron 

candidate. Since the fake rate of jets to e+ is equal to that to e-, the number of 

the same-sign events in the sample is considered to be the number of opposite-sign 

background events. 

In order to ensure a charge information of a plug electron candidate, we further 

require plug electron candidates have hits on the CTC super layer O (SLO), SLl, S12, 

S13, and SL4, because the CTC only covers 1111 < 1.5 from the center of the detector. 

A reduced x2 (xi) of the reconstructed track is also required to be less than 2.0. The 

x~ is defined as 
2 

2 _ X 
XN = N - l' 

where N is the number of freedom. 

This control sample consists of 2519 of the C-C and 361 of the C-P Z events, 

in which there are 38 of the C-C and 12 of the C-P same-sign events. Figures 3.2 and 

3.3 show the distributions of variables used in the analysis, where the arrows indicate 

the cut thresholds. Tables 3.3 and 3.4 summarize the efficiencies for the central and 

plug electrons. 
The efficiencies of the total "tight" and "loose" cuts are obtained by simulta­

neously imposing all the "tight" or "loose" cuts on the second electron candidates, 

e2. 

The total efficiency for the "tight" central electron cuts ( et), the "loose" central 

electron cuts (e1), and the "loose" plug electron cuts (ep) can be expressed as 

Ntt+Ntt 
et = Ncc+Nu' 

Ne1 + Nu (3.5) 
e1 

Nee+ Ntt' 

ep -
Ntp 
Ncp ' 
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Number of Number of 

Cut candidate events background events Efficiency 

! 
I !so< .1 2327 24 

lso < .2 ('loose' cut) 2435 34 

E/p < 4 or PT> 50 GeV /c 2518 76 

l.6.XI s3 cm 2439 56 

\ jLlZl s5 cm 2462 52 
I I Had/Em < 0.055 + 0.00045 * E 2471 60 
I l Total efficiency for 'tight' Central e's: 

I Total efficiency for 'loose' Central e's: 
I 

Table 3.3: Efficiency of analysis cuts: Central Region 

' Number of Number of I 

I 
I 
i Cut candidate events background events 

! Iso < .I 353 22 
I 

I 2 
! XJX3 ~3 344 24 

I Had/Em< 0.055 + 0.00045 * E 359 24 

! Total efficiency for 'loose' Plug e's: 
I 

Table 3.4: Efficiency of analysis cuts: Plug Region 

where Nu, Nth Ntp, Nee and Ncp are defined by 

Nee Noba _ 2Nsame 
cc cc ' 

Ncp - Nobs _ 2Nsame 
cp cp ' 

Nu - Nobs _ 2Nsame 
tt tt ' 

Nt1 - Nobs _ 2Nsame 
ti tl ' 

Ntp - Noba _ 2Nsame 
tp tp ' 
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97.0 ± 0.3 % 

99.1 ± 0.2 % 

99.98 ~ gj2 % 

98.7 ± 0.2 % 

99.3 ± 0.2 % 

99.3 ± 0.2 % 

94.9 ± 0.4 % 

96.8 ± 0.3 % 

Efficiency 

98.2 + 1.2 % 
- 1.7 0 

95.0 + 1.5 '½ 
- 1.7 0 

99.4 + 1.0 o/c 
- 1.3 0 

94.1 + 1.6 % 
- 1.8 0 

(3.6) 



with 

and 

Noba 
cc - number of C-C Z events, 

Nobs - number of C-P Z events, cp 

Noba 
tt - number of C-C, "tight-tight" events, 

NobB 
ti - number of C-C, "tight-loose" events, 

Nobs 
tp - number of C-P, "tight-plug " events, 

N::me _ number of C-C same-sign events, 

N:;me _ number of C-P same-sign events, 

(3.7) 

Nttame _ number of C-C same-sign events in "tight-tight" events, (3.8) 

N:,ame _ number of C-C same-sign events in "tight-loose" events, 

Nt;me _ number of C-P same-sign events in "tight-plug" events. 

We calculate et, e1 and ep to be 94.9% ± 0.4%, 96.8% ± 0.3% and 94.1 % ! t: % 

respectively. 

3.3.2 Energy dependences of identification cuts 

We take particular care to choose cuts that maintain high efficiency for high 

Er electrons. The ET dependence of each electron identification cut is studied by 

using a control sample selected for the efficiency study. Figure 3.9 shows the Er( PT) 
dependence of the mean values of each central electron identification cut. Figure 3.10 

shows the ET( PT) dependence of the efficiency of each electron central identification 

cut. Figure 3.11 shows the same distributions for plug electrons. 

Within the limited statistics, we can state that these cuts are efficient for high 

ET electrons. We perform a similar study using a higher statistic W electron sample. 

The selection criterion of the W sample is described in appendix A. In order to 

select pure W sample we need to use the electron selection cuts which we use for our 

analysis. Thus, we can not get true efficiencies of each identification cut variable from 

this sample. However, we can look at the tendency of behavior of the selection cuts 

as a function of the ET. Figure 3.12 show the ET(PT) dependence of the mean values 

of each central electron identjfication cut using the W sample. The plots indicate 
I 

that our electron identificatio~ cuts tend to be efficient for high ET electrons. 
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3.3.3 Other efficiencies 

Efficiencies of the S cut and the event vertex cut 

To establish efficiencies of the S cut and the event vertex cut, we use a sample 

of Z events, with both electrons passing central "tight" cuts, and invariant mass of 

the electron pairs between 80 Ge V / c2 and 100 Ge V / c2
• In addition, we require that 

the electron pairs have opposite charge. After requiring S < 2.5 on the Z sample, we 

get 99.6 ± 0.1 % of efficiency. 

Figure 3.5 shows the distribution of z coordinate of the primary vertex for the 

sample of these events. The distribution shows 94.9 ± 0.4% of events have the event 

vertex within 60 cm of the detector center. A gaussian fit to this distribution gives a 

mean value of 1.6 ± 0.6 cm and standard deviation of 27.6 ± 0.5 cm. 

Trigger efficiency 

The data used in this analysis was selected if an event passed any triggers in 

order to avoid the ET dependence of inefficiency which was described in Section 3.1. 

The efficiencies of main electron triggers are estimated from W-+ ev events selected 

with 1$T triggers which are independent of electron triggers. For electrons with 25 Ge V 

< ET < 150 GeV, the central electron trigger that requires ET> 16 GeV and PT > 
13 GeV/c has an efficiency for central electrons of 92.1 ± 0.1%. An efficiency of an 

electron trigger for plug electrons that requires an energy cluster with ET > 20 GeV 

is 94.6 ± 0.4%. Since either electron could provide the trigger, this led to trigger 

efficiency of 99.4% for C-C events and 99.6% for C-P events for electron with 25 

Ge V < ET < 150 Ge V. For electron ET > 150 Ge V, an efficiency of the "JETlOO" 

trigger is 99.0 :~t:%(Section 3.1). This led to a trigger efficiency more than 99.9% 

for dielectron events. Hence trigger efficiency for this search is higher than 99.4% for 

electrons with ET> 25 GeV. 

3.3.4 Acceptance 

A Monte Carlo simulation is used for determination of the geometrical and 

kinema.tical a.cceptance[24]. The Monte Carlo events are generated by using the 

leading order diagrams for Z, Drell-Yan and Z' productions. No quark-gluon diagrams 

or initial-state radiation are considered. In order to mimic the effects of higher-order 
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diagrams, the events ill'e generated with Z PT distribution measured in the 1988-

1989 at CDF. The MRSD-' parton distribution function [25] is used. We generate 

100,000 events for various invariant mass of Z 1
• The electrons are propagated to 

the calorimeter and their momenta are smeared according to the nominal detector 

resolutions (Table 2.2). The event vertex oi each event is smeared with a gaussian 

distribution with a sigma of 27.3 cm in the region (-60.0 cm < Zvertez < 60.0 cm). 

The same fiducial region of calorimeters (Section 3.2.1) is considered. For both 

central and plug electrons a kinematical requirement, ET > 25 GeV, is required. 

A mass dependence of the acceptance is shown in Figure 3.13. The combined 

acceptance of C-C and C-P :is fairly flat for the dielectron mass greater than 250 

Gev / c2 and slightly above 50%. 

3.3.5 Total efficiency 

The total efficiencies ca.n be written as 

e:;,~1(M) = 0.885 x e!;:(M), (3.9) 

(3.10) 

where e~;,~1(M) and e~;!,(M) are the total efficiencies for C-C and C-P events. 

e~~( M) and e~;[( M) are the acceptances for C-C and C-P events. We assume 100% 
I 

of the trigger efficiency in the :total efficiency calculations. Figure 3.14 shows efficien-

cies for C-C, C-P and both events. For dielectron mass above 300 GeV / c'2, the total 

efficiency is fairly constant and is around 47%. 
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Chapter 4 

Background estimation 

The background sources of the Z' -+- e+e- can be classified into three cate­

gories. The first source has the same final state, e+ e-, and thus, interferes with Z' 

productions. Topology of the second category is different from Z' events. Hence, 

these events are able to be eliminated by topological cuts. The last one is not a real 

dielectron event but an event in which jets fake electron candidates. The backgrounds 

under consideration are 

1. Drell-Yan, Z -+- e+ e-, 

2. {a) Z ---+ r+r-, 

(b) Diboson productions (WW,WZ,ZZ), 

( c) tl, 

(d) bb, 

3. fake events. 

The dominant background in the high mass region where we are looking for Z' is 

expected to be the Drell-Yan production. Section 4.1 describes a comparison of 

data with expected Drell-Yan events and Section 4.2 describes estimations of other 

dielectron background events in our sample. Section 4.3 describes background events 

from fake electrons. 

4.1 Comparison of data with Drell-Yan events 

The expected numbers of dielectron events from the Drell-Yan and Z boson 

productions (DY +Z) are estimated with the Monte Carlo simulation (MC) described 
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in Section 3.3.4. Table. 4.1 shows a comparison of data with the Monte Carlo results 

for dielectron mass above 150 Ge V / c2. Figure 4.1 (a) and (b) show the comparison 

for C-C and C-P events separately. In the region of the dielectron mass above 150 

GeV / c2, observed C-P events are consistently higher than the Drell-Yan predictions, 

while the differences between observed C-C events and the Drell-Yan predictions are 

smaller than C-P category. This indicates that for C-P category there is substantial 

contribution of background events from a source other than the Drell-Yan production. 

(DY+ Z) MC CDF data 
Mass GeV/c2 C-C C-P C-C C-P 

M > 150 15.5 15.3 26 44 
M > 200 6.0 4.8 8 11 

M > 250 2.7 1.8 3 6 

M > 300 1.3 0.8 2 4 
M > 350 0.7 0.3 2 0 

M > 400 0.4 0.2 1 0 

M > 450 0.2 0.1 1 0 

M > 500 0.1 0.0 1 0 

M > 550 0.1 0.0 0 0 

M > 600 0.0 0.0 0 0 

Table 4.1: Data compared with the expected number of events from the DY +z Monte 
Carlo simulation. 

4.2 Other dielectron background 

To estimate the number of background events from the second category, 

ISAJET[26] (version 7.06) Monte Carlo simulator and QFL CDF detector simula­

tor [27] are used. 

The estimated number of events are shown in Table 4.2. A few events from 

bb and Z(rr) are expected in ~ur Z' search sample. In the region of dielectron mass 
I 

above 150 Ge V / c2, the expected number of events is very small. The major source 

contributing to the difference between data and Drell-Yan expectation is not from 

the second type background eyents. 
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e+e- source I Events(Mee > 150GeV/c2) 

bb 0.8 ± 0.4 

tt 0.4 ± 0.2 

WW < 0.2 

W Z 0.04 ± 0.02 

0.02 ± 0.02 

< 0.1 

Table 4.2: The estimated number of events from the second type background sources. 

4.3 Fake electron events 

The last category is the fake electron events. In order to keep high efficiency 

for Z' events, our electron identification cuts are relatively looser than ones for Z 

boson or Drell-Yan studies at CDF [28][29]. Hence, more events with fake electrons 

are expected. 

4.3.1 Background estimation with the same-sign events 

The number of the fake events are estimated with the same-sign events. A 

charge of the fake electron is determined with the highest PT track pointing to the 

calorimeter tower. The probability of negative charge found in the highest PT track 

in a jet is roughly the same one of positive charge. From a dijet sample, a ratio 

f = number of the same-sign events 
number of the opposite-sign events 

is estimated. Events which pass our Z' search cuts are removed from this dijet sample 

for this study. In the leading two jets in the sample, charges of the the highest Pr 

tracks in each jet are used in the charge determination. In this sample, 26182 same­

sign and 27192 opposite-sign events are found. This leads to f = 0.96 ± 0.01. 

While the charges of electron candidates in the central region can be deter­

mined by the CTC, the charges of most plug electron candidates cannot be determined 

since the CTC does not cover most of the plug region. Additional requirements listed 

below are imposed on the plug electron candidates to determine its charge. 
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• The track of an e~ectron candidate has a hit in all of the CTC super layer O (SLO), 

S11, S12, S13, and S14. 

• A reduced x2 of the track< 2.0 . 

We find 26 same-sign events in the C-C events and 15 same-sign events out of 

390 events in the C-P events. Figure 4.2 show the invariant mass distributions of the 

same-sign events. The number of fake electron events from jet events a.re estimated 

to be 52 ± 10 and 234.1 ± 60.5 events in the C-C and C-P samples, respectively. 

4.3.2 Background estimation from the electron isolation 

As a cross check, the isolation as a topological cut is used to estimate the 

numb~r of the fake events. Since a jet event will be expected to be produced in 

association with other particles, the isolation of the jet event is higher than ones 

of the Z, Z' or Drell-Yan events. The second type background events (bb, tt, etc) 

are also expected to have high isolation, since electrons of these types of events are 

produced in association with other particles. However, as discussed in Section 4.2, 

we expect very small number of these type of events in the Z' search sample. Hence 

we assume that most events which have high isolation are jet events. 

To estimate the number of background events, a control sample is made by 

imposing all our analysis cuts except for the isolation cut. The events are categorized 

as shown in Figure 4.3. lso1 and lso2 are the isolations of the first and second electron 

candidates, respectively. In this study, there are two assumptions listed below: 

o There is no correlation between Iso1 and Iso2. 

• All signal events are only in region I and all events in other regions including 

second type events are background events. 

Figure 4.4 shows a scatter plot of the isolations in the control sample. There 

is no significant correlation between Iso1 and lso2 in the figure. Figures 4.5 show the 

invariant mass distributions for each category. Except for region I (Figure 4.5 (a)), 

there is no significant excess (around 91 Ge V / c2 in Figure (b) ~ ( d). This indicates 

that signal events are only located in region I. 

We may estimate the f umber of the background events in region I by 
1 Nu1 

N1,1:,J=-N xNu, 
IV 
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where Nu_/ is the number of background events in region I. Nu, Nu1 and N1v are 

the numbers of events in region II, III and IV, respectively. The number of events in 

each region of the C-C and C-P categories are shown in Tables 4.3 and 4.4. 

lso2 < 0.2 

0.2 < !s02 < 0.4 

Iso1 < 0.1 

2739 
40 

0.2 < Iso1 < 0.4 

74 
67 

Table 4.3: The number of events in each category in the C-C events. 

1s02 < 0.1 

0.2 < 1s02 < 0.4 

lso1 < 0.1 

3045 

29 

0.2 < Iso1 < 0.4 

291 
38 

Table 4.4: The number of events in each category in the C-P events. 

From this estimation, we get 44 ± 10 background events in the C-C and 

222 ± 56 events in the C-P categories. The numbers of estimated background events 

are consistent with the estimation from the same-sign events. 

4.3.3 Comparison of data with background expectations 

In the high mass region, the number of background events is too small in the Z' 

sample to estimate as a function of dielectron invariant mass. To estimate the number 

of background events as a function of dielectron mass we use the inclusive QCD clijet 

invariant mass distributions. The events for the dijet invariant mass distributions are 

required to pass "JET20" trigger. The trigger requires that there is at least one jet 

whose transverse energy in the ll.R = 0.7 be greater than 20 GeV. The transverse 

energies of the jet are corrected. Figure 4.6 shows a scatter plot of the corrected and 

uncorrected ET of the jet. Typically the jet corrections increase ET by 25 % . After 

the energy correction, we require that both of leading two jets have ET > 25 Ge V and 
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the jets are in the fiduci.al region of either C-C or C-P. The dijet mass distributions are 

shown in Figure 4. 7. The dijet masses above 110 Ge V / c'2 are used for the background 

estimation. We fit the dijet mass distributions with the following function [30]: 

(4.1) 

where a., /3 and ; are the free parameters and Mi; is the invariant mass of dijet. 

The result of the fits are also shown in Figure 4.8. Figure 4.9 shows comparisons of 

QCD dijet mass distributions with background events estimated with the isolation 

method. The mass distributions of the isolation method background are summed up 

for regions II, III and IV. The QCD dijet mass distributions are consistent with ones 

of the isolation method background in the mass range above 110 Ge V / c2 for both 

C-C and C-P categories. From the isolation method, we find 11.1 ± 5.0 events in the 

C-C category and 86.2 ± 39.4 events in the C-P category. 

Figures 4.10 (a) and (b) show the CDF dielectron mass distributions with ex­

pected ones from (DY +Z+dijet) Monte Carlo events. The dijet mass distributions in 

the figures are normalized to the number of events estimated by the isolation method 

in the mass region above 110 Ge V / <?. The (DY+ Z) MC histogram is constrained 

to the number of events in the Z events in 70 Ge V / <? < Mee < 110 Ge V / <?. The 

CDF data is shown with closed circles and the background from {DY +Z+dijet) are 

shown by curves. The shaded region indicates the dijet contribution. The observed 

C-C and C-P dielectron mass distributions agree with the (DY +Z+dijet) background 

estimations. Figure 4.11 shows the C-C and C-P combined result. Table 4.5 shows 

the number of observed events, the expected number from Drell-Yan production and 

also the sum of Drell-Yan and the QCD dijet background estimates for various mass 

ranges. The CDF data in the high mass region are in reasonable agreement with 

(DY+Z+Dijet) estimations. 
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(DY+Z) MC Dijet DY+Z+Dijet CDF Data 
Mass GeV/c2 C-C C-P C-C C-P C-C C-P C-C C-P 

M > 150 15.5 15.3 3.1 34.1 18.6 49.4 26 44 
M > 200 6.0 4.8 0.8 10.1 6.8 14.9 8 11 
M > 250 2.7 1.8 0.3 3.2 3.0 5.1 3 6 
M > 300 1.3 0.8 0.1 1.1 1.4 1.9 2 4 
M > 350 0.7 0.3 0 0.4 0.7 0.7 2 0 
M > 400 0.4 0.2 0 0.1 0.4 0.3 1 0 
M > 450 0.2 0.1 0 0.1 0.2 0.1 1 0 
M > 500 0.1 0.0 0 0 0.1 0.1 1 0 
M > 550 0.1 0.0 0 0 0.1 0 0 0 
M > 600 0.0 0.0 0 0 0 0 0 0 

Table 4.5: Data compared with the expected number of events from the Drell-Yan 
Monte Carlo + background events. 
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4.3.4 Z boson cross section 

As another cross check of this study, the Z boson cross section times branching 

ratio decaying into electron pairs are calculated with the number of observed dielec­

tron candidate events and with the efficiencies described in the previous section. The 

Z boson candidates from the Z' search sample are selected by requiring that the di­

electron invariant mass should be between 70 Ge V / e and 110 Ge V / r?. With this re­

quirement, a sample of 5492 Z's is obtained (2630 of these are C-C events and 2862 are 

C-P events). The geometrical, acceptances at the Z boson mass (Mz = 91.0 GeV / c2) 
are 15.3% for C-C, and 18.2% for C-P events. In the efficiencies of the event selection 

cuts described above, e~~~1(at Mee= Mz) is 13.5% and e~~:,(at Mee= Mz) is 14.3%. 

In the mass region of 70 < Mee < 110 Ge V / t?, 31 ± 9 fake dielectron events in C-C 

category and 112 ± 40 events in C-P category are expected with the isolation method. 

Integrated luminosity for this calculation is 90.2 ± 7.2 pb-1 • These parameters are 

summarized in Table 4.6. Subtracting the expected background events, the Z cross 

sections for C-C and C-P categories are obtained. The results are shown in Table 4.7. 

The first error is statistical, the second error reflects the uncertainty in event selection 

efficiency, and the third one corresponds to the luminosity uncertainty of 8%. The Z 

boson cross sections agree with the CDF result [29] within errors. 

Geometrical Observed Estimated Integrated 
Category Acceptance Efficiency Events Background Events Luminosity {pb-1 ) 

C-C 15.3 ± 0.7% 13.5 ± 0.4% 2630 31 ± 9 
C-P 18.2 ± 1.7% 14.3 ± 0.5% 2862 112 ± 40 90.2 ± 7.2 

Table 4.6: Parameters for the Z boson cross section. 

Category I Z boson cross section (pb) 

C-0 1 215 ± 4 ± 7 ± 17 
C-P 200 ± 4 ± 7 ± 16 

Table 4.7: Z boson dross sections for the C-C and C-P. categories. 
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Figure 4.1: Figure ( a) shows a comparison of data with Drell-Yan events for the C-C 
category and Figure (b) shows the same comparison for C-P events. Plots with error 
bar indicate the CDF data points and curves indicate the estimated Drell-Yan events. 
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Figure 4.3: Figures (a) and (b) show categorizations of events for the C-C and C-P 
events. 
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Chapter 5 

Mass limit on the Z1 bosons 

In the previous chapter, we concluded that we observe high mass dielectron 

events_ at a rate expected from background processes. In this chapter, we set upper 

limits on the Z' cross section times branching ratio decaying into dielectrons (u • 
Br( e+ e-)) as a function of the invariant mass of Z'. We can place an upper limit on 

the number of Z'(-+ e+ e-) events using observed dielectron events. The upper limit 

on the number of Z' events ca.n be translated to an upper limit on the Z' production 

cross section times branching ratio by the equation, 

<Tz, • Br(Z'-+ e+e-) = r, N (M ) , 
, X ftotal Z, 

(5.1) 

where Br is the branching ratio to dielectron channel, N is number of events, £, is 

the integrated luminosity, and Etotal( Mz,) is the total detection efficiency. Systematic 

uncertainty associated with the luminosity measurement is estimated to be 8% [23]. 
As described in the following section, this uncertainty is the largest among all the 

systematic uncertainties in the limit calculations. 

In order to avoid the effect of uncertainty from the luminosity measurement, 
I 

we do the following modifications of Equation 5.1. Equation 5.1 can be modified to 

a formula which does not include the integrated luminosity term. The Z boson cross 

section can be expressed in the same way as 

: ( + _) Nz 
<Tz • Br, Z-+ e e = L (M )" 

X etotal Z' 
(5.2) 

Taking ratio of Equations 5.1 and 5.2, we obtain 

( + ) ( + ) l!:tota1(M z') uz, · B Z' -+ e e- = Uz • Br Z -+ e e- X Nz (5.3) 
e:tota1(Mz) 
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Since we know the overall efficiencies (etotaz(Mz), Etota1(Mz1 )) (see Figure 3.14), the 

Z cross section and Nz, <Tz, · B(Z' ~ e+e-) is only a function of Nz,. 

In the first section, the systematic uncertainties are described. Assuming that 

the coupling strengths of Z' are the same as those of Z boson, a calculation of lower 

Z' mass limit is described in Section 5.1. Section 5.2.1 discusses the procedure of 

setting the <Tz, · B(Z' ~ e+e-) limit, and Section 5.2.2 describes a calculation of Z' 

mass limit assuming that the coupling strengths of Z' to quarks and leptons are the 

same as those of Z boson. Lower limits on the Z' mass for various other Z' models 

at 95% C.L. are described in Section 5.2.3. 

5.1 Systematic uncertainties 

The systematic uncertainties are discussed in this section. The systematic 

uncertainties considered in this study are: 

1. uncertainties in the acceptance calculation. 

(a) Uncertainty due to the PT of Z'. 

(b) uncertainty due to the choice of the parton distribution functions (PDF). 

2. uncertainty due to the efficiency of event selection cuts. 

3. uncertainty due to the background estimation. 

5.1.1 Uncertainties in the acceptance calculation 

Uncertainty due to the PT of the Z' bosons 

The geometrical and kinematical acceptance was calculated with the Monte 

Carlo simulation described in Section 3.3.4. In the program, a PT of the boson was 

given according to the measured PT distribution of Z boson. In order to estimate 

systematic uncertainty due to the PT distribution of the boson, the measured slope 

of the PT distribution is changed by ±10%. Trying these shapes for the PT choice, 

we find 1.6% of variation in the acceptance. 
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Uncertainty due to the choice of parton distribution functions 

We employ different sets of PDF's to estimate the systematic uncertainty due 

to the parton distribution functions. Table 5.1 shows differences in the acceptance 

from MRSD-'. A systematic uncertainty of 1.1 % due to the different PDF in the 

Parton Distribution Function I Difference 

MRSA 0.7 % 
HMRSE 0.7 % 

CTEQ2PL 1.1 % 
CTEQ2M 0.7 % 

CTEQ2ML 1.1 % 
GRV94LO 0.7 % 

Table 5.1: Systematic uncertainties due to different parton distribution functions. 

acceptance is assigned. 

Another systematic uncertainty due to statistical error of the Monte Carlo 

acceptance calculation is 0.4% in the mass range above 250 GeV / c?. 

5.1.2 Other systematic uncertainties 

Uncertainty due to the efficiency of event selection cuts 

A systematic uncertainty due to the efficiency of event selection cuts is 

0.8%. This uncertainty is caused by statistical uncertainties in the control data sam­

ple which was used to study the electron identification cuts and the topological cuts. 

Uncertainty due to the background estimation 

As we described in Section 4.3.4, 143 ± 49 background events are expected in 

the Z boson mass region (70 GeV / c2 < Mee < 110 GeV / c2). A systematic uncertainty 

due to the statistical errors o~ background subtraction in the Z mass region is 1.5%. 

In total, we assign 2.6% of the total systematic uncertainty which is obtained 

by adding these uncertainties in quadrature. 
I 
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5.2 Z' Mass Limits 

5.2.1 Procedure for setting limit 

With Equation 5.3, a 95% C.L. limit on the number of Z' events can be 

translated to the 95% C.L. limit on the Z' production cross section. The 95% C.L. 

limit on the number of Z' events is obtained by comparison of observed dielectron 

invariant mass distribution to the sum of the Monte Carlo Z' production and the 

Drell-Yan + Z (DY +Z) continuum. The dijet type background events are not taken 

into account in this comparison. There are two reasons: 

• In the dielectron mass region above 250 Ge V / c2
, we expected very small con­

tributions from dijet background. 

o Uncertainty associated with estimating amount of dijet background for 

Mee > 110 Ge V / c2 is fairly large ( l"V 20%). 

We take a conservative approach and decide not to subtract dijet background to 

obtain the uz, · B(Z'--+ e+e-) limit. 

We assume that the dielectron sample contains only DY +z and possible Z' 

events so that the dielectron invariant mass distribution of the observed events is 

given by 

::.. = aZ'(M .. ) + (3Z · DY(M .. ), (5.4) 

where Z'(Mee) and Z · DY(Mee) are_ the theoretical dielectron mass distributions for 

Z' and DY +z events, respectively. a and /3 are coefficients. The function Z'(Mee) 
varies as a function of the Z' mass and a probability distribution is calculated for 

each Z' mass. Standard model couplings are assumed in generating Z' events and the 

Z' width is set equal to the zo width scaled by Mz,/Mzo. To calculate the branching 

ratio to dielectrons we have assumed a top mass of 174 GeV / c2. Figure 5.1 shows 

the invariant mass distributions of Z' --+ e+ e- events generated with the Monte Carlo 

simulation and the energy smearing program. 

A binned maximum-likelihood method is used with the contents of the bins 

treated with Poisson statistics (31] (32]. The probability associated with the ith bin is 

(5.5) 
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where ki is the number of events observed in the ith bin, mi is the number of events 

expected in the ith bin: 

mi ~r aZ'i + /3Z · D~, (5.6) 

with Z'i and Z · D~ the number of events predicted in the ith bin by the Z' and 

Z · DY Monte Carlo's, respectively. The likelihood function is defined as the total 

probability, which is the product of the individual probabilities for each bin, 

N N ki 
,.( f.l) def p _ IT P.·( 1... ·) _ IT mi -mi 
J., a, 1-1 - - i=t • "'i, m. - i=t ki! e ' (5.7) 

where N is the total number of bins. 

In order to reduce a two-dimensional likelihood function £( a, /3) to a one­

dimensional one, the Monte-Carlo DY+ Z prediction is normalized to the data in the 

region of the Z boson mass (70 GeV / c2 < Mee < 110 GeV / c2). Thus the coefficient 

for the DY+ Z, /3 is obtained by 

p = Zvata. (5.S) 
ZMc 

It is more convenient to get uz, · B(Z'--+ e+e-) (95% C.L.) with a normalized like­

lihood function which is normalized to an area of 1.0 over the range of positive a. 

Hence Equation 5.7 can be written as 

N ki 

L( ) def ,1 ,.( ) ,1 IT mi -mi a = J norm • L, a = Jnorm • ,;Te ' 
i=l a-

(5.9) 

where / norrn is a normalization factor defined by 

/
+oo /+oo L(a) do.= fnorm • £(a) do.= 1.0. 

0 0 
(5.10) 

Figure 5.2 shows a typical likelihood distribution as a function of a. The 95% C.L. 

upper limit on a(= a95%) is calculated by 

I +a959' 
L(o:) do:= 0.95. 

I 0 

(5.11) 

Before extracting 95% C.L. limits on the Z' cross section from L(a), we must convo­

lute this likelihood function ~th a smearing factor which we take to be a Gaussian 

with a width equal to the to~al systematic uncertainty u( o. )( = 2.6%) obtained in the 
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previous section. The likelihood function smeared according to the total systematic 

uncertainty is defined as 

_! (&-0)2 
.. def / +co e 2 D'(a)2 
L(&) L(a) ---;:::=-=- da. 

0 ,/21r•0'(0t)2 
{5.12) 

A simple Monte Carlo program is used for this smearing of the likelihood function. 

First, a value of a, called a 0 , is generated from the parent likelihood distribution. 

Then the smearing due to u( a) is applied by adding a random number to a 0 , whose 

parent distribution is a Gaussian with a mean of one and standard deviation of 

u( a). This procedure is repeated one million times, yielding the smeared likelihood 

function for a given Z' mass. Figure 5.3 shows a typical smeared likelihood function 

as a function of a. The function is smeared one of Figure 5.2. The smeared function is 

then integrated over the range O < & < oo and normalized to unity. The normalized 

function is used to determine the value of a, denoted a;6"' above which we find 5% 

of the area under the probability curve. Figure 5.4 shows an integrated likelihood 

function for a typical one. The arrow indicates a;6". 

The 95% C.L. lower limit on the number of Z' events {N95 ) is obtained by 

(5.13) 

Then it can be translated to the 95% C.L. limit on the Z' production cross section 

times branching ratio with Equation 5.3. The observed number of Z events in Equa­

tion 5.3, N z, is the same number of generated Z events with Equation 5.8. With 

Equation 5.13 and 5.1, Equation 5.3 can be modified as 

O'~c. BrMc Nz, 
NMC X (M )' z etotal z' 

eeotal(Mz) 

uf C • BrMc N9s 
NMC X (M )' z etotal z' 

!tota1(Mz) 

(5.14) 

where u~c · BrMc is the cross section used in the Monte Carlo program and N:1c is 

the number of events expected in the Monte Carlo program. Using Equation 5.14, a 

systematic uncertainty in the Z boson cross section can be removed. 
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5.2.2 Z' mass ~mit assuming standard model coupling 
strengths 

The 95% C.L. limit on <rz, · B(Z'--+ e+e-) is shown in Figure 5.5 as a function 

of the Z' mass. The top solid line is the predicted uz, · B( Z' --+ e+ e-) using MRSD-' 

structure function and standard model couplings. The middle dot-dashed line is the 

<rz, · B(Z'--+ e+e-) with data of the 1992-1993 run, already published[lO]. The bot­

tom line is the uz, · B( Z' --+ e+ e-) with data of the 1994-1995 run. The intersections 

of the predicted curve and 95% C.L. limit curves determine the 95% C.L. lower limits 

on the Z' mass. With data of the 1994-1995 run only, a lower limit on the Z' mass is 

extended to 640 Ge V / c2 from 505 Ge V / c2
• Figure 5.6 shows the result with combined 

1992-1993 and 1994-1995 data. The 95% C.L. upper limit on the uz, · B(Z'--+ e+e-) 

with the combined data is set as a function of the dielectron invariant mass. In the 

region of mass above 650 GeV / c2
, the upper limit of the <rz, · B(Z'--+ e+e-) is set to 

be 6 x 10-2 pb. We also set a lower limit on the Z' mass of 655 Ge V / c2 with the 

combined data. 

5.2.3 Z' mass limits for various models 

We also derive 95% C.L. limits on the mass of Z' for several E6 models 

and a right-handed Z' in the alternative left-right model (ALRM). Model differences 

may affect the <rz, · Br(Z' --+ e+e-) limit. To cover a representative range of the 

Z' width (r z,) values, we consider models based on the E6 symmetry group. In 

this calculations, we assume that the Z' decays only to standard model fermions. 

These models predict narrower widths than that expected for standard model cou­

plings (r~¥), 

rz, < r~¥, 
r r SM z, - a X z, . (5.15) 

Figure 5.7 (a) shows dielectron invariant mass distributions (Mz, = 600GeV / c2) for 

a = 0.16 and 1.00 with energy smearing. 

Figure 5. 7 (b) shows ~5% C.L. limits on uz, · B( Z' -+ e+ e-) for a = 0.16 and 

1.00. We conclude that using
1 

r!¥ results in conservative Z' limits. 

Figure 5.8 shows our 95% C.L. limit curve together with the predictions from 

several E6 models and with the prediction of a right-handed Z' in the alternative 
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left-right model (ALRM). The solid line in each plot corresponds to the model's 

prediciion. From intersections of the solid and dashed curves in each plot we set 

the lower mass limits for Zx, Z,t,, z,,, Z1, ZLR and ZA.LRM to be 530, 520, 550, 505, 

585 and 525 Ge V / c2 , respectively, for those cases when the Z' boson decays only to 

known particles. All these models predict new fermions. Allowing Z' to decay to the 

new fermions would make worse the mass limits quoted. 
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(ALRM). The dashed curve in each plot is the uz, · B(Z'-+ e+e-). The solid curves 
in figures are uz, · B(Z'-+ e+e-) calculated for the six models, namely Zx, ZT/J, z,,, 
Z1, ZLR and ZALRM· The intersections of the solid and dashed curves set the lower 
mass limit for each case. 
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Chapter 6 

Conclusions 

We have presented a search for additional neutral heavy bosons in dielec­

tron decay mode in pp collisions at vs= 1.8 TeV using the CDF detector. The data 

were collected during the 1992-1993 and 1994-1995 runs corresponding to an inte­

grated luminosity of 110 pb-1 • The largesi invariant mass observed is 511 GeV / c2. 
The observed dielectron invariant mass distribution is consistent with the expected 

one from background processes. We obtain a 95% confidence level limit on the 

production cross section times branching ratio for a Z' decaying into an electron 

pair(uz, · B(Z' ~ e+e-)) as a function of the dielectron invariant mass. In the mass 

region above 650 GeV / c2, the uz, · B(Z' ~ e+e-) is less than 6 x 10-2 pb at 95% 

confidence level. Assuming standard model coupling strengths, we exclude Z' mass 

below 655 Ge V / c2 at 95% confidence level. A lower bound on the Z' mass 

Mz, > 655 Ge V / c2 
( at 95% confidence level) 

is obtained. In addition, with assumption that the Z' boson decays only to known 

particles, we set the lower bounds on the Z' mass for Z.x, Zt/J, Z,,,Z1, ZLR and ZALRM 

io be 530, 520, 550, 505, 585 and 525 Ge V / c2, respectively. 
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Appendix A 

W event selection 

A W( ~ e11) sample is used for the Er dependence study in Section 3.3.2. In 

this appendix, the W sample selection criteria are described. 

This sample is made from the high PT inclusive electron data set. The W 

sample consists of events which satisfy the following requirements. Each event has 

an electron candidate which satisfies: 

• Er> 22 GeV 

• ET/Pr< 2.0 

• 1ax1 < 3 cm (track-strip chamber cluster match) 

• 1az1 < 5 cm (track-strip chamber cluster match) 

• Isolation < 0.1 

• number of 3D track = 1 

• Lahr < 0.2 

• x;trip < 10 

• Not a conversion 

• fiducial cut 

Events have: 

• JJT > 20 GeV 
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• I Zuertex I < 60 cm 

Lshr is a transverse profile of a central electron that allows a comparison of the 

lateral sharing of energy in the calorimeter towers of an electron cluster to electron 

shower shapes from test beam data. The variable Lahr is defined as 

where E;'lj is the measured energy in a tower adjacent to the seed tower, EF00 is 

the expected energy in the adjacent tower , 0.14v'E is the error on the energy mea­

surement, and aEr°" is error on the energy estimate. Et°" is calculated using a. 

parameterization from test beam data. x;trip is a x2 of a fit of the energy deposited 

on each of the 11 strips in z in the CES shower compared to the test beam shape. 

After imposing above requirements, 51026 events are obtained from an inte­

grated luminosity of 90 pb-1 • Figure A.l shows a transverse mass distributions of 

the W(-+ ev) sample. 
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Figure A.l: Transverse mass distribution for W ~ ev. 
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Appendix B 

Z1 search in both dielectron and 
dimuon decay modes 

In this appendix, we describe a brief summary of the Z' search in dielectron 

and dimuon decay modes at CDF [33]. The details of the Z' search in dimuon decay 

mode is described in reference [34]. 

The calorimeters, the Central Tracking Chamber ( CTC) and the Muon cham­

bers are the principal detector components used for this search. Data are col­

lected with a multi-level trigger. The electron trigger requires a minimum ET in 

the calorimeter with rv 100% efficiency. The muon trigger requires a match between 

a Central Muon Chamber stub and a high PT track in the CTC with "' 90% efficiency. 

Candidate events are selected by requiring one "tight" and one "loose" lep­

ton. Dielectron events are required to have one isolated central electron with ET > 
25 Ge V / c2 and PT > 13 Ge V / c. The second electron could be detected in the Central 

or in the Plug region of the detector. Muons are required to be a minimum ionizing 

particle with PT > 20 Ge V / c. One muon is required to be isolated and detected in 

the Central Muon detector. 

We find 7120 dielectron events and 2562 dimuon events. The distribution of 

these events as a function of invariant mass is shown in Figure B.L The highest 

mass e+e- andµ+µ- events have invariant masses of 511 GeV /c2 and 320 GeV /c2
, 

respectively. Efficiencies of the lepton identification cuts are determined from a sample 

of dileptons from Z decays. The geometric and kinematic acceptance were determined 

from a Monte-Carlo sample qf Z and Z' events generated at different masses. The 

overall acceptance times efficiency rises to 48% for dielectrons and 20% for dimuons 
I 

at very high Z' invariant mass. 

! 
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Mass (GeV / c2) 
ee DY+Z+Dijet µµ, DY+Z 

predict/ data predict/ data 

> 150 68.o J 10 16.5 / 17 
> 200 21.7 / 19 6.2 I 1 
> 250 8.1 / 9 2.s / 4 

> 300 3.3 / 6 1.4 / 2 
> 350 1.4 / 2 0.7 / 0 
> 400 0.1 I 1 o.4 Io 
> 450 o.3 / 1 0.2 / 0 
> 500 0.2 I 1 0.1 / 0 
> 550 0.1 / 0 o.o / o 
> 600 0.0 / 0 o.o / o 

Table B.1: The number of predicted events from Drell-Yan and other backgrounds 
compared with the data. 

When the data is compared with the Standard Model expectation and back­

grounds we find no significant excess (see Table B.1). Systematic errors arising from 

the choice of structure functions and PT distributions are less than 3%. 

The dielectron and dimuon data are combined by assuming that lepton uni­

versality holds for Z' decays. Z' mass limits are obtained by comparing the observed 

data to a superposition of the Standard Model prediction and the expected distribu­

tion from Z' decays using the method of binned likelihood. Figure B.2 shows the 95% 

C.L. limit on the cross section times branching ratio for a Z' decaying to dileptons, 

as a function of the Z' mass. For a Z' with Standard Model couplings, this translates 

into a limit of M Z' > 690 GeV /c2 at the 95% C.L. or a limiting cross section of 

4 x 10-2 pb for Mz, > 650 GeV /c2
• We have also set limits for other interesting 

theoretical models (see Figure B.3). 
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Figure B.1: The invariant Mass distributions for dielectron and dimuon events. 

105 



CDF PRELIMINARY 
Limits on Z' production(95 % C.L.) 
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Figure B.2: A 95 % C.L. limit on uz, · B(Z'-+ e+e-) in dielectron and dim.non chan­
nels as a function of the dilepton invariant mass. We set a 95% C.L. lower bound on 
the mass of the Z' boson with the data of 110 pb-1 • A 95% C.L. lower limit on Z' 
boson mass is set to be 690 Ge V / c2. 
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CDF PRELIMINARY 
Limits on Z' production 
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Figure B.3: The 95% C.L. lower mass limits for five different Z' models from the EG 
symmetry group and one for~ right-handed Z' in the Alternative Left-Right model 
(ALRM). The dashed curve i1' each plot is the <Tz, • B(Z'-+ e+e-). The intersections 
of the solid and dashed curves set the lower mass limit for each case. 
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