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ABSTRACT 

MEASUREMENT OF THE NUCLEAR DEPENDENCE OF 
DIRECT PHOTON AND NEUTRAL MESON PRODUCTION 

AT HIGH TRANSVERSE MOMENTUM BY 
NEGATIVE 515 GEV /C PIONS INCIDENT ON 

BERYLLIUM AND COPPER TARGETS 

By 

Lee Ronald Sorrell 

The nuclear dependence of inclusive direct photon production and inclusive neutral 

meson production by a 515 GeV /c 71"- beam has been measured using data collected 

by the E706 experiment during the 19.90 fixed, target run at the Fermi National 

Accelerator Laboratory. The experiment utilized a finely segmented liquid argon 

calorimeter and a high precision charged particle spectrometer to make precision 

measurements of inclusive direct photon, neutral pion, and T/ production in the 

rapidity interval from -0. 75 < y < 0. 75. The 71"
0 data is reported for the PT range 

from 0.6 GeV /c to 12 GeV /c, while the T/ data is reported for the range from 3.5 

GeV /c to 7.0 GeV /c. The direct photon nuclear dependence results are reported 

for the range from appro:xlmately 4.0 GeV /c to 8.5 GeV /c. The data from the 

beryllium and copper targets have been fit using the parameterization IT A = <To X 

A°'. The neutral meson results are in good agreement with previous charged meson 

results. The direct photon results are consistent with no anomalous enhancement. 
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Chapter 1 
INTRODUCTION 

1.1 The Data Set 

This thesis presents results from the 1990-1991 run of the E706 fixed target 

experiment at Fermi National Accelerator Laboratory (Fermilab). E706 is a second 

generation experiment designed specifically to make precision measurements of the 

production of high transverse momentum (PT) direct photons and neutral mesons 

in hadron-nucleus and hadron-proton collisions. To achieve this goal a finely seg-

mented Liquid Argon Calorimeter (LAC) was designed and built specifically for 

E706. The experiment went through an initial run during the 1987-1988 fixed tar-

get run and several articles based on this data have been published [1] [2] [3] [4]. 

During the time between the two fixed target runs a number of improvements were 

made including a major overhaul of the LAC readout system to improve parallelism 

and a large number of less drastic changes that allowed the experiment to gather 

a much larger and higher quality data set in the 1990-1991 run. The i~formation 

in Table 1.1 gives a brief overview of the data acquired by E706 during the 1988 

and 1990-1991 fixed target runs. Most of the data presented in this thesis was 

acquired during the 1990 run using a negative pion beam. The following sections 

provide a brief review of the standard model, discuss the importance of making 

precision measurements of direct photon production, and present an overview of 

the phenomenology of nuclear effects in high PT production. 

1 
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SUMMARY OF E706 DATA SETS 

Run Interaction Beam Momentum Number of Events Sensitivity 
(GeV /c) ( events/pb) 

7r-Be 0.5 
2xl06 

71"-cu 0.1 
1988 500 

(p,7r+)Be 0.75 
3xl06 

(p,7r+)Cu 0.1 

7r-Be 8.6 
1990 515 30xl06 

71"-cu 1.4 

pBe 7.3 
pCu 800 23xl06 1.8 
pH 1.5 

(p,7r+)Be 6.4 
1991 (p,7r+)Cu 530 14xl06 1.6 

(p,7r+)H 1.3 

7r-Be 1.4 
71"-cu 515 4xl06 0.3 
7r-H 0.3 

Table 1.1: Summary of data taken by the E706 experiment during the 1988 and 
1990-1991 fixed target runs at Fermilab. 



3 

1.2 The Standard Model 

The current understanding of high energy interactions is called the "Standard 

Model" (SM). While this model is not completely satisfying for theorists because 

of the large number of input parameters that must be experimentally determined, 

it succeeds in quantitatively describing a very wide range of results. This section 

gives a brief overview of the Standard Model without describing its historical de­

velopment. Readers interested in more information on the Standard Model or the 

history of its development should consult References [5] and [6], respectively. 

The standard model (SM) attempts to encompass three of the four known 

forces (see Table 1.2 below, which contains a summary of information from Refer­

ences [5] and [7]) while including only a minimal number of particles. Each of the 

four forces is described by an unbroken gauge symmetry and its associated force 

carrying particle( s). The primary motivation for the use of gauge symmetries to 

describe the forces is the success of this technique in describing the electromagnetic 

and weak forces. In order to perform the calculations using these gauge symme­

tries, the particles must be treated as massless. The masses are reinserted into the 

theory using "symmetry breaking" techniques borrowed from solid state physics. 

The existence of at least a doublet of massive "Higgs" particles is required for the 

SM (massless) gauge description of the fundamental forces. Now that both CDF 

and DO have evidence for the existence of the top quark, the Higgs particles have 

moved to the top of HEP's "most wanted particle" list. Other mysteries remaining 

in the standard model include determining the masses (if any) of the neutrinos, 



FORCE 

Electromagnetism 
Weak 

Strong 
Gravitation 

4 

FUNDAMENTAL FORCES 

CARRIER RANGE RELATIVE 
STRENGTH 

I Infinite 10-2 

w+ w- z0 

' ' 
< 10-16 cm 10-13 

Gluons < 10-13 cm 1 
Graviton? Infinite 10-38 

MASS 
(GeV /c2

) 

0 
81, 81, 93 

0 
0 

Table 1.2: List of the four fundamental fources in the Standard Model. The relative 
strengths of the forces are compared against the strength of the strong force for a 
separation distance of 10-13 cm. The masses are the masses of the force carrying 
bosons. There is currently no direct evidence for the existence of the graviton. 

LEPTONS 

PARTICLE NAME SYMBOL REST MASS ELECTRIC CHARGE 
(MeV/c2

) 

Electron e 0.511 -1 
Electron Neutrino Ve :::::0 0 

Muon µ 105.7 -1 
Muon Neutrino Vµ :::::0 0 

Tau T 1777 -1 
Tau Neutrino 1/7' :::::0 0 

Table 1.3: List of leptons in the Standard Model. The particles have been grouped 
together by generation. The electron and its neutrino belong to the first generation 
of matter particles. 

finding a renormalizable gauge description of gravitation, and understanding OP 

violations. 

The SM description of matter includes three generations (or "families") of 

matter particles. Each of these families includes two leptons and two quarks (see 

Tables 1.3 and 1.4, taken from Reference [5]), with the particles in each successive 

generation being heavier than those in the previous generation (except for the 

neutrinos). Measurements made at the Large Electron Positron ring (LEP) at 

CERN have excluded the possibility of a fourth generation of particles (unless the 

neutrino mass is higher than 45 GeV /c2
. The leptons, which are subject to the 



PARTICLE NAME 

Up 
Down 
Charm 
Strange 

Top 
Bottom 

5 

QUARKS 

SYMBOL MASS 
(MeV /c2

) 

u 2-8 
d 5-15 
c 1000-16000 
s 100-300 
t ~ 174,000 
b 4100-4500 

ELECTRIC CHARGE 

2/3 
-1/3 
2/3 
-1/3 
2/3 
-1/3 

Table 1.4: List of quarks in the Standa,rd Model. The particles have been grouped 
together by generation. The up and down belong to the :first generation of matter 
particles. 

electroweak and gravitational forces, but not the strong force, can all appear as 

isolated particles and have all been measured directly with the exception of the tau 

neutrino. The quarks shown in Table 1.4 are subject to all four of the known forces, 

but the nature of the strong nuclear force (or "color" force) prevents them from 

appearing as isolated particles. Each quark possesses one of three "color" charges 

(normally referred to as Red, Green, and Blue). These color charges are not related 

to visual colors, but they are convenient labels to use for the fhree charge states 

associated with the color force. Isolated particles containing quarks (known as 

hadrons) must be "neutral" in color. This means that quarks can appear as groups 

of three quarks (baryons), with each quark possessing one color so that the net 

color is "white", or in quark-antiquark pairs (mesons), where the "anticolor" of the 

antiquark balances out the color charge of the quark. The most common baryons, 

the proton and neutron, have uud and udd (valence) quark structures, respectively. 

Although isolated quarks have not been detected, there is a large body of evi-

dence supporting the existence of quarks. Early evidence came from deep inelastic 
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scattering .of electrons by protons. These results pointed toward the existence of 

point particles within the proton, which came to be referred to as "partons" (this 

phrase actually encompasses the valence quarks, the gluons that hold the quarks 

together, and a "sea" of virtual pairs). The quark model also unified the large body 

of hadron spectroscopy results, and reduced the particle "zoo" that existed in the 

1960s to a manageable list of fundamental particles. Most importantly, calculations 

within Quantum Chromodynamics (see Section 1.3) using the parton model have 

been successful in quantitatively describing hadron interactions. 

1.3 Quantum Chromodynamics (QCD) 

The formulation of a gauge field description of color force interactions was 

hampered by the unique behavior of the color force. In order to explain the exper­

imental data, one required a gauge field that would explain both the confinement 

of quarks to hadrons and the apparent decrease in the coupling strength with in­

creasing energy (known as "asymptotic freedom"). It was eventually demonstrated 

that a gauge theory based on the non-Abelian SU(3) group would have these prop­

erties and that such a theory could be renormalized. This gauge theory for the 

color force was called Quantum Chromodynamics for rather obvious reasons. The 

force resulting from the SU(3) symmetry of the standard model is carried by spin 

1 particles called gluons. Each gluon carries a color and an anticolor, which gives 

rise to a total of eight different gluons. While the gluons play a role analogous to 

that of the photon in electromagnetism, the gluons are able to interact with each 

other because they carry color charge, which results in the unique properties of the 
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color force as compared to the electromagnetic and weak forces. 

Calculating nonperturbative cross sections in QCD is beyond our current abili­

ties. However, perturbative calculations can be performed and have been successful 

in describing a large body of experimental results [8] [9]. The analog to the elec­

tromagnetic coupling, a, is the strong coupling constant, a~, which is given (when 

calculated to leading log in Q2
) by: 

(1.1) 

where A is a scale parameter for the perturbative expansion, which has an experi-

mentally measured value on the order of several hundred MeV. Q2 is a measure of 

the momentum transfer in the collision. The equation also depends on the number 

of quark :flavors, n1, that can participate in the reaction, which is determined by the 

energy available in the reaction. If the perturbation expansion was carried out to 

all orders, then the results would not depend on A or the renormalization scale used 

in the calculations. However, the computational requirements of calculating even 

next to leading log (NLL) values are severe, so interpreting experimental results 

requires estimating the value of A from data. 

One property of the color force that is hinted at by Equation 1.1 is confine­

ment. As Q2 decreases, or equivalently the distance scales become large, the color 

coupling increases to unity and eventually diverges in the perturbative approxima­

tion, suggesting that the color force becomes too strong to describe perturbatively 

at low energies and long distances. If one tries to remove a quark from a hadron the 

color attraction will increase as the separation distance increases. Eventually there 
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will be enough potential energy in the interaction to create a quark- antiquark pair 

between the quark and the rest of the original hadron. This pair creation process 

will continue until all of the original quarks are contained inside of new color neutral 

hadrons and is know·n as "fragmentation" or "hadronization." 

Equation 1.1 also shows that a 8 will decrease toward zero as Q2 increases. 

This property of the color force is known as asymptotic freedom. As the energy of 

the collision increases (which corresponds to the size of the "probe" used to look at 

the partons decreasing), the partons increasingly behave like independent particles 

and the interactions with the other partons can be negle~ted.. Experimental mea­

surements of the coupling strength give values of 0.35 at the r mass (1.8 GeV) and 

0.12 at the Z mass (90 GeV). This decrease in a with increasing Q2 make it possible 

to perform perturbative calculations because the hard scattering (large Q2
) process 

can be treated independent of rest of the collision. 

1.4 The Parton Model and Perturbative QCD 

One of the most important theorems of perturbative QCD is that the calcu­

lation of the short distance dependence of a cross section can be separated from 

the calculation of the long distance dependence of the cross sec;tion. The process of 

separating the short and long distance parts of the calculation is known as "factor­

ization". The technique for factorization is not uniquely defined. There are many 

different factorization schemes, which are all valid as long as the same scheme is 

applied to all parts of the calculations. Because 0'. 8 is small at short distances, per­

turbative calculations can be used to determine the short distance part of the cross 
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section. To leading order (the Parton Model), this would correspond to calculating 

the two body cross section for the partons involved in the actual hard scattering 

(see Figure 1.1). The divergence of 0'. 8 in the long distance limit makes it impos­

sible to calculate the long distance portions of the cross section perturbatively, so 

they must be measured experimentally. 

One of the long distance inputs is the distribution of partons in the incident 

particles. To first order, these parton distribution functions (PDFs) are just mea­

surements of the probability of finding a parton "a" in particle "A" carrying a 

given fraction (x) of the particle's momentum. The PDFs are independent of the 

particular reaction being studied, so once a set of PDFs has been obtained they 

can be used to calculate cross sections for any desired reactions. The sensitivity of 

each reaction to a given parton distribution will vary, so the standard technique for 

obtaining a full set of parton distributions is to measure several different reactions, 

with each reaction constraining the distribution of a particular set of partons. This 

process is known as global fitting. A practical problem associated with measur­

ing and using parton distributions is that PDFs measured using one factorization 

scheme are not compatible with PDF measurements made using another scheme. 

While the results from each scheme will be the same to first order, the separation 

of higher order terms into long and short distance parts will vary between schemes, 

so only PDFs determined using the same factorization scheme can be used together 

when calculating a cross section. 

The other long distance term in the cross section calculation involved the 

hadronization of the outgoing partons. The fragmentation f~nction is a measure-
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A + B -j. h 1 + h2 + x 

h1 

a c 

b d 

G: Distribution Function 

D: Fragmentation Function 

Figure 1.1: Diagram of hadron-hadron interaction factorized into the short and 
long distance components. The incident particles are represented by A and B and 
h1 and h2 are outgoing hadrons. 
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ment of the probability that a particular outgoing parton ( c) will hadronize to 

produce a particular type of hadron, hi, carrying a given fraction ( z) of the orig-

inal parton's momentum. Like the PDFs, these "fragmentation functions" are 

independent of the particular reaction being studied, but they do depend on the 

factorization scheme. 

The factorized cross section can be expressed as the convolution of the parton 

distribution functions ( G ), the fragmentation functions (D) and the parton level 

hard scattering cross section (du /di ) . The cross section for incident particles A 

and B scattering to produce outgoing particle C would be given by the following 

expression: 

2 s du A A A) xDc;c(zc, Q )-
2
--A (ab---+ cd)5(s + t + u 

zc 7r dt 
(1.2) 

The X simply indicates that there is no constraint on the number or type of other 

particles produced in the event. The variables s, i , and u are the Mandelstam 

variables for the partons and are given by: 

s =(Pa +Pb)2 

f =(Pa - Pc) 2 

u =(Pa - Pd) 2 

(1.3) 

(1.4) 

(1.5) 

where Pi is the four vector momentum of parton i. The cross section expression 

above uses µ = µ1 = Q, where µ is the renormalization scale, and µ1 is the fac-

torization scale. Since the real cross sections are independent of µ and µ1, one 

has a· certain amount of freedom in assigning them. However, the actual values 
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obtained will depend somewhat on these choices, since we are not calculating the 

cross section to all orders. 

To first order, the PDFs and fragmentation functions are independent of the 

Q2 value of the interaction. This phenomenon is known as "scaling" and the pre­

diction of Q2 independence was one of the early successes of the parton model. 

However, if one includes higher order terms, these functions do depend on Q2
• In 

order to calculate cross sections beyond the leading order, these functions must be 

measured for a particular Q2 and then "evolved" to the desired Q2 value using a 

set of coupled differential equations known as the Altarelli-Parisi equations. 

1.5 Direct Photon Physics 

Direct photon production has two main advantages over other processes. The 

first advantage is that the photon is color neutral, so it does not undergo the non­

perturbative fragmentation process. Measuring the four vector of the direct photon 

gives us complete information on one leg of the two-body scattering process. In 

order to obtain this information for the case of an outgoing quark or gluon, one 

must measure the products of the fragmentation process without confusing the 

fragments from the desired parton with fragments from the spectator partons. The 

physical limitations of real detector systems make this extremely difficult, although 

it is often possible to get fairly good information on the original direction of the 

parton if one can reconstruct a large fraction of the fragmentation products. It is 

also relatively straightforward to measure the energy and position of a photon by 

converting the photon into a shower of particles via pair production in a large Z 
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material (where Z denotes the charge of the nucleus involved). 

In addition to providing direct information about the ~wo-body scattering, 

the direct photon is sensitive to the gluon in the leading order of calculation. This 

makes direct photon production a more direct way to determine the gluon parton 

distribution than Deep Inelastic Scattering (DIS), which is only sensitive to the 

gluon in the next to leading order terms. DIS can provide some constraints on the 

gluon for low x values, but its sensitivity to mid range (0.2-0.7) gluons is minimal. 

Figure 1.2 shows the two leading order diagrams for direct photon production, 

commonly referred to as the Compton diagram and the. annihilation diagram. The 

parton level cross sections for these processes are give by: 

(1.6) 

(1.7) 

The leading order calculation for direct photons is much simpler than that for in-

elusive single hadron production where there are 127 leading order diagrams. By 

measuring the direct photon cross section with several different incident particle 

types, one can obtain information about the relative importance of these two pro-

cesses. 

While direct photon production has distinct advantages over other reactions, 

there are also some practical difficulties related to separating the direct photon 

signal from the backgrounds due to neutral mesons which frequently decay into 

photons. The dominant background for direct photons comes from 7ro decays in 

which one of the photons is not detected or the two photons cannot be separated. 
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q )' q y 

g q g q 

Compton Diagrams 

-q g q 

q q g 

Annihilation Diagrams 

Figure 1.2: The leading order diagrams for direct photon production. 
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Approximately 80% of the direct photon background is due to neutral pion decays. 

At the parton level the production of direct photons is suppressed by a factor of 

a/a$(~ 0.01) compared to the production of quarks and gluons. However, the pro­

cess of fragmentation tends to favor distributing the parton's momentum among 

a number of particles, so the production of neutral mesons tends to fall off with 

increasing PT more rapidly than the production of direct photons. Because of this, 

the ratio of direct photons to pions can be relatively large. If the experimental ap­

paratus can reject a large fraction of the background, then the signal to background 

can actually exceed 1. 

1.6 Anomalous Nuclear Effects 

Although high energy physics experiments are concerned with measuring cross 

sections for free nucleons, it is often more practical to use nuclear targets because 

they are compact and do not need the special support equipment that liquid hy­

drogen and deuterium targets require. Naively one might expect that the hard 

scattering of the partons would not be influenced by the presence of other nucleons 

and that the nucleus could be treated as a collection of independent nucleons. In 

this case, the cross section for a nucleus should just be A (the number of nucleons) 

times the free nucleon cross section. However, it has been known since the 1970s 

[10] [11] that the production of charged hadrons in hadron-hadron collisions does 

not follow this simple scaling rule. The experiments conducted by Cronin et al 

showed that the production of high transverse momentum (PT) charged hadrons 

increased more rapidly than A with increasing nuclear size. This data also showed 
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that the rate of increase varied with PT. The simplest interpretation of this data 

is that the partons are undergoing secondary interactions in the other nucleons as 

they enter or escape the nucleus (see Figure 1.3). This effect can be parameterized 

as: 

(1.8) 

where O' A is the cross section per nucleus, O' is the cross section per nucleon, and 

O'o is the extrapolated cross section for a free nucleon. This form is not strongly 

motivated by QCD theory, but it seems to describe the experimental measurements 

remarkably well. If there was no anomalous enhancement of the cross section, then 

a would be 1. The Cronin data measured a values between 1.1 and 1.3 for high PT 

hadron production, while a approached 2/3 at low PT values, suggesting that at 

low PT the interaction was controlled by the area "shadowed" by the nuclear disk. 

Subsequent experimental measurements have added substantially to the qual­

itative understanding of these effects, although an understanding of these effects 

within QCD has not yet been fully achieved. Measurements of dijet production have 

shown that the size of the jets produced in hadron-nucleus collisions is roughly the 

same as the size of the jets produced in hadron-hadron collisions. This is con­

sistent with the idea that the secondary scattering occurs before any hadroniza­

tion/fragmentation of the partons occurs. The dijet data also shows a broadening 

of the relative azimuthal angle ( ¢>) between the two jets, which is consistent with 

multiple scattering of the outgoing partons. Measurements of Drell-Yan (DY) pro­

duction show only a small enhancement of the PT spectrum. The two outgoing 

\ 
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Figure 1.3: Rescattering of outgoing particle PT in nucleus. The PT of the outgoing 
particle may be slightly enhanced or slightly reduced. Because the cross sections 
for particle production are steeply falling functions of PT the net effect will be to 
increase the cross sections more rapidly than A at high PT. 
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leptons in DY production are unlikely to rescatter because they do no interact via 

the color force and the electromagnetic coupling, a (;::::; 1/137), is much smaller 

than the strong coupling, as (;::::; 0.2). Any anomalous enhancement of the DY cross 

section would have to come from secondary scattering of the incident partons. A 

useful review of these results can be found in Reference [12]. 

Like the experiments conducted by Cronin et al, E706 has measured the 

anomalous dependence of meson production as a function of Pr and rapidity. One 

expects the measurements of 7r
0 production to be similar to previous measurements 

of the charged pion production. However, E706 will be th~ first experiment to mea­

sure the nuclear dependence of direct photon production. This measurement should 

provide clear information about secondary scattering of the incident partons, since 

the photon is unlikely to undergo rescattering as it leaves the nucleus. To make 

these measurements, samples of data from Cu and Be targets were collected si­

multaneously to minimize systematic effects. The parameter a can be found by. 

measuring the particle production cross sections in the desired bins of Pr, rapidity, 

etc. and rewriting the parameterization of the nuclear dependence as follows: 

a(Pr,TJ, .. . ) = 1 + {ln[o-cu(Pr,TJ, .. . )/o-Be(Pr,TJ, .. . )J/ln(Acu/ABe)} (1.9) 

This data should be helpful m achieving a QCD based understanding of these 

effects. 

While early theoretical models [13] provided some qualitative insights into 

these processes, calculations of these effects based on simple parton models did not 

provide quantitative agreement with the experimental results [14]. More recently 
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theorists have started trying to understand these effects using much more sophisti­

cated QCD based models [15] so that heavy ion collisions (especially the upcoming 

experiments at RHIC) can be interpreted using the best possible understanding of 

strong interactions in nuclear matter. 

1. 7 Previous Experiments 

The cross sections for neutral meson and direct photon have been measured 

by several previous experiments. Table 1.5 gives an overview of previous mea­

surements of 7ro production by pion beams (except for E258, which measured the 

production of charged pions ). Table 1.6 shows a selection of the experiments which 

have measured direct photon production [16] [17]. The NA3, NA24, WA70, E705, 

and E706 experiments were dedicated direct photon experiments featuring electro­

magnetic calorimetry and triggering on electromagnetic showers. N A3, N A24, and 

WA 70 used alternating lead and scintillator layers in their calorimeters (sometimes 

in conjunction with wire chamber information). These detectors provided energy 

resolutions similar to that obtained by E706, although the spatial resolution of 

these detectors was generally poorer. RllO and E705 used scintillating glass de­

tectors. These detectors provided excellent energy resolution, but had very poor 

spatial resolution. R808 used NaI for their electromagnetic system, which provided 

slightly better energy resolution than the E706 LAC, but poorer spatial resolu­

tion. U A6 used a system of proportional tubes sandwiched between lead layers for 

their electromagnetic detector, and their energy resolution and spatial resolution 

were somewhat worse than the E706 LAC's performance. Th~ high energy collider 



20 

experiments (UAl, UA2, CDF, DO) used different techniques to measure direct 

photon production. At these energies, it is generally impossible to separate the 

photons from neutral meson decays, although the width of the showers can some­

times be used to differentiate direct photons from the photons produced by neutral 

meson decays. Other techniques used at the colliders involve requiring "isolation" 

(mesons will be accompanied by other fragmentation products, but direct photons 

frequently won't) or using conversion probabilities. For more information on these 

techniques see Reference (18]. The results obtained from the earlier direct photon 

experiments were used to determine the features needed for E706 to be able to 

make high precision measurements of direct photon production using a variety of 

beam types. 
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OVERVIEW OF PION PRODUCTION EXPERIMENTS 

Experiment Target Vs PT Range . Rapidity 
(GeV) (GeV /c) Range 

1n c.m. 

E706 Be, Cu, H2 31.1 1 -+ 12 - 0.75-+ 0.75 

E705 Li 23.7 4-+ 7 - 0.6 -+ 0.8 

E258 Be, Cu, W, H 19.4, 23. 7 1 -+ 6 rv 0 

Elll H2 13.7, 19.4 1 -+ 5 rv 0 

WA70 H2 22.9 4 -+ 7 - 1.0 -+ 1.3 

NA24 H2 23.7 1-+ 7 - 0.65 -+ 0.52 

NA3 c 19.4 3 -+ 6 - 0.4 -+ 1.2 

Table 1.5: Characteristics of selected fixed target experiments measuring high PT 
pion cross sections using a 11'- beam. 
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OVERVIEW OF DIRECT PHOTON EXPERIMENTS 

Experiment Target v1S PT Range Rapidity 
(GeV) (GeV /c) Range 

in c.m. 

E706 Be, Cu, ll2 31.1 3-+ 12 - 0.75 -+ 0.75 

E705 Li 23.7 4 -+ 7 - 0.6 -+ 0.8 

WA70 H2 22.9 4 -+ 7 - 0.7-+ 1.2 

NA24 H2 23.7 3 -+ 6 - 0.65 -+ 0.52 

NA3 c 19.4 3 -+ 6 - 0.4 -+ 1.2 

UA6 p on H2(gas) 24.3 3 -+ 6 - 0.4 -+ 1.4 

CDF pp 1800 12 -+ 115 - 1.1 -+ 1.1 

DO pp 1800 9-+ ~75 - 0.9 -+ 0.9 

UA2 pp 630 13 -+ 71 - 0.8 -+ 0.8 

UAl pp 630 16-+ 90 0-+ 2.3 

RllO pp 63 4 -+ 9 -0.8-+ 0.8 

R808 pp 63 3 -+ 6 - 0.4-+ 0.4 

Table 1.6: Characteristics of selected experiments measuring high PT direct photon 
production. The experiments in the top portion of the table (down to NA3) had 
data taken with incident pion beams. U A6 used a hydrogen gas jet as the target 
for the antiproton beam. The remaining experiments were pp or pp collider experi­
ments. The experiments with UA, NA, WA, or R designations were run at CERN. 
The other experiments were run at Fermilab. 



Chapter 2 
THE EXPERIMENTAL APPARATUS 

2.1 OVE.RVIEW 

The E706 experiment was designed to make precision measurements of direct 

photon production and the neutral meson backgrounds to this measurement for 

various nuclear targets and incident beams. The experiment was located at the end 

of the Meson West beamline at Fermi National Accelerator Laboratory and took 

data during the 1988 and 1990/1991 fixed target runs. in addition to assessing the 

performance of the experimental apparatus during this run, the experiment was 

able to publish measurements of inclusive direct photon, 1T'o, and 17 production as 

well as measurements of the structure of the recoiling jet system for events triggered 

by direct photon and 1T'0 s [1] [2] [3] [4]. During the 1990 and 1991 fixed target runs, 

the experiment collected its primary data set, which was more than an order of 

magnitude larger than the 1988 data sample. The data from the 1990 run will 

form the basis for the analysis being presented in this thesis. The hardware used 

to make these measurements will be described in the following sections, except for 

the trigger system, which was the focus of the author's work on the experiment and 

will be described in detail in Chapter 3. With the exception of the elements of the 

trigger system, th~ systems will be presented in the order that an incident beam 

particle would encounter them. 

23 
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2.2 THE BEAMLINE 

During the 1990 and 1991 runs, the Tevatron accelerator provided high in­

tensity ( ~ 1013 protons/ cycle) 800 Ge V proton beams to the fixed target lines (for 

a general description of the Tevatron accelerator see Reference [19]). The beam 

particles were transferred from the Tevatron to the fixed target lines during a slow 

extraction period that lasted approximately 23 seconds (referred to as a "spill"). 

After a spill was over, the accelerator required approximately 35 seconds to bring 

the next batch of protons up to 800 Ge V, so that the overall cycle time for spill 

delivery was just under a minute. The 53 MHz RF structure of the Tevatron pro-

. duced beam particles in tightly controlled ( ~ 1 ns) RF buckets that were separated 

by approximately 19 ns. 

The particles that were extracted from the Tevatron into the fixed target lines 

were initially split between the primary beamlines: Meson, Proton, and Neutrino. 

Each of these primary beamlines supplied protons to about five secondary lines 

for the various experiments. The Meson West (MWest) beamline was designed 

and built specifically for the E706 experiment (see Figure 2.1). The beamline was 

divided into nine major sections, with the first six sections controlling the transport 

of the primary proton beam from the main switchyard to the primary target and 

the last three sections controlling the transport of the secondary beam. For the 

1990 run, a 1.14 interaction length beryllium block was placed in MW6 in order 

to produce a secondary beam of negative pions. An incident proton intensity of 

~ 5 x 1012 protons per spill was required to produce the desired secondary intensity 
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the relative divergence of the secondary beam particles. 
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of ~ 2 x 108 /spill. The secondary beamline was adjusted to transport negative 

pions with an average momentum of 515 Ge V / c with a full width of approximately 

70 GeV /c. For the 1991 run, the beamline was set up to provide both positive 

530 Ge V / c and negative 515 Ge V / c secondary beams as well as 800 Ge V primary 

proton beams to the experiment. The beam momenta were chosen as a compromise 

between obtaining a high energy beam and obtaining a beam intensity near the 

design intensity of 10 MHz. This momentum also gives the valence quarks in the 

incident pions about the same average momentum as the valence quarks in the 

incident 800 Ge V protons. 

The 515 Ge V beams actually contained pions, kaons, and protons (or an­

tiprotons for the negative beam), which were identified by a differential Cerenkov 

detector. This detector allowed us to identify individual particles incident on the 

experiment's targets (see Figure 2.2). The Cerenkov detector was placed in the 

MW8 section of the beamline, where the angular divergence of the secondary beam 

particles was minimal (see Figure 2.1 overlay). The angle of the Cerenkov light 

produced by a beam particle depended on the mass of the particle involved, so 

light from particles with different masses (but the same momentum) could be sep­

arated and identified. The light produced by a particle was reflected by a spherical 

mirror at the downstream end of the detector back to 3 rings of phototubes in the 

upstream end of the detector, almost doubling the effective length of the counter 

and increasing the separation of the light from different particles. Using special 

lenses and cylindrical mirrors, the light arriving at the upstream end of the counter 

was divided into three radial regions. By selecting the appropriate helium pressure, 
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the light from each of the different incident particle types would fall primarily into 

a specific ring, allowing identification of all three particle types simultaneously. Al­

though the analysis of the 1990 Cerenkov data has not been completed, one might 

expect the minority fractions in the beam to be close to those observed in the 1988 

negative pion beam, which consisted of 97.037r- particles, 2.93K-particles, and 

0.13 p particles [3] [20]. Studies performed during the 1991 run using the forward 

calorimeter system concluded that the muon contamination of the beam was less 

than 0.53 [21]. 

In addition to containing magnets to focus and steer the secondary beamline, 

the beamline also contains several elements designed to reduce the number of par­

ticles travelling parallel to the beamline. These particles can come from pions that 

decay while being transported through the secondary line or from the primary tar­

get. They may also come from interactions between secondary beam particles and 

beamline elements. To reduce the number of beam halo particles, several "spoiler" 

magnets were installed in the secondary beamline (see Figure 2.1). These magnets 

generate fields that deflect halo particles away from the beamline without disturb­

ing the particles within the beamline aperture. While these magnets were fairly 

effective, they did not remove all of the halo particles. A hadron shield was located 

just inside the MW9 enclosure to absorb most of the halo hadrons that were left. 

The hadron shield was made up of large steel plates that formed a 4.3 m wide, 4. 7 

m long, and 3. 7 m high stack of steel with a hole through the middle to allow the 

beam to pass through. In addition, there was a removable vertical slab in the top 

half of the stack that allowed the beam to be scanned upward during calibration of 
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Spherical Mirror 

Figure 2.2: The Cerenkov counter. The top diagram shows the overall layout of 
the counter. The lower diagram shows the layout of the phototube apertures in the 
plane perpendicular to the beam axis. 
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the calorimeter. Immediately following the hadron shield, there was a large tank of 

water that absorbed any neutrons that came out of the hadron shield. This tank 

was approximately 10' tall, 10' wide, and 1' thick. The downstream surface and a 

section of in the middle of the tank were made out of B - C H 2 , which is a neutron 

absorbing material. 

2.3 THE TRACKING SYSTEM 

The E706 charged particle tracking system was designed to provide precision 

measurements at interaction rates up to 1 MHz. In addition to providing measure­

ments of the jets associated with direct photon and neutral meson production, the 

tracking system provided information on the interaction location so that multiple 

target types could be used simultaneously. It also allowed identification of EMLAC 

showers that were initiated by charged particles, especially electrons and muons. 

Electron showers are nearly identical to photon showers, so it was important to 

reject these showers when measuring photon production. However, this similarity 

also allowed us to use the momentum measurements from the tracking system to 

verify the calorimeter energy scale. The tracking system consisted of silicon strip 

detectors (SSDs) upstream and downstream of the targets, an analysis magnet 

to allow momentum measurements, and a downstream tracking system composed 

of proportional wire chambers (PW Cs) and straw drift chambers (STRAW s) (see 

Figure 2.3). 
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2.3.l Silicon Strip Detectors and Targets 

The silicon strip detectors were located in the SSD /Target box immediately 

downstream from the hadron shield. The aluminum box enclosing the SSDs pro­

vided electromagnetic shielding as well as a closed dry air volume. The dry air was 

necessary because water condensation can short circuit the wafer bias voltages by 

providing a lower resistance path. The silicon planes were installed in modules, 

with each mqdule containing two wafers. In each of these modules, the strips in 

the upstream plane were aligned parallel to the X axis, and the strips in the down­

stream plane were aligned parallel to the Y axis. The coordinate system for the 

experiment was chosen so that the positive Z axis was along the incident beam 

axis, the positive Y axis was chosen to be in the upward direction, and the X axis 

followed from these choices via the "right hand rule." The origin of the coordinate 

system was chosen to be the vicinity of the targets. 

Three modules of SSDs were installed upstream of the targets to provide in­

formation on the directions and positions of the incident beam particles. This 

information was used to improve the resolution of the photon momentum mea­

surement~ by providing the beam direction on an event basis. The remaining five 

SSD modules were located downstream of the targets to provide information on 

the interaction vertex location by measuring the outgoing charged particles (see 

Figure 2.4). The outer portions of some of these vertex chambers were not read 

out since tracks hitting these regions would not hit enough of the other SSDs to 

form identifiable tracks. Most of the wafers used were etched with 50µ,m pitch 
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Figure 2.4: The layout of the silicon strip detector system (SSDs) in the Y-Z plane. 

(separation between strip centers), but the wafers in the upstream vertex module 

had 25µm pitch in their central regions to provide better vertex resolution. All of 

the wafei:s were approximately 300µm thick. 

The four secondary targets were positioned between the SSD beam and vertex 

systems. The two upstream targets were 0.08 cm thick copper. The copper targets 

were shaped liked disks of diameter 2.0 cm, with straight edges in the vertical 

direction (see Figure 3.lb ). The two downstream targets were 2.1 cm diameter 

Beryllium cylinders. The upstream piece was 3. 71 cm long and the downstream 

piece was 1.12 cm. The targets were split to provide air gaps to be used in searching 

for heavy flavor decays [22). A liquid hydrogen target was installed prior to the 
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1991 run to provide an isolated nucleon target for comparison with the data from 

the Cu and Be targets. 

2.3.2 The Analysis Magnet 

The MW9AN analysis magnet provided a 6.2 KG dipole field oriented along 

the Y direction. This corresponded to a 445 Me V / c horizontal PT impulse to 

charged particles passing through the field. Mirror plates were installed at both 

ends of the magnet to maintain the uniformity of the dipole field and prevent the 

magnet fringe field from interfering with the interaction counter phototubes and 

the tracking chambers located close to the magnet. 

2.3.3 The Downstream Tracking System 

The downstream system consisted of four PW Cs, each with 4 planes of wires, 

and two straw chambers, each with 8 planes of drift tubes. The straw chambers 

were installed for the 1990 run to improve linking with the tracks from the SSD 

system and to improve the measurement of track momenta. 

Each of the PWCs consisted of X, Y, U, and V planes (see Figure 2.5). The 

X plane wires were parallel to the Y axis (to provide information on the X position 

of a hit) and the Y plane wires were strung parallel to the X axis. The U-V system 

was rotated by 37 degrees with respect to the X-Y system to reduce ambiguities in 

correlating the hits. The spacing between each of the wires was 0.10" (2.54 mm). 

Each of the layers of wires was surrounded by two cathode planes. The cathode 

planes were divided into three sections (see Figure 2.5) so that when the beam 
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intensity caused "sagging" in the high voltage supply due to the high rates, it would 

not cause inefficiency in the rest of the chamber. The upstream module was 1.62 m 

x 1.22 m, the middle two modules were 2.03 m X 2.03 m, and the downstream 

module was 2.44 m x 2.44 m so that the modules covered a roughly uniform 

rapidity region. The PWCs used a relatively standard gas mixture composed of 

80.43 argon, 183 isobutane, 0.13 freon, and 1.53 isopropyl alcohol vapor as the 

ionization medium. 

Two straw chambers were added prior to the 1990 run to reduce ambiguities 

in matching PWC tracks with SSD tracks. Identifying the proper links between 

SSD and PWC tracks is important because misidentifications result in inaccurate 

momentum measurements. A smaller straw chamber (STRAWl) was installed be­

tween the two upstream PWCs and a larger straw chamber (STRAW2, which was 

built by MSU [23)) was installed on the calorimeter gantry just downstream of the 

last PWC chamber. Each of these chambers had four X view layers and four Y 

view layers. The straws were made from spiral wrapped layers of aluminized mylar 

with 20µm gold plated tungsten wires threaded through the centers. The tubes 

used for STRAWl were 10.4 mm in diameter while the tubes used in the larger 

STRAW2 chamber were 15.9 mm. Each of the four planes in a given view were 

offset by a quarter of a tube from the other planes to minimize the effect of the 

poor resolution regions near the central wires and the edges of the tubes. The 

signals from each of the wires were fed into a set of common stop TDCs with 1 ns 

resolution to provide information on the electron drift time from the particle track 

to the central wire. By using the drift time information, the resolv.tion could be 
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improved significantly beyond that obtained by only reading out which tubes had 

hits in them. Using the drift time information, the resolution of the straw chambers 

was approximately 250µm for Strawl and ~ 200µm for Straw2. The straws were 

filled with argon-ethane gas bubbled through ethyl alcohol. 

2.4 THE LIQUID ARGON CALORIMETER (LAC) 

The liquid argon sampling calorimeter located immediately downstream of 

the tracking system was designed to measure signals from photons, electrons, and 

hadrons and to provide fast signals to use for triggering on events containing high 

PT showers. The LAC was divided into an electromagnetic section (the EMLAC) 

and a hadronic section (HALAC). The overall layout of the LAC and the associated 

support equipment is shown in Figure 2.6. The calorimeters were suspended inside 

a cryostat that contained the liquid argon used as the sampling material. Both the 

cryostat and the calorimeters were supported by a large mobile gantry that also 

supported the isolation room containing the readout electronics. 

The choice of sampling calorimetry was motivated by the desire to minimize 

the size of the cryogenic volume while still obtaining good stability and resolution. 

2.4.1 The LAC Cryostat and Gantry 

Liquid argon was chosen as the sampling medium because it provides very 

good signal uniformity and stability and allowed very fine segmentation in the 

calorimeter. Since liquid argon boils at 88°K (at 1 atm), the entire calorimeter had 

to be enclosed in a cryostat. The argon also had be isolated from the atmosphere 
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because impurities such as oxygen could seriously degrade the signals collected from 

in the Argon by reducing the mobility of the electrons. The argon in the cryostat 

was replaced prior to the 1990 run as a precaution against any impurities that may 

have accumulated during or after the 1988 run. Each of the shipments of argon used 

to refill the cryostat was tested and verified to have less than 0.5 ppm of oxygen 

equivalent contamination. 

The bottom portion of the cryostat was a cylinder of 1.6 cm stainless steel 

that was 17 feet in diameter and 21 feet deep with a rounded bottom The steel was 

covered with :::::25 cm of fiberglass and polyurethane foam to provide insulation. A 

5 cm diameter port made of 1.6 mm stainless steel was installed at the point where 

non-interacting beam particles would hit the cryostat to minimize the number of 

spurious signals seen in the LAC. As an additional safeguard against scattering of 

the beam jet and non-interacting beam particles, a beam filler vessel was installed 

around the axis where the beam went through the cryostat. The beam filler vessel· 

was a tapered 3.2 mm thick steel cylinder with an average radius of about 40 cm. It 

was filled with helium to minimize the amount of material in the beam region and 

to reduce the pressure difference on the walls of the tube from the liquid argon. A 

second filler vessel was installed between the curved wall of the cryostat and the flat 

face of the EMLAC in order to minimize the amount of material encountered by 

photons originating from the target, since shower signals produced in this region 

could not be measured. This front filler vessel was made out of Rohacell foam 

coated with fiberglass and epoxy, as wells as a 1.6 mm layer of stainless steel to 

provide structural support. 
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The top portion of the cryostat was a cap made out of mild (carbon) steel 

forming a cylinder 17 ft in diameter and ~5 ft thick. The cap supported a cryogenic 

cooling system that was used to keep the argon at a uniform temperature. A layer 

of insulating plastic baffling was installed immediately above the cooling system 

to prevent the cap from getting cold. The eight rods that provided the support 

for the calorimeters projected through this cap and attached to the gantry frame. 

The ~ap also had 30 access ports to allow the cables carrying the signals from the 

calorimeters to be brought out of the cryostat. The electronics for the calorimeters 

were installed on the cap to minimize the lengths of the cables. In order to provide 

shielding for these electronics, the cap was surrounded by a Faraday room. The 

walls of this room were made out of galvanized sheet metal with the electrical 

ground provided by contact with the gantry. All of the power and signal lines 

entering this room were isolated using transformers or optical links to ensure that 

no electrical contact was made between the outside and inside of the room. The 

Faraday room also housed the LAC high voltage power supplies and several rack:s 

of trigger electronics. 

The entire cryostat was mounted on a large open-framed gantry system. The 

gantry frame was in turn mounted on a set of Hillman rollers that allowed the 

entire structure to be moved transverse to the beamline at rates of up to 6 inches 

pe:i; minute. By combining horizontal movement of the LAC with vertical steering of 

the beam, the beam could be directed at almost any part of the LAC for calibration 

studies. 



40 

2.4.2 The Electromagnetic Calorimeter (EMLAC) 

The electromagnetic calorimeter was an essential part of the system for the 

direct photon measurement. The EMLAC contained 33 cells, each of which con­

tained a 0.2 cm thick lead sheet, a 0.857 cm thick R view anode board, another 0.2 

cm thick lead sheet, and a 0.857 cm thick </>view anode board. These layers were 

separated by 0.25 cm liquid argon gaps. Approximately 183 of the energy from an 

average photon shower was deposited in the liquid argon gaps in the EMLAC. The 

remaining energy was deposited in the lead absorber plates and GlO boards. Small 

G 10 "buttons" were glued to the faces of the G 10 boards to maintain the proper 

gap sizes. The buttons for subsequent layers were located in different positions to 

avoid creating any large dead regions in the sampling medium. Lead sheets were 

used as the absorbing material because a large nucleus was efficient in converting 

incident photons into electron-positron pairs. The density of the lead sheets also 

helped keep the EMLAC compact. The calorimeter was cylindrical with an outer 

radius of 1.6 m and a length of 71 cm. The front face of the calorimeter was 9.0 m 

from the targets. The calorimeter had a 20 cm radius hole in the center to allow 

beam particles and very forward particles from interactions to go through without 

hitting the calorimeter. This allowed the calorimeter to operate at the high inter­

action rates anticipated for the data taking runs. The EMLAC was divided into 4 

essentially identical quadrant modules to simplify construction (see Figure 2. 7). 

A strip geometry was chosen over a pad geometry for the EMLAC anode 

boards because it reduced the number of channels needed to provide good spatial 
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resolution, which reduced electronics costs. The R - </> geometry was chosen be­

cause the signals from the R strips were the natural signal to use for triggering on 

transverse momentum (PT) (see Chapter 3). An R view anode board was divided 

into two octants, with 256 strips in each octant. Dividing the R strips into octants 

instead of quadrants simplified correlation of the R view showers with the corre­

sponding </> view showers. Each. of the R strips (on the first layer) was 0. 54 7 cm 

wide. The </> strips were divided into inner and outer strips so that a greater num­

ber of strips could be used on the outside without making the strips unreasonably 

narrow at the inside edge of the detector. Each quadrant contained 96 inner strips 

and 192 outer strips. 

The strips in subsequent layers were "focused" on the target region so that 

each strip covered the same solid angle region when viewed from the target. The 

signals from the first 11 R layers were ganged together to form the "front section" 

signals for each of the R strips. Similarly, the R strips in the remaining 22 layers 

were ganged together to form the "back section" signals. Because of the focusing 

geometry, some of the R strips are missing from either the front or back section on 

the inside and outside edges of the detector. The signals from the ¢>strips were also 

ganged together to form front and back section signals that were sent to the readout 

electronics. Although some longitudinal segmentation is desirable, reading out each 

layer of the calorimeter independently would have resulted in larger overall noise 

problems and prohibitive electronics costs. Segmenting the calorimeter into front 

and back sections allowed the electromagnetic showers, which deposited most of 

their energy in the front section, to be distinguished from the showers initiated by 
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hadrons or muon bremsstrahlung, which deposited more of their energy in the back 

section. This segmentation was also useful for separating closely spaced. pairs of 

photons, because the photon showers will show more separation in the front section 

signals than they would if the signal was summed over both sections. 

The signals from each of the strips were sent to LAC amplifier cards (LA-

CAMPs). These custom designed RABBIT cards (see Section 3.3) produced fast 

output signals, precision energy measurements, and arrival time measurements. 

The precision strip energy measurements were made by sending the LAC strip sig-

nals through ~800 ns delay circuits and then into .sample and hold circuits. The 

delay circuits were necessary so that the pretrigger load signal, which was based on 

the fast outputs signals, could be used to start the sampling circuit. The overall 

sampling time was adjusted to minimize image charge effects (see Section 3.3.3). 

During the 1990 run, a sampling time of 790 ns was used. This was much longer 

than the electron drift time, which was 400-500ns, so there was no danger of losing 

any of the signal from the showers. All of the instrumented LAC channels were 

read out, which improved our ability to reconstruct low energy photons and detect 

pedestal variations on an event basis. Signals from groups of 4 strips were also sent 
.\ 

to Time-To-Voltage Converters (TVCs) to measure the arrival times of signals and 

allow rejection of showers from out of time interactions. 

2.4.3 The Hadron Calorimeter (HALAC) 

Like the EMLAC, the HALAC used liquid argon as the active sampling ma-

terial, but steel absorber plates were used instead of lead. While the lead was 
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appropriate for pair production in the EMLAC, the HALAC relied on strong inter-

actions to initiate the showers, so any dense material could be used. In addition 

to providing a dense absorbing material, the two steel "super-plates" in the hadron 

calorimeter also provided mechanical support. The hadron calorimeter was designed 

to look at showers produced by hadronic particles, which take longer to develop 

and are much broader than electromagnetic showers. The design made use of the 

broadness of hadronic showers by using a much coarser and simpler measurement 

geometry (see Figure 2.8). This geometry made reconstruction of the showers much 

simpler, especially since most of the signal from a given shower fell within a single 

hexagon of pads. The pads were machined so that the pads from subsequent layers 

all covered the same angular region when viewed from the target. 

Each HALAC cell consisted of a 1" steel plate and a sampling "cookie", with 

the gaps occupied by the liquid argon. Each cookie was composed of two high 

voltage boards, two anode planes, and three layers of spacers or mechanical support. 

The high voltage boards were made of GlO clad on both sides with copper. The 

side of the board that faced the anode board was maintained at high voltage while 

the other side was maintained at ground. G 10 spacers were placed between the 

high voltage boards and the anode boards to maintain the proper separation gap, 

provide mechanical support, and ensure there was no argon gap over the readout 

traces that ran between the rows of anode pads. A layer of GlO spacers was 

also placed between the anode boards to provide further mechanical support. The 

assembled cookie formed an octagonal unit 4 min diameter. 

Fifty three of these cookie/ steel plate cells were used to constru~t the HALA C. 
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Figure 2.8: Geometry of Hadron Calorimeter (HALAC) readout pads. 
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The signafa from the first 14 cells were ganged together and read out as the front 

section while the remaining 39 cells were ganged together to form the back section. 

The LAC as a whole contained 9.8 proton interaction lengths of material to provide 

good containment for hadronic showers. A more detailed description of the HALAC 

can be found in Reference [24]. 

2.5 THE FORWARD CALORIMETER (FCAL) 

The forward calorimeter (FCAL) was located just downstream of the LAC and 

was designed to measure the energy and PT of the particles that passed through 

the beam hole of the LAC and the inefficient central region of the tracking system. 

These particles were generally part of the "beam jet" produced by fragmentation 

from the spectator partons in hard scattering events. Reliable measurements of the 

PT in the beam jets may allow measurements of higher twist processes [25]. 

The FCAL was divided into three modules (see Figure 2.9). The two up­

stream modules consisted of 28 steel absorber plates interleaved with 29 scintillator 

plates. The last module consisted of 32 steel plates and 33 scintillator plates. Each 

steel plate was 3/4" thick, which represented about 0.1 interaction lengths. The 

scintillators were 3/16" thick. Each of the modules was drilled with seventy six 

holes in a 4 1/2" grid pattern. Waveshifter rods doped with an organic dye (BBQ) 

were inserted into the innermost sixty holes for the 1990 and 1991 runs. These 

rods shifted the UV light produced by the scintillator sheets to green wavelengths 

which could. then be transported with relatively low attenuation to phototubes that 

were sensitive to the green light. The phototubes were attached to alternating ends 



47 

Steel Absorber 

BBQ Wave 
S ifter Bars 

Figure 2.9: The Forward Calorimeter (FCAL) modules. 
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of the rods in the two upstream modules to minimize resolution variations due to 

attenuation. The signals from the phototubes were read out by custom made flash 

ADC modules. These modules can provide a record of the signals seen in the pre­

vious 2.56µs for each of the phototubes. Each of the calorimeter modules also had 

a 1.25" hole in its center to allow non-interacting beam particles to pass through 

without producing signals. This minimized the confusion caused by the overlap of 

beam particle signals with signals from interactions in the targets. 

2.6 THE E672 MUON SPECTROMETER 

The E672 spectrometer was immediately behind the FOAL (see Figure 2.3). 

This system consisted primarily of PWCs surrounding a toroidal magnet and was 

designed to make momentum measurements of muon pairs produced by the decay 

of J /'I! particles. Information from the E672 tracking system was used to study the 

performance and calibration of the E706 tracking system. However, the information. 

from this spectrometer was not used directly in any of the analysis that will be 

presented in this thesis. 



Chapter 3 
THE TRIGGER AND DA SYSTEMS 

3.1 OVERVIEW 

Because the distribution of direct photons is a steeply falling function of the 

PT of the photon, the set of events containing high PT photons is a very small 

fraction of the total number of interactions in the target. The limitations of the 

data acquisition system and to a lesser degree the offiine analysis system, made it 

impossible to write out complete information for every incident beam particle, so 

the trigger system was designed to reject events that were clearly not relevant to 

the experiment's goals. In order to reduce the rate of output to a more manageable 

size, a rejection factor of almost 105 is necessary. 

Event selection consists of three basic steps: 1) Beam and Interaction defini-

tion, 2) Preliminary PT measurement (Pretrigger), and 3) Final PT measurement 

(Trigger). The first step has to contend with very high signal rates, so it is based on 

scintillation counter signals that can be restricted to single accelerator RF buckets 

of 19 ns. The last two steps are based on fast estimates of the electromagnetic PT 

deposited in the Liquid Argon Calorimeter (LAC) made by the RABBIT PT Sys-

tern electronics. These estimates are made in conjunction with the timing definition 

provided by the scintillation counters. While the following chapter contains a con-

siderable amount of information on the trigger system, those wishing more details 

regarding the performance of the trigger system can consult the memo written by 

49 
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the author [26]. 

3.2 THE BEAM AND INTERACTION LEVEL 

The sharply defined RF structure of the beam allows us to use scintillation 

counters to form fast beam and interaction definitions for a given RF bucket with­

out worrying about accidental overlaps between beam and interaction signals from 

neighboring RF buckets. The signals defined using this RF "bucket" structure also 

provide a stable and precise timing reference for the LAC, FCAL, and tracking sys­

tems. The beam and interaction logic used primarily NIM and CAMAC units. The 

CAMAC units provided a great deal of flexibility for testing the trigger performance 

and making improvements to the trigger definitions. 

3.2.1 The Beam Definition 

The presence of secondary beam particles passing through the target region 

was detected by a multi-element beam hodoscope. This hodoscope, which was 

originally used for the E629 experiment [27], was augmented with a third plane 

of scintillators and installed just downstream of the downstream veto walls. The 

three planes of scintillation counters were set up as X, Y, and U views where the U 

view was rotated by 45° with respect to the X and Y planes. Each plane consisted 

of 12 elements that were 2 mm thick and 35 mm long. The eight central elements 

were 1 mm wide so that each element would receive only a small fraction of the 

high intensity beam. The innermost eight elements were flanked on each side by 2 

mm wide elements followed by 5 mm elements on the outside. The relatively small 
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radius of our secondary beams made it possible to use the larger elements on the 

outside without the signal rates being high enough to cause sagging as long as the 

beam was roughly centered on the hodoscope. 

In addition to providing efficient beam particle signals, using the multi-element 

hodoscope allowed us to veto RF buckets containing multiple particles. In order to 

take advantage of this ability, the discriminated signals for each plane were put into 

a LeCroy 4532 MAjority Logic Unit (MALU). Each unit produced two signals. One 

signal indicated that the plane had at least one cluster of hits in it, and the other 

signal indicated that the plane had two or more clusters of hits in it. The clustering 

algorithm treated any set of hits in adjacent elements as a single cluster without 

imposing any limit on the number of adjacent elements that could contribute to a 

given cluster. 

The signals from the MALU units were used to produce two basic beam signals. 

BM was satisfied if at least two of the planes had at least one cluster in them in the 

same RF bucket. This signal was used for the prescaled beam trigger. The other 

signal produced was BMl which was an attempt to identify buckets that contained 

only single particles. BMl was satisfied if BM was satisfied and there was not more 

than one plane that had two or more clusters in it. Thus, if the X and Y planes 

both had two clusters in a given RF bucket, BM would be satisfied, but not BMl. 

If the X plane had one cluster, the Y plane had two clusters, and the U plane 

had no clusters in it, then the event would satisfy both BM and BMl. Using this 

definition allows single particles to be defined even if there is an extra noise hit 

present. In addition to being used in the trigger logic directly, both BM and BMl 
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were used to form other definitions in conjunction with other conditions such as the 

computer ready signal (Live_BM and Live_BMl) and the interaction requirements. 

Many of these beam signals were sent to scalers so that we could use them for live 

triggerable beam calculations and for diagnostic purposes. 

3.2.2 The Beam Hole Counter(s) 

While the majority of the incoming beam particles passed through the tar­

gets and fell within the acceptance of our SSD system, some fraction of them did 

not. To avoid counting beam particles that did not pass through the targets and 

triggering on beam particles that were outside the acceptance of the SSD system, 

a "beam hole" veto was used in both the scaler logic and the online trigger logic. 

For the 1990 run, the beam hole counter was a i=':j 4" x4" x 1/8" plastic scintil­

lator with a i=':j 3/8" hole in the center. Vetoing events using the signal from this 

counter should have forced all of the triggerable beam particles to pass through 

the targets. Unfortunately, while the hole counter was lined up with the center of 

the hodscope and SSD system, the Be targets were not aligned with the center of 

the SSD system. Figure 3.1 shows the position of the Be target with respect to 

the hole counter-many of the beam particles that were not vetoed never hit the Be 

targets. Preliminary measurements for the 1990 data sample suggest that about 

75% of the beam particles satisfying the trigger actually satisfied the target fiducial 

cuts. Prior to the 1991 run, the single hole counter was replaced with a set of four 

hole counters to divide the signal rate and ensure efficiency vetoing. Each plastic 

scintillator was i=':j 2 5/8" x 2 5/8" x 1/4" with a hole of diameter i=':j 1/2" removed 
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from the corner of the counters, so that the counters when placed edge to edge 

would have formed a single hole counter with 1/2" hole. 

3.2.3 The Interaction Definition 

Most of the beam particles that pass through the target region of the ex­

periment pass through the target without interacting. Approximately 153 of the 

beam particles that pass through the target or the surrounding support structures 

interact and produce a varying number of charged and neutral particles. In order 

to identify the beam particles that interacted, four scintillation counters were in­

stalled. One pair of counters was installed between the SSD /Target Box and the 

MW9AN analysis magnet. Each of these counters was 6" X 3" X 1/16" with a 

semicircular hole of diameter 3/4" removed from the counter (see Figure 3.2). The 

other pair of counters was installed on the downstream end of the analysis magnet. 

These counters were 8" X 4" X 1/16" with semicircular holes of diameter 1 1/2" 

removed from them. The counters were intended to intercept the largest possible 

fraction of the charged particles produced in hard interactions while minimizing the 

probability that a beam halo particle could create an interaction signal. During the 

1990 run, these counters suffered from "ringing" problems. The photomultiplier 

tube (PMT) high voltages levels were adjusted to minimize the ringing. 

During the analysis of the 1988 data, it was found that less than about 13 

of the high PT events had only one interaction counter fired. The vast majority of 

events firing only one interaction counter seemed to have been generated by beam 

particles going through the counters (without interacting in the targets) or by 
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ringing or noise in the counters. In order to reduce the deadtime of the system and 

to avoid a number of fake triggers, the interaction definition was changed from the 

"OR" of all 4 counters used in 1988 to requiring that any 2 or more of the counters 

fire. This requirement was used. to generate the following interaction definitions: 

INT = BM * {2 or more interaction counters fired } = INTO (3.1) 

INTl BMl * {2 or more interaction counters fired } (3.2) 

INT2 =.BM2 * {2 or more interaction counters fired } (3.3) 

(Note: BM2 used the two scintillators used for the 1988 beam definition 

and was only interesting as a rough cross check.) 

Similarly, INT#*BH ( # = 0,1,2) were defined by adding a coincidence with the 

appropriate beam hole counter veto (1 counter veto for 1990, 4 counter veto for 

1991). Live_INT# and Live_INT#*BH(# = 0,1) signals were also formed by re-

quiring a coincidence between the computer ready signal and the appropriate quan-

tities. These definitions were all scaled so that the performance of the interaction 

definitions could be studied. 

In addition to detecting the presence of a beam particle that has interacted in 

the target region, the interaction level also rejects events that contained interactions 

in neighboring RF buckets. This "cleaning" was necessary to protect the pretrig-

ger logic unit, which would freeze if the time between interaction signals was not 

sufficient to complete the clearing phase. This would cause the trigger to remain 

busy for the remainder of the spill. During the 1990 run, three non-interacting RF 

buckets were required before (ERLY_CLN) and after (LATE_CLN) any interaction 

that was sent upstairs. The three bucket requirements for the early and late clean 
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definitions (or "filters") were chosen because it took about 70 ns for the pretrigger 

unit to be ready for the next strobe signal if a given interaction signal did not gen­

erate a pretrigger. Prior to the 1991 run, a custom-made ECL to NIM conversion 

circuit was installed to reduce the clearing time for the pretrigger unit and the other 

4 associated units. This reduced the cycle time for the pretrigger unit to about 50 

ns; so that two bucket early and late clean requirements could have been used. The 

late filter was removed from the LAC trigger interaction definition late during the 

1991 run to investigate the possibility of physics correlations in the events that are 

"self-vetoed" by ringing in the interaction counters. 

3.3 THE RABBIT PT SYSTEM 

The basic layout of the RABBIT (Redundant Analog Bus Based Information 

Transfer) portion of the trigger electronics system is shown in Figure 3. 3. The 

signals from the LAC are fed into custom designed RABBIT amplifier (LACAMP) 

cards (see Figure 3.4). The charge integrating amplifiers on these cards produce 

a fast estimate of the energy deposited on a given strip in the LAC as well as 

providing a slower, but more accurate measurement to be used offiine. The energy 

measurements from the LACAMPs for the R-view strips are then fed into RABBIT 

PT Attenuator cards that attenuate each strip energy by a factor proportional to 

sin( fh) ( where 81 is the angle between the beam line axis and the Ith strip sub­

tended from the target). These single strip PT estimates are added together to 

produce analog PT sums for groups of 8 neighboring R-view strips. These signals 

are sent to the biased PT adder cards as well as being daisy-chained into two local 
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discriminator cards used for the trigger level decision. The biased PT adder cards 

sum the total analog PT signals for the inner and outer halves of each octant and 

send these signals to the pretrigger zero crossing discriminators and to the global 

discriminators. The local discriminator cards identify large isolated PT depositions 

(such as those produced by direct photons) by discriminating the PT signals from 

groups of 16 R-view strips. The operation of each of these RABBIT cards is dis­

cussed in detail below, except for the local discriminator card, which is discussed 

in the section on the trigger level. 

3.3.1 The LAC Amplifier Card (LACAMP). 

The LACAMP cards produce several different signals (see Section 2.4.2). The 

fast output signals are specifically designed to allow a fast measurement of the PT 

depositions in an event so that soft scattering events can be rejected. In order 

to produce the fast output signal, a copy of the signal from a given calorimeter 

strip is delayed by 180 ns and subtracted from the incoming signal from the same 

strip. This produces a 180 ns differentiated signal that is especially sensitive to 

the leading edge of the signal produced by an electromagnetic shower, but is less 

sensitive to the much slower "decay" portion of the shower signal, which minimizes 

the summation of signals from interactions occurring at different times (pile-up). 

3.3.2 The PT Attenuator Card 

The PT attenuator cards produce PT weighted analog sum signals for groups 

of 8 R-view strips. Initially, pairs of analog strip energies from the LACAMP 



59 

jf1f -"""~ vi 'H c:I. 

~tf~w ~ ~ 
~ ~ ~ ~ \9 ~ ~ 

cl:" . 
L .. 

~1 ~~ l ~~ ....1 ~ 0 

-~~ 
<4. \.1 ~! ~~· ~~ ca ~~ 

Q I-

i 
Vi 
~~ 
w~ 
~ 

L 

{ 
ct~~ 

i~ 

J1 j~ 

'-

~1 ~~~ <C ~ 
_J ~\J 

< 

Figure 3.3: Block diagram of the RABBIT trigger electronics. The Biased PT a.dder 
signals are used by the pretriggers a.nd global triggers. The local discriminator 
signals a.re used in the local triggers, two ga.mma trigger, a.nd in the global triggers. 



LAC 

60 

Calibration Before After 

Fast Output 

x16 180 ns tap 

800 ns delay J 

J Amp ----i Master lVC 
Amp ----i 
Amp ----:__S_la_v_e_lV_c__, 

Top Bus <(:------1 

Bottom Bus <(:------1 

x4 

Analog Multiplexers 

x16 

~-------------' 

Figure 3.4: Block diagram of the LAC amplifier (LACAMP) card. 



61 

fast qutputs are added together and then attenuated by a factor of approximately 

2 sin( B). These PT weighted energy signals are then added together to form analog 

sums signals for groups of 8 calorimeter strips (see Figure 3.5). Each attenuator 

card sums signals from 32 R-view strips and produces four analog output sums, 

which are sent to the biased PT adder cards and local discriminator cards using 

custom designed "flat cables" that were shielded using a copper tape wrapping to 

avoid noise pickup. In order to handle the 256 front and 256 back R-view signals 

used in making the trigger decisions, it was necessary to use a total of 16 attenuator 

cards per octant. 

A number of measurements of the actual attenuation/ gain factors provided 

by these cards have been made and the results have shown there are non-negligible 

variations from the ideal sin( B) weighting scheme. Figures 3.6 and 3. 7 show gains 

measurements for the 1990 and 1991 configurations. These measurements include 

all of the gains from the LACAMP to the output of the biased PT adder card, 

but are dominated by the gains in the attenuator cards. Figure 3.6 shows octant 

1 primarily because it had the most significant variations involving large numbers 

of strips. For 1990, octant 3 came the closest to the ideal distribution of gains 

with no large "kinks" or "steps". The overall scale for most of the octants was 

not exactly 2 sin( 8), but the overall scale is simply a multiplier on the threshold 

location. Non-uniformity in the gains distributions causes positional variations in 

the trigger thresholds, with the trend being toward a higher threshold in the outer 

R (ba<;:kward rapidity) regions for the 1990 data. 

Most of the useful gain measurements were made between the 1990 and 1991 
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runs. This means that early 1990 gains have to be extrapolated from known hard-

ware changes or through analysis using the global PT ADC information. By break­

ing the data into R regions and plotting reconstructed global PT values against 

the ADC values, variations in the relative gains with respect to the actual gains 

were detected and removed. Because the LACAMP sample times were tuned to 

minimize image charge effects, the reconstructed PT signals do not fully include 

the image effects that were seen during the 100-180 ns trigger signal sampling time. 

However, analysis of the trigger performance has indicated that the trigger signals 

can be reconstructed well enough using these gains and the 790 ns strip energy 

measurements. 

3.3.3 "Image Charge" 

In order to understand the design of the biased PT adder cards, which will be 

explained in the next section, it is necessary to understand an effect that the cards 

were designed to counteract. During the 1988 run of the experiment, it was found 

that the signal from an electromagnetic shower was reduced by a signal from the 

strips that were not hit by the shower. Figure 3.8a shows a rough (hypothetical) 

sketch of the effect of image charge on the "in-time" signals (note that a positive 

pulse height corresponds to a negative voltage from the amplifiers). In addition 

to the negative signals generated in the strips outside the shower region, it is also 

possible that there is a reduction in the signal from the strips containing the shower 

that is proportional to the strip areas (this is based on the systematic gains modifi­

cations that were required for the 1990 and 1991 global trigger gains). This problem 
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may be due to the resistors installed in the lines between the HV capacitors and 

the lead plates to solve the problem of the large inductance of the leads [28). The 

capacitors were designed to quickly restore charge to the lead plates, but the resis­

tors may have caused a delay in the restoration of charges to plates when they were 

"hit" by a shower so that the charges that were induced in the strips that were hit 

by the electromagnetic shower were (at least in part) drawn from the remaining 

strips in the octant that are connected to the same high voltage source. On a larger 

time scale, the charge balance will be restored, but on the time scale relevant for 

triggering, there is a large signal from the portion of the octant that was not hit 

by electromagnetic showers that will partially cancel the signal from the shower. 

In addition to subtracting from the in-time shower signal, the image charge 

signal also produces an "overshoot" about 300 ns later. Figure 3.9 shows voltage 

distributions versus time for the signals from the two biased PT adder cards for an 

octant that had a large shower deposited near the inner edge of the calorimeter. The 

interaction signal provides a timing reference for the physics signal. Figure 3.8b 

shows a rough sketch of the signals when the "overshoot" in the image signal reaches 

its peak. The total overshoot signal for an octant can be quite large, since there are 

coherent contributions from a large number of strips, so that the overshoot signal 

, may be large enough to satisfy the PT requirements for the pretriggers and global 

triggers. If another interaction occurs about 300 ns after the initial interaction, 

then this overshoot signal could generate a trigger. Most of these events will not 

contain any high PT showers, so they will not effect the cross section measurements. 

However, if these events were not vetoed in the trigger logic, they could dominate 
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a) 

b) 

Figure 3.8: Hypothetical model of the image charge effects. The size of the image 
signal has been exaggerated. a) A "snapshot" of the fast output signals at the 
interaction time. b) A snapshot of the fast output signals approximately 300 ns 
later. A number of events that looked like b) were read out during the 1991 run. 
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Figure 3.9: Digital oscilloscope picture of the signals from the inner and outer 
biased PT adder cards for octant 1 during calibration studies. The late signal is 
the image charge signal produced by the calibration electrons hitting the LAC at 
R = 25 cm. The scales are 100 mv/division and 100 ns/division. 
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the overall trigger rate. Also, events of this type that do contain high PT showers 

present significant challenges to the reconstruction programs because they must 

properly separate the showers from the image charge signal. 

The actual size of the induced image signal will depend on the energy of the 

electromagnetic shower, since this determines the amount of charge that needs to 

be drawn from the neighboring strips. Thus, a photon of a given PT value which 

is deposited on the inner R region will tend to induce a larger image charge signal 

than a photon having the same PT on the outer part of the detector, since the 

photon on the inside must have a larger energy. In addition to the dependence 

on the energy of the shower, the size of the image signal seems depend on the 

capacitances of the strips, which tend to increase roughly linearly with R. This 

tends to enhance the image signals from the outer R regions. The combination of 

these effects results in very large image signals on the outside of the detector for 

high PT showers deposited on the inner R region of the calorimeter. 

3.3.4 The Biased PT Adder Card 

The biased PT adder card was designed to suppress the image-induced signals 

from the strips not containing showers and provide a fast analog sum signal for the 

pretrigger decision. The design of the biased PT adder card relies on the fact that 

the real physics signals generate large signals in a few of the 8 channel sums while 

the image signals generate much smaller signals over the whole octant. The biased 

PT adder cards apply a threshold to each of the 8 strip sum signals produced by the 

attenuator cards and then subtract the threshold from the signal that is sent out 
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if the input signal is over threshold. The signals from the groups that were above 

the cutoff threshold were summed to produce the global PT signal for the inner or 

outer half of an octant. By selecting the proper threshold level the image signals 

can be reduced substantially while the physics signals are only slightly reduced. In 

addition to providing topological rejection of image charge signals, the biased PT 

adder cards amplified the signals from the attenuator cards by a factor of ;::::;; 6 prior 

to the discrimination and suppression stage. 

The reference voltage for the threshold/ subtraction process was programmable 

through the RABBIT interface. During the 1990 run a reference voltage that 

corresponded to about 300-350 Me V per group of 8 strips was used. Since each 

photon will typically generate signals in about 3 groups, the trigger signal for two 

widely separated photons (e.g. from an 'f/ particle) will be about 1 Ge V less than 

the trigger signal for a single photon with the same PT. In order to reduce this 

topological bias, the DAO setting for the 1991 run was changed to reduce the 

threshold value to around 180 MeV. 

The layout of the signals going into a biased PT adder card for the inner 

half of an octant is shown in Figure 3.10. The layout for an outer card is similar. 

Each of the voltage reference DACs that controlled the suppression circuits could 

be programmed independently. Although this feature was never used, there were 

variations in the voltage reference values due to variations in the DACs. The 

relative variations in these values were measured by C. Lirakis in 1991 and have 

been used in the o:ffline analysis. Each octant has two biased PT adder cards. The 

inner card sums the fast output signals from the innermost 128 (front and back) 
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R-vi~w strips and produces a single analog PT sum signal. The outer card sums 

the signals from the outer R-view strips. For runs prior to run 8925, the outer 

biased PT adder cards summed signals from all 128 outer R-view strips. After this 

run, the outermost 32 strips were removed from octants 2,3,6,7 (these regions are 

shadowed by the frames of the tracking system components) and the outermost 

16 strips were removed from octants 1,4,5,8. These strips were disconnected from 

the trigger system because they were generating a large number of image charge 

triggers even with the biased PT adder card suppression system due to their large 

weighting factors and unusual capacitance values. 

The oscillosope pictures in Figure 3.9 show the output from the inner and outer 

biased PT adder cards in octant 1 during the electron beam calibration performed 

at the beginning of the 1991 run. A 50 Ge V beam of (mostly) electrons was directed 

at the LAC, which had been moved 25 cm off center for the test. The arrows in 

the pictures indicate the zero voltage locations. One can see from this figure that 

a large shower on the inside of the detector can produce an image overshoot signal 

that is bigger than the original PT signal, even after the suppression has been 

applied. It should be remembered that showers at R ::::::! 25 cm produce the largest 

possible image signal, but this clearly illustrates the limitations of our image charge 

suppression. 

The biased PT adder cards substantially reduced the size of the global PT 

signal generated by "image charge" without substantially changing the signals gen­

erated by large showers. However, the cards did tend to suppress the signals from 

small showers, which may reduced the effectiveness of the global triggers for ws and 
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Figure 3.10: Block diagram of the biased PT adder card. Each card has 32 analog 
inputs and generates four analog output signals. 
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asymmetric 'f/S. The cards did not completely solve the image charge problem, but 

they did substantially reduce the rate at which fake trigger signals were generated 

which saved valuable livetime. Table 3.1 shows the run breaks found for the global 

PT system for· the 1990 run. These breaks reflect changes in the attenuator and 

biased PT adder cards as well as changes in the cabling connecting the various 

elements of the system. 

3.4 THE PRETRIGGER LEVEL 

The pretrigger level was designed to provide a fast LOAD signal for the rest 

of the experiment, minimize overall trigger deadtime, and place a narrow timing 

requirement on the PT signals from the LAC. The LACAMPs and the tracking 

system nano cards had limited "memory" times, so the trigger had to generate a 

LOAD decision quickly. The delays in the local discriminator cards and the trigger 

level logic were slightly too long to allow the trigger to be used as the LOA.D for 

the LAC and tracking systems, so generating a LOAD signal only for the events 

that we wanted to write to tape was not an option. 

Using clean interaction as the LOAD signal was also not practical because of 

the large deadtimes that would result. A 20 µ..s "settling" period is required after 

ever RESET of a LOAD signal, during which the system cannot respond to any 

incoming signals. This would probably result in the trigger system being constantly 

busy and reduce the effective beam rate substantially. 

Although the trigger logic could not be completed quickly enough, it was 

possible to generate a global PT signal rapidly and use it to selectively generate 
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1990 GLOBAL PT SYSTEM RUN BREAKS 

RUNS SET NAME COMMENTS 
7688-7740 L 
7748-8010 K 
8011-8054 J2 Jl/ J2 Split only for GLOBAL HI measurements 
8055-8141 Jl 
8142-8280 I2 ll/I2 Split only for GLOBAL HI measurements 
8281-8330 11 
8331-8543 H 
8544-8629 G2 Gl/G2 Split only for GLOBAL HI measurements 
8630-8678 Gl 
8679-8822 F 
8823-8924 E 
8925-9147 D Outer strips removed prior to run 8925 
9148-9164 c 
9165-9246 B Early PT Latch installed prior to run 924 7 
9247-9335 A2 A2/ Al Split arbitrary to minimize any 
9336-END Al possible time dependent effects 

Table 3.1: Global PT system run breaks used in analysis of the pretriggers and 
global triggers for the 1990 run. These breaks correspond to documented changes 
in trigger systems, but many of the breaks involve more changes than were docu­
mented. 
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LOAD signals. The pretrigger level used the half octant PT signals from the biased 

PT adder cards to "weed out" the bulk of the very low PT events. The pretrigger 

required that the event contain at least ~ 2 GeV /c PT, which corresponded to 

approximately 13 of the interactions.. This reduced the overall deadtime to a 

reasonable level. In addition to rejecting events based on the sizes of the PT signals, 

the pretrigger level also impose.cl a timing constraint to prevent accidental overlaps 

between the relatively long lived global PT signals and out of time interaction 

signals. 

3.4.1 The Zero Crossing Timing Discriminator 

The zero crossing timing discriminators were chosen to allow a stable and 

precise timing requirement to be applied at the pretrigger level. A normal "time 

over threshold" discriminator generates pulses with widths corresponding directly 

to the time that the input voltage was above a threshold value. This means that 

larger LAC signals will tend to generate wider signals, which would be more likely 

to overlap with other interactions and generate false trigger signals. This could 

be dealt with by using a discriminator with a fixed output width. However, the 

timing of the pulse would be determined by the time when the input signal first 

went over the threshold value. This time will vary with the size of the input signal, 

so a very wide timing window would still have to be used. The zero crossing timing 

discriminators solve this problem by providing fixed width signals with stable timing 

for all signals that have roughly the same shape over time but differ in amplitude. 

The basic operating principles of the zero crossing discriminator are shown in 
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Figure 3.11. The input signal is split into two parts. One portion of the signal 

goes through without any delays or modifications. The second part of the signal is 

sent through an external delay line (which allows us to select a delay appropriate 

for the rise time of the input signal) and is then inverted. The two signals are 

then added together and the resulting signal is checked to see if it crossed through 

zero voltage. The signals are split unevenly to allow for attenuation in the external 

delay line. This is done to ensure that the magnitude of the second signal does not 

get attenuated so much that it is smaller than that of the first signal, because this 

could prevent the sum of the signals from passing through zero. When there is not 

much attenuation in the external delay line, the uneven split will tend to force the 

sum signal to pass through zero more quickly. Multiplying the input signal by an 

overall scale factor will not change the zero crossing time, since both of the signals 

used to produce the sum signal will by multiplied by the same factor. Thus, the 

zero crossing time will not change with respect to the timing of the original physics. 

The delay times for the inverted signals were chosen to be ~ 155 ns for the 

1990 run and~ 105-120 ns during the 1991 runs. The shorter times were chosen for 

the 1991 runs to accommodate some unexplained timing shifts in the LAC signals 

that may have been related to the shift in the energy scale over time (see Figure 

4.1). The zero crossing outputs signals were 100 ns wide in 1990 and 125 ns wide 

for 1991. The wider 1991 signals were necessary to cover the shifts seen in the 

timing as a function of R position in the detector. The cause of this shift is not 

completely understood. 

The thresholds for the zero crossing units were chosen to keep the pretrigger 
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Figure 3.11: Principles behind constant fraction (zero crossing) timing discrimina­
tors. a) The input PT signal (same convention as for figure 3.9). b) A fraction of 
the signal is delayed and inverted. This fraction is slightly more than 1/2 of the 
input signal (so that slightly lesa than 1/2 of the signal goes through without inver­
sion). c) The two signals are added back together. The uneven split between the 
signals guarantees that the signal will cross back through zero voltage. When this 
happens, the size of the input signal is compared with a reference voltage. If the 
signal is large enough, then a. fixed width signal is generated. Multiplying the input 
signal by an arbitrarily large scale factor will have no effect on the zero crossing 
time and therefore no effect on the timing of the output signal. 
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dead time relatively small. This corresponded roughly to rejecting 99% of the inter-

action signals as uninteresting. The 1990 thresholds corresponded to rr 0 thresholds 

of 1.8 GeV/c on the inside and about 2.0 GeV/c for the outside. 

3.4.2 The V~to Walls 

Beam halo particles can cause large numbers of false triggers because these 

particles can produce showers in the LAC at large radii via bremsstrahlung. The 

PT signals produced by these showers will be very large because of the high weight­

ing given to the outside and will be difficult to distinguish online from genuine 

large PT signals. While the spoiler magnets, hadron shield, and neutron absorber 

substantially reduced the number of halo particles reaching the LAC, a further 

reduction was needed. During the 1988 run, two walls (Veto Walls 1 and 2) of 

plastic scintillators were installed immediately downstream of the hadron shield. 

Each of these walls consisted of thirty-two 20" X 20" X 3/8" counters arranged in 

the pattern shown in Figure 3.12. There was a 4" X 4" hole in the center and 

there was a 4" offset between the quadrant boundaries for the two walls to avoid 

a small gap in the coverage along the quadrant boundaries of each wall. Analy­

sis of the prescaled interaction data after the 1988 run conducted by the author 

suggested that the veto wall was being hit by particles travelling backward from 

the interactions in the target and surrounding material. In order to minimize any 

biases in our data due to backscatter effects, a third set of scintillation counters 

(veto wall 3) was installed UPSTREAM of the hadron shield prior to the 1990 run 

(see Figure 3.13). It is extremely unlikely that the particles scattered backwards 
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from a collision would have enough energy to penetrate through the hadron shield, 

so requiring a coincidence between the upstream and downstream walls minimizes 

the probability that backscatter from an event will cause an event to be vetoed by 

the muon rejection definition. 

In addition to adding a new wall, the logic was changed so that the coincidences 

were checked on a quadrant level. The quadrant veto logic that was used for the 

1990. run was: 

Quad I Veto (VWl Quad I + VW2 Quad I ) * VW3 Quad I 

where I = 1, 2, 3, or 4 (3.4) 

Each of these quantities was checked for the same RF bucket and VW # refers to 

the wall number (the old walls are referred to as walls 1 and 2). The "+" represents 

a logical OR and the "*"s represents a logical AND. Using quadrant vetoes allowed 

us to reduce the veto wall dead time by removing accidental coincidences between 

veto wall hits in different quadrants and by allowing us to accept triggers in the 

octants not covered by a veto wall quadrant that was hit by a halo muon. 

To improve the efficiency of the upstream veto signal, another veto wall (Veto 

Wall 4) was installed upstream of the hadron shield prior to the 1991 run. The 

layout for veto wall 4 is shown in Figure 3.14. The status of each of the phototubes 

in each of the walls was latched in the Minnesota latches for use in the ofiline 

analysis. The quadrant veto signals for the 1991 run were defined as follows: 

Quad I Veto (VWl Quad I + VW2 Quad I) * (VW3 Quad I + VW 4 Quadl) 

where I = 1, 2, 3, C!r 4 (3.5) 
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Figure 3.12: Diagram of veto walls 1 and 2. These walls are located immediately 
downstream of the hadron shield and neutron absorber. The secondary beam di­
rection is into the page. 
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These signals were sent up to the Faraday room, where the signals were regenerated 

and widened to ~ 155 ns and applied to the octant pretrigger hi's. 

3.4.3 The Early PT System 

The early PT system was included in the pretrigger definition to prevent the ex­

periment from triggering on "pile-up" signals in the LAC. If an interaction produces 

an electromagnetic signal in a given octant, it takes approximately one microsec­

ond for the signal to decay away. If a subsequent shower is deposited in the same 

octant during this decay time, the new signal will be added to the remainder of the 

previous signal, creating a trigger signal that corresponds to a much larger physics 

PT signal. In addition, the ~ 800 ns strip energies will also be affected by this 

background signal. Depending on the relative timing, t,he image charge signal from 

the preceding event may cause a large pedestal shift in the "current" event, making 

it more difficult to reconstruct the event with the needed accuracy. To prevent 

this kind of event from firing the trigger, the global PT signals were discriminated, 

delayed, and used as vetoes on the pretrigger hi signals. The delay of about 350 

ns was necessary to prevent these signals from vetoing the events that generated 

them. The threshold and type of the early PT discriminator was changed several 

times during the 1990 and 1991 runs to maximize the rejection of early depositions 

while minimizing the overall trigger deadtime. 
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Figure 3.13: Diagram of veto wall 3. This wall was located immediately upstream 
of the hadron shield. The incident beam direction is into the page. 
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10" 

Figure 3.14: Diagr'am of veto wall 4. This wall was installed upstream of the hadron 
shield prior to the 1991 run. The incident beam direction is into the page. 
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3.4.4 The Pretrigger Logic 

The programmable logic units used in the pretrigger system are strobed by 

the Gated Interaction signal, which is just the Clean Interaction signal generated 

by the scintillator logic in the latch house gated by a signal indicating that the 

trigger decision loop is not already involved in making a decision. The pretrigger 

timing units latch the status of the octant pretrigger hi's, which are defined by: 

{Inner 0 - X Hi + Outer 0 - X Hi } * Gated_Int * 
Octant1 Early PT * QuadrantJ Veto Wall (3.6) 

(where quadrant J contains octant I ) 

. I have used 0-X as the abbreviation for the signals from the zero crossing discrim-

inators. Note that the logical ANDs (denoted by *) and ORs (denoted by +) all 

involve timing requirements. The OR of the octant pretrigger hi's for octants 1 

through 4 is sent to the final pretrigger logic unit as the LacUpTiming signal. Sim-

ilarly, the OR of the octant pretrigger hi signals for octants 5 through 8 is sent 

as the LacDnTiming signal. The individual pretrigger hi signals are sent to the 

pretrigger hi Store unit which is strobed by the final pretrigger logic unit's output. 

The signals from the pretrigger store are the signals used in defining the octant 

trigger definitions for the single octant triggers, since they already contain the veto 

wall and early PT vetoes. Unfortunately, the early PT and veto wall signals are not 

latched for the readout system, which makes the offiine analysis of the pretriggers 

more difficult. The final pretrigger logic unit defines the following output pretrigger 

signals: 
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LAOPretrigger = 

{LacUpTiming + LacDnTiming + (TwoGammaPretrigger * VWOR)} *SOR 

+{PrescaledBeamTrigger + PrescaledinteractionTrigger} 

= LAOPREl = LAOPRE2 = LAOPRE4 (3. 7) 

This signal was used to strobe the trigger logic units for the single octant triggers. 

The Veto Wall OR (VWOR) requirement, which was simply the OR of the four 

quadrant signals, was removed during the 1991 run when the veto wall and early 

PT signals were installed in the two gamma trigger logic (see the next section). The 

pretrigger signal used to strobe the two gamma trigger was: 

LAOPRE3 = LACPREl + {E672Pretrigger *SOR* VWOR} (3.8) 

This definition was chosen to allow overlap between our two gamma trigger and the 

E672 dimuon t:rigger by adding the pretrigger signal for the E672 dimoun system 

to the strobe signal for the two gamm trigger. The pretrigger unit also produced 

signals indicating whether or not any of the pretrigger definitions had been satisfied: 

PRETRIGGER_OR = LACPRE3 + E672Pretrigger 

NO_PRETRIGGER = PRETRIGGER_OR 

(3.9) 

(3.10) 

If the event did not satisfy any of the pretrigger signals, then the NO_PRETRIGGER 

signal cleared all of the pretrigger units in preparation for the next gated interaction 

signal. 
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3.4.5 The Two Gamma Pretrigger 

In order to keep the mass threshold for the two gamma trigger as low as pos­

sible, the two gamma pretrigger used a separate set of zero crossing discriminators 

with lower thresholds (the zero cross lo discriminators). The zero cross lo logic 

was the same as the zero cross hi logic, with an OR between the inner and outer 

zero crossing units being produced for each octant. However, these ORed signals 

were required to satisfy a two octant requirement before a two gamma pretrigger 

was generated. Since we wanted to trigger on parton level diphoton events, the 

second octant was required to be directly opposite to the first octant or one of 

the neighboring octants adjacent to the directly opposite octant (see Figure 3.15). 

There were 12 unique combinations of 2 octants that could satisfy this requirement 

and fire the two gamma pretrigger. The early PT and beam halo vetoes were never 

installed in the two gamma pretrigger, but the two octant requirement reduced the 

rates to a small enough level that it was generally not a major deadtime component. 

The ORed zero cross lo signals were also daisy chained into a delay unit that 

fed the two gamma pretrigger STORE unit (which was strobed by LACPRE3). The 

two gamma pretrigger store did the same thing that the (regular) pretrigger STORE 

did, which was to hold the octant pretrigger signals until the trigger level units 

were ready to make their decisions. Because of the beam structure problems that 

occurred during the 1991·run, the early PT and veto wall signals were installed in the 

zero cross lo STORE unit to minimize the number of two gamma triggers generated 

by "pile up" events. The timing requirements of the pretrigger level prevented us 
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Figure 3.15: Topology of opposite octant requirement for two gamma trigger logic. 
The octant in the upper left can combine with any of the three octants in the 
lower right to form a pair that satisfies the two gamma logic. There are 12 unique 
pairs of octants that satisfy the two gamma logic (3 of those pairs are shown in the 
diagram). 
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from installing these vetoes in the pretrigger level unit. The installation of the 

vetoes in the two gamma logic was accompanied by the installation of scalers to 

measure the dead fraction for each of the 12 pairs of octants that can fire the trigger. 

3.5 THE TRIGGER LEVEL 

Once the pretrigger level had screened out most of the uninteresting events, 

the trigger level was strobed by the pretrigger signals and a final decision was made 

regarding the event. Approximately 53 of the pretriggers satisfied the trigger level. 

The trigger level was actually split into two parts, the trigger ORing level and the 

READOUT level. The trigger ORing level determined whether or not any of the 

E706 triggers had been satisfied. If one of the E706 triggers was satisfied, or if 

the E672 pretrigger had fired, then the TRIGGER_OR signal was sent to a gate 

generator and eventually to the readout unit. The gate generator provided a lOOµs 

delay in the signal so that the E672 dimuon trigger processor (DTP) would have 

time to complete its decision making process. If the E672 DTP fired or there was 

an E706 trigger in the event, a readout/shared interrupt signal was sent to the 

readout systems and the event was written to tape. 

The thresholds and types of triggers that were used were chosen to provide 

useful numbers of events across the entire accessible PT range, useful overlap be­

tween the triggers to allow measurement of the trigger efficiencies, and to emphasize 

the different types of physics that we wanted to study. Although several different 

trigger types were run with similar thresholds, most of the events that satisfied one 

trigger satisfied the other triggers that had the same threshold (e.g. Most of the 
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singl.e local hi triggers also satisfied the global hi and 1/2 global hi triggers). The 

primary differences between the various trigger topologies occurred for events near 

the trigger thresholds. For events that were far above the thresholds, the over­

lap between the triggers approached 1003. Because the particle distributions are 

steeply falling with PT, most ( :;::j 90 3) of the data accumulated with a given trigger 

threshold will fall with about 1 Ge V of the trigger threshold. In order to provide 

coverage over the full PT range without reducing the effective integrated luminosity 

for high PT events by having outrageous deadtime fractions, it was necessary to 

run lower threshold triggers with "prescaled" strobes (see below for more details). 

By combining different selection topologies and multiple thresholds, we were able 

to select a large fraction of the physics signals that can be measured by the LAC. 

3.5.1 The Local Triggers 

The local triggers, which use the local discriminators for their primary thresh­

old requirements, were designed specifically to look at direct photons. They also 

provide good acceptance for 7r0 s. The showers from direct photons and from high 

energy 7r
0s tend to be confined to relatively small regions, so most of their signals 

will fall within the 8 cm (16 strips) covered by a given "local." This allows the 

local triggers to fire on only the signal produced by the leading particle, instead of 

also including the signal produced by the rest of the octant, which can vary greatly 

depending on the amount of noise (or image charge signal) in the rest of the octant 

and the topology of the event (i.e. the other particles in the jet for the 7T'o triggers). 

By triggering on a signal that depends almost exclusively on the leading particle, 
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the width of the efficiency turn-on is minimized. It is important to remember that 

the cross sections are steeply falling, so a wider turn-on will integrate over a signifi-

cantly larger number of events in the turn-on region that are difficult or impossible 

to use. The narrower turn-on obtained by triggering on the local PT signal selects 

(fractionally) fewer events in the turn-on region and maximize the usable physics. 

In order to avoid large threshold variations near the edges of each local, the 

signals were discriminated for groups of 16 strips that overlapped each other by 

8 strips (see Figure 3.16). If this was not done, then a shower that fell on the 

boundary between two locals would contribute only half of its signal to a given 

local and the effective threshold for firing the local would be twice as high. The 

overlap ensures that photons hitting the edge of one local will be centered on the 

next local, so that the variations in the threshold will be minimized. 

The definition of the Single Local Hi trigger is as follows: 

SLHI TRIGGER = LACPRE4 * 
8 

{2: Pretrigger Hi1 * Local Discriminator HiI} (3.11) 
I=l 

The pretrigger hi signals come from the PRETRIGGER STORE unit and contain 

the zero-crossing timing requirement, the early PT veto, and the beam halo veto, 

but not the SCR veto. The SCR veto is applied to the LACPRE4 signal unless the 

event also fired the prescaled beam or interaction triggers. The ~ symbol denotes 

a logical OR over the octants. Starting with run 9183, a prescaled single local lo 

trigger was added to provide a lower threshold trigger that used the localized PT 

definition. The definition of this trigger was: 



weighted "sum-of-8" 
signals from __.. 
pTmodules 

groups of 
8 strips (256 
strips in all) 

91 

Overlapping "sum-of-16" signals used for local trigger 

--- --- -- -·· ..... .. 
Global octant 
pT signal 

Figure 3.16: Simplified block diagram of the "local" formation from the R strip 
signals. 
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SLLO TRIGGER= Prescaled LACPRE2 * 
8 

{L Pretrigger Hi1 * Local Discriminator Lor} 
I=l 

(3.12) 

The strobe for this trigger was prescaled so that the trigger would contribute 10% 

to 20% of the overall triggers. The thresholds used for the local lo discriminators 

are shown in Table 3.2. 

While the local triggers were good for selecting direct photons and high energy 

1r0s, they were not as effective in selecting 17s, ws, and some lower energy 1r
0 s. The 

average separation between the photons produced by these particles is generally 

'larger, so that the two photons will often not be contained by a single group of 16 

strips. This problem (along with a definition of the angle a) are shown in Figure 

3.17. If a is close to zero, then the two photons will deposit most of their signals 

within the same group of 16 strips. However, if a is close to 90°, then the amount of 

signal deposited in a single group of 16 strips will depend strongly on the separation 

distance between the two showers. For the relatively massive 'I] and w particles, 

as well as lower energy 1t'
0s, the separation distances are often larger than the 8 

cm covered by a local, so that the signal from each shower will be discriminated 

separately. This makes the physics threshold for the 17s and ws a strong function 

of the energy asymmetry between the two showers. If one of the photons contains 

almost all of the energy of the original parent, then the physics threshold for the 

parent particle will be about the same as that for direct photons. However, if the 

photons from an rt share the parent's energy equally, then the effective physics 



93 

1990 LOCAL DISCRIMINATOR THRESHOLDS 

RUNS HI Threshold LO Threshold 
7296-7593 120 60 
7594-8054 125 63 
8055-8239 135 70 
8240-8628 140 "" 
8629-8988 148 (0) 

8989-9180 ((" 75 
9181-END ((" 110 

Table 3.2: Local discriminator DAO settings (in units of "DAO counts") for the 
1990 run. Note that the single local lo trigger was installed prior to run 9183 (the 
logic was not installed for runs 9181 and 9182). 

threshold for triggering on the 'f/ can be twice as large as for single photons (since 

one or the other of the two photons must satisfy the single photon threshold). 

3.5.2 The Global Triggers 

The global triggers were designed to trigger on ?r
0

, 'f/, and w particles that 

contribute to the background for our direct photon measurements without having 

the inherent limitations of the local triggers. The global triggers used the total 

PT signal for an octant as the basis for event selection, with an additional local lo 

requirement to ensure that the event contained at least one significant photon and 

avoid pure noise events. The global signal was obtained by taken the analog sum 

of the signals produced by the inner and outer biased PT adder cards for an octant. 

During the 1988 run, the analog fan in/fan out (FIFO) units that performed this 

addition failed to function properly because their unipolar design was unable to 

handle the "wrong sign" voltages from the image charge signals. The problem was 

solved prior to the 1990 run by replacing these units with bipolar units. The "total 

global PT" signal was then discriminated by a LeCroy 4416 unit and the tim~ over 
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Figure 3.17: Diagram of showers from a 71"0 or 'tJ de.cay. The dashed line represents a 
line of constant</> in the calorimeter. The solid curved lines represent the boundaries 
between groups of 8 R view strips. Note that the showers shown would not be 
contained by the same "local". 
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threshold output was sent to the global trigger logic units. Because of the problems 

encountered during the 1988 run, "1/2 global" triggers were also installed to study 

the effects of image charge signals on the trigger performance, and as an "insurance 

policy" against further image charge problems in the global triggers. The 1/2 global 

signals would be expected to have fewer problems because of the division of image 

signals between the two halves of the octant. To produce the 1/2 global signal, 

the inner and outer PT .signals were discriminated separately and the logic outputs 

from the inner and outer discriminators were ORed. No serious differences between 

the global and 1/2 global triggers were seen during the 1990 and 1991 runs. 

The other important change in the global triggers prior to the 1990 run was 

the installation of the biased PT adder cards. Although the biased PT adder cards 

worked well, the DAO setting used for the 1990 run corresponded to a trigger PT 

of about 300 MeV. Since an average shower usually covered about 3 groups (recall 

that front and back groups were handled separately), there could be significant 

differences (potentially as much as 0.5-1.0 GeV trigger PT) between the signals 

produced by two showers falling on the same R groups and two showers falling on 

separated R groups. While the effect is not as severe as similar problems in the 

local triggers, this produced a much stronger bias than was desired. Prior to the 

1991 run, the biased PT adder DAO setting was changed to try to reduce the cutoff 

size. 

The Local Global Hi trigger was defined as follows: 

GLHI TRIGGER = LAOPREl * 
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1990 GLOBAL DISCRIMINATOR THRESHOLDS 

RUNS HI Threshold LO Threshold 
7296-7687 450 mV 350 mV 
7688-8054 465 mV "" 
8055-8266 500 mV "" 
8267-8629 530 mV "" 
8630~END 590 mV "" 

Table 3.3: Voltage thresholds used for the global lo and hi discriminators for the 
1990 run. 

8 

{L: Pretrigger Hir * Local Discriminator Lor * 
r=l 

Global Discriminator HiI} 

The Local Global Lo trigger definition was almost the same: 

GLLO TRIGGER = Prescaled LACPRE2 * 
8 

{L: Pretrigger Hir * Local Discriminator Loi * 
r:::l 

Global Discriminator Lor} 

(3.13) 

(3.14) 

The thresholds used for the global discriminators are shown in Table 3.3. 

The 1/2 Global Hi trigger was defined as follows: 

1/2 GLHI TRIGGER= LACPREl * 
8 

{L: Pretrigger Hii * Local Discriminator Lor * 
l:::l 

1/2 Global Discriminator Hi1} 

The 1/2 Global Lo trigger was defined as follows: 

1/2 GLLO TRIGGER = Prescaled LACPRE2 * 

(3.15) 
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1990 1/2 GLOBAL DISCRIMINATOR THRESHOLDS 

RUNS HI Threshold LO Threshold 
7297-7687 440 mV 340 mV 
7688-8054 450 mV* "" 
8055-8266 475 mV "" 
8267-8629 495 mV "" 
8630-8988 550 mV "" 
8989-9182 575 mV "" 
9183-END "" N/A 

Table 3.4: Voltage thresholds .used for the 1/2 global lo and hi discriminators for 
the 1990 run. The 1/2 global lo trigger was removed prior to run 9183. 

8 

{:2.: Pretrigger Rh * Local Discriminator Lor * 
r:=l 

1/2 Global Discriminator Lor} (3.16) 

The thresholds used for the 1/2 global discriminators are shown in Table 3.4. 

The 1/2 global lo trigger was converted into the single local lo trigger late in the 

1990 run. 

The strobes to the global lo and 1/2 global lo trigger were prescaled by factors 

ranging from 10 to 40 in order to avoid taking an overwhelming numbers of events 

and saturating the DA system. 

3.5.3 The Two Gamma Trigger 

The two gamma trigger used the same two octant requirement as the two 

gamma pretrigger (see Figure 3.15), but instead of requiring a zero cross lo OR 

signal in two octants, the trigger level required a coincidence between the zero 

cross lo OR and the local discriminator lo signals in each of the octa~ts. Thus, the 

two gamma trigger definition was: 
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TWO GAMMA TRIGGER = LACPRE3 * 
{2: {(Inner Zero Cross Lo1 + Outer Zero Cross Lo1 ] 

l,J 

* Local Lo Discriminatorr } 

* {[Inner Zero Cross LoJ + Outer Zero Cross LoJ ] 

* Local Lo DiscriminatorJ } 

(where I,J run over the 12 octant combinations that satisfy the two gamma 
opposite octant definition) 

(3.17) 

After run 13599, the {Inner Zero Cross Lo1+0uter Zero Cross Lor} signals were 

ANDed with vetoes on the {Octant1 Early PT+ QuadrantK Veto Wall} signals 

(where K is the quadrant containing octant I) to provide early PT protection for 

the two gamma triggers. 

3.5.4 The Prescaled Triggers 

In addition to the global and local lo triggers, there were three other prescaled 

triggers. These triggers were chosen to provide events at each of the early stages of 

the trigger decision process, allowing use to monitor the performance of subsequent 

trigger levels and also measure the low PT meson cross sections. 

The prescaled beam trigger was our "minimum bias" trigger for the obvious 

reason that it placed the fewest constraints on an event. During the 1990 run, the 

definition of this trigger included the beam hole veto. This is unfortunate, because 

this trigger could have been used to map out the target region more effectively if 

the beam hole veto had not been included. The hole counter veto was removed from 

this trigger for the 1991 run. In order to generate the prescaled beam events, the 
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BM signal was run through a sequence of 6 prescaling channels to obtain prescaling 

factors ranging from 106 to 156
• The signals that survived the prescaling then 

had to satisfy an early /late filter requirement that was equivalent to the early /late 

requirements for the higher threshold triggers, but was generated by a separate 

set of units. During the 1991 run the late filter requirement was removed for 

the prescaled beam and interaction triggers and the early :filter was reduced to 

two buckets to minimize any possible biases in these triggers. Events that satisfied 

these requirements and arrived when the computers and pretrigger were ready were 

written out to tape and constituted about 13 of our data. 

The prescaled interaction trigger was very much like the prescaled beam trig­

ger, except that the BM signal was replaced with INT. The beam hole veto was also 

part of this trigger for 1990, but not for 1991. The prescaled interaction events gave 

us an enhanced sample of interactions compared to the prescaled beam sample, but 

still avoided any LAC PT requirements, allowing us to use these events to study the 

behavior of the LAC based triggers. These events also provided a higher statistics 

sample of events for studying low PT events (especially 7r
0s ). Prescaling factors 

ranging from 105 to 2 · 155 were used so that this data sample would constitute ~ 

23 of our overall data set. 

The prescaled pretrigger was created by prescaling the PRETRIGGER_OR 

signal from the pretrigger logic unit (a LeCroy 4508). This gave us a sample 

of pretrigger hi signals, two gamma pretriggers, and E672 pretriggers to use for 

measuring the intermediate PT range cross sections and for studying the higher 

threshold triggers. These events can be used to study the full triggers and to fill 
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in the PT region between the prescaled interaction events and the events selected 

by the full triggers. They constituted 13 to 53 of our data, depending on the run 

reg10n. 

3.6 THE DATA ACQUISITION SYSTEM 

The Shared_Interrupt signal from the trigger system was used to initiate the 

readout procedures for each of the four data acquisition systems (see Figure 3.18). 

Three of these systems were DEC PDPs equipped with Jorway CAMAC inter­

faces. The fourth system was a large FASTBUS system which buffered many of the 

events in memory for readout between spills. Each of these systems operated in­

dependently and could be removed from the overall data acquisition system during 

tests or repairs. The data from each of these four sources was sent to a VAX host 

system where the the data packets from each system were concatenated together 

to form complete events. These events were then written out to 8 mm magnetic 

tapes. The average readout time for an event was eight to nine milliseconds. When 

all of the readout systems were finished reading out an event, the computer ready 

signal was re-established and the trigger system would become live again. 

In addition to reading out the events selected by the trigger, the Fastbus sys­

tem also monitored the stability of the LAC systems. During the times between 

beam spills, the system would compare the pedestal offsets for each of the LA CAMP 

readout channels with a reference set of pedestal values and flag any channels that 

had large pedestal changes. New pedestal reference sets were generally measured 

about once every 8 hours to minimize resolution problems due to drifting pedestals. 
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In addition, the Fastbus "between spill tasks" checked the LACAMP gain values 

and monitored the timing signals used for the strip energy measurements and LA­

CAMP calibration measurements. These tasks also monitored LACAMP crate 

voltages and temperatures. The information provided by the between spill tasks 

allowed us to quickly respond to changes and failures in the LAC electronics and 

maintain a high level of integrity in the data. 



Chapter 4 
EVENT RECONSTRUCTION 

4.1 OVERVIEW 

The computing resources available when the experiment was being designed 

and set up were not sufficient to provide online reconstruction of the E706 data. 

This analysis was carried out primarily on the Fermilab UNIX "farm" systems after 

the data taking runs had been completed. The farms used for reconstructing the 

real data events consisted of groups of about ten Silicon Graphics International 

(SGI) RISC systems. Generation of the Monte Carlo data was carried out on both 

IBM RISC machines and the SGI systems, while reconstruction was limited to the 

SGI machines. 

The framework for the event reconstruction was provided by the MAGIC pro-

gram written by G. Alverson [29]. MAGIC contained routines for handling input 

and output of raw, unpacked, and fully reconstructed data as well as switches for 

selecting which reconstruction subroutines to run. The ZEBRA memory manage-

ment system (30] was used to provide flexible and efficient usage of memory and to 

allow the data structures to be written out in a machine independent format. The 

PATCHY code management system [31] simplified coordination among the many 

authors working on MAGIC subroutines and provided greater flexibility. The Cern-

lib programming libraries were used extensively throughout MAGIC. 

In addition to the I/O routines, MAGIC contained several "unpackers" as 

103 
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well as the "hooks" for calling the associated reconstruction routines. Each of the 

major subsystems of the experiment had its own unpacker and reconstructor. The 

unpacking routines rearranged the raw data that was written out by the DA system 

into ZEBRA banks which reflected the physical structure of the systems involved. 

The unpackers also applied preliminary calibration and alignment corrections. For 

example, EMUNP took the information from the LACAMPs, which were read out 

by crate, and produced banks of energy values ordered by increasing values of R or</>, 

depending on the bank. EMUNP then applied several energy calibration corrections 

to each of these strip energies. Each of the unpackers could be run independently, 

which reduced the overall CPU time needed during the calibration phase. Similarly, 

the reconstructors could also be activated or deactivated by changing the logical 

values of the appropriate "cards" in the user control file. The major features of the 

reconstruct ors used in the photon analysis will be discussed below. The information 

from the forward calorimeter and hadron calorimeter was not used in this analysis 

and will not be discussed. 

4.2 THE DISCRETE LOGIC ROUTINES (DLU·NP 
AND DLREC) 

The discrete logic unpacker (DLUNP) loaded the raw data from the NEU 

CAMAC system into four banks. The banks contained the data read out from the 

input latches of the programmable logic units, the global PT AD Cs, the· ring memory 

latches (known as the Minnesota Latches), and the 32 bit N anometrics N278 latches 

used to latch the hits in the individual groups of 16 channels in the local cards. 
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The unpacker also determined which of the expected CAMAC transfers were not 

present or had the wrong number of transfer words and passed this information on 

to DLREC. 

The discrete logic reconstructor (DLREC) provided two main sets of infor­

mation based on the data read out via the NEU CAMAC system from the trigger 

logic units and Minnesota .Latches. The first block of information consisted of four 

integer words of quality information. DLREC checked the internal consistency of 

the information readout from the trigger logic units and set bits in each of these 

words to flag inconsistencies on an event basis. The quality words also contained 

brief summaries of the trigger information, veto wall status, cerenkov detector in­

formation, and CAMAC readout failures. In addition to providing a convenient 

summary of the information during analysis, the information in these words was 

used extensively during data acquisition to monitor the trigger logic units. This 

allowed us to detect and repair bad units, timing problems, and cabling errors on 

a short time scale, so that we could maximize the amount of usable data. 

The second block of information produced by DLREC was the DL summary 

bank. This bank contained approximately 40 integer words with information coded 

by accessing the bits in each word directly. The bank contained the status of 

each of the triggers for each octant as well as the status of each of the trigger 

discriminators to be used in the trigger efficiency measurements. The bank also 

contained a summary of the information from the Minnesota Latches. 

The Minnesota Latches were variants of the modules used in the forward 

calorimeter readout. Each one latched the logical status of 16 input channels for 
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each accelerator RF bucket. The ring memories in the units could store 256 RF 

buckets of information, which allowed enough time for the pretrigger decision to 

arrive before the in-time memory locations were overwritten by information from 

subsequent buckets.· Fifteen RF buckets of information roughly centered on the 

trigger time were read out from each latch. The signals from each of the phototubes 

in the beam hodoscope, interaction counters, veto walls, and cerenkov rings were 

fed into separate channels of these latches to provide detailed information on the 

trigger particles. The "out-of-time" RF buckets that were not used in forming the 

trigger decisions also provided unbiased information on the incident beam. 

The information from the Minnesota Latches required approximately 180 in-

teger words of memory per event. In order to reduce the overall data sample to 

a manageable size, the data from the beam hodoscope and the veto walls was sig-

nificantly compressed. The data from the interaction counters and cerenkov rings 

was saved in an uncompressed form to allow more detailed analysis after the event . 

reconstruction pass. 

4.3 THE ELECTROMAGNETIC CALORIMETER ROU­
TINES (EMUNP AND EMREC) 

4.3.1 EMUNP 

The readout of the electromagnetic calorimeter was designed to minimize the 

overall readout time (and hence the resulting readout dead time). Since the ordering 

of the channels in the crate did not always reflect the physical ordering of the strips 

in the R and </> views, the first job of EMUNP was to rearrange the data into banks 
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that reflected the physical geometry of the calorimeter. EMUNP created separate 

unpacker banks for each of the four quadrants with daughter banks for each of 

the four views (Left R, Right R, Inner c/>, Outer ¢>) and each of the three sections 

(Front, Back, Sum = Front + Back). Within each of these daughter banks, the 

strip energies were ordered in increasing R or ¢> values. 

After rearranging the raw data, EMUNP subtracted the individual pedestal 

values from each of the strip ADC values. Pedestal measurements were taken at 

roughly eight hour intervals during the run. However, average deviations of a few 

ADC counts were found when looking at the data offiine. These deviations may 

reflect the differences in the sampling rates between the real data and the calibration 

tasks or shifts in the pedestals for the real data due to "pile up." Although these 

residual pedestal variations were only a few ADC counts on average, they were big 

enough to cause significant variations in the reconstructed energies and therefore 

were removed. The final channel-to-channel pedestal values were measured by 

averaging the values seen for each of the channels in prescaled beam events. Several 

cuts were made on the prescaled beam data to be sure that the strip energies used 

in the averages did not include signals from showers: 

• Eliminate events that had the SCR bit set. 

• Eliminate events in which 2 or more interaction counters fired in any 

of the 3 buckets before or after the in-time bucket. 

• Eliminate channels that belonged to a "group" (see section 4.3.3) 

or were less than 10 strips away from a group. 
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• Eliminate the LAC quadrant if the upstream veto wall fired in 

coincidence with the "OR" of the two downstream veto walls 

during any of the 15 accessible buckets for that quadrant. 

These cuts ensured that no photons or large ramps were included in the averages. 

If these cuts were satisfied and a strip energy fell within a window of ±150 ADC 

counts then the strip energy value was used in determining the average pedestal for 

that strip. This large window was needed to cover the full range of real pedestal 

values. 

EMUNP then applied several multipliers to the pedestal subtracted ADC val­

ues. The :first factor was a strip-wise gain factor that removed channel-to-channel 

variations in the response of each channel to a given energy input. Each of the ADC 

values was then multiplied by a global conversion factor that mapped the ADC val­

ues into values that roughly corresponded to physics energies. An additional gain 

factor was used to compensate for the observed time dependence of the LAC signal 

size (see Figure 4.1). The changes in the energy scale only occurred while the ex­

periment was receiving beam, so this plot shows the variations as a function of the 

number of "beam days". The change in the energy scale only occurred during the 

periods when the experiment was receiving beam, so the days without beam have 

been removed. The cause of this effect is not well understood, although a similar 

effect was seen in Fermilab experiment E629. These gain factors did not provide the 

final energy scale calibration. However, it was necessary to remove these variations 

to ensure that all of the data sets would be reconstructed with approximately the 

same reconstruction thresholds. 
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Figure 4.1: Time dependence of the EMLAC energy scale as a function of "beam 
days" for the 1990 and 1991. runs (dark circles). The open triangles indicated the 
ratios measured using the 50 Ge V / c electron calibration beam data. 
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4.3.2 FREDPED 

The FREDPED routine was called by EMREC before shower reconstruction 

began to remove global shifts in the EMLAC pedestals on an event basis. These 

effects seemed to be correlated with intensity and beam structure problems (en­

hancements in the fraction of RF buckets containing high numbers of beam par­

ticles) and created large "ramps" in the R view strips and "steps" in the <P view 

strips (see Figure 4.2). These problems may have been caused by the same problem 

that caused the image charge ramps. These shifts could significantly change the 

reconstructed energy of a photon and could result in the creation of fake signals 

or omission of real shower signals in the group finding process, so they had to be 

corrected before the showers were reconstructed. FREDPED identified the groups 

of strips that contained showers and removed these from the pedestal corrections. 

The remaining strips were used to :fit sloping lines to each of the R views and each 

half of the <P views (since the ramps and steps seemed to be octant based instead of 

quadrant based). These pedestal shapes were then subtracted from the strip ener­

gies. The total pedestal correction from the inner R strips was used to correct the 

inner <P strip pedestals because there were usually not enough inner <P view strips to 

obtain an accurate determination of the pedestal shifts (studies of events where the 

inner <P shift could be measured showed good correlation with the inner R shifts). 

Figure 4.3 shows the ramp and step event from Figure 4.2 after the FREDPED 

correction was been applied. 
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Figure 4.2: Event ·in quadrant 1 showing a ramp in the left R view and a corre­
sponding step in the outer </>view. 
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Figure 4.3: The "ramp and step" event from Figure 4.2 after the global pedestal 
shifts have been removed by FRED PED. 
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4.3.3 Group and Peak Find,ing 

After the pedestal subtraction had been completed, EMREC searched for 

groups of 3 or more channels (2 for the outer </> view because of the larger strip 

size) in which all of the strips contained more than 80 MeV (95 MeV for the outer 
' 

</>view). If the total energy of the set of strips contained more than 600 MeV and 

at least one of the strips was above 300 MeV (350 MeV for the outer</> view), then 

the set of strips was defined to be a "group." Not all of these requirements applied 

to groups located at the detector boundaries. As an example, a group at the inner 

R boundary could be as small as one strip. These exceptions allowed the energy 

deposited at the boundary of one view (e.g. the R view) to be properly correlated 

with the corresponding signal in the other view (e.g. the </> view). 

After the groups had been located, the locations of the "peaks" within the 

groups were determined by looking for local maxima in the sum view strip energies. 

If the height of the peak compared to the surrounding local minima (a minimum 

could simply be the edge strip for the group) was consistent with being an energy 

fluctuation at the 2.50' level (where u is the EMLAC resolution defined in Equa-

tion 4. 7), then the peak was not considered significant. If a peak was considered 

significant, then the process was repeated using the corresponding front view strips 

to see if the peak was produced by two overlapping showers that coalesced in the 

sum view (see Figure 4.4). If additional maxima were found in the front view, then 

a significance check was performed and the information for the surviving peaks was 

saved. If an original sum view peak corresponded to more than one front view peak, 
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the original peak was divided and the sum view energy was split according the rel-

ative energy fractions seen in the front view. A similar check was then performed 

on the back view strips. 

If a group contained only one peak that had an energy sum greater than 

25 GeV, a special check was made for "shoulders." The showers from a highly 

asymmetric decay of a high energy 1!'
0

( or other neutral particle) can overlap each 

other and appear as a single peak. The lower energy shower can be detected by 

looking for a change in the sign of the logarithmic derivative of the strip energies. 

If such a change was found, the peak significance criteria were used to determine 

whether or not the shoulder was a significant peak. 

Once the boundaries of the peaks had been located, preliminary estimates of 

the energies and positions of the showers were made. The energy in each of the 

peaks was estimated by summing up the energies from the strips lying between 

the minima surrounding the peak. These energy sums were performed for the sum 

view and the front view using the peak boundaries determined from the front view. 

The location of the maximum strip in the group was used as the initial estimate 

of the shower location. This position was then improved by taken a weighted 

difference between the strip energies on either side of the maximum strip. The 

peak position was shifted away from the center of the maximum strip by a factor 

of 1.7 X (E1 - E 2)/(E1 + E2 ) strip widths, where E1 and E2 are the energies of the 

two neighboring strips. If no peak was found in one of the sections, then zero flags 

were used for the peak information for that section. 

After the peaks position and energy information have been determined, the 
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Figure 4.4: Separation of showers using the front/back segmentation of the LAC. 
The showers are narrower in the front section than in the sum section, so showers 
that coalesce in the sum section can often be separated in the front view. 
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values of two more variables were determined. For each of the peaks, the energy 

sums from the front and sum sections were used to define the ratio of these energies: 

Err0 nt/Etotal = Er/Et = front section energy / sum section energy ( 4.1) 

This ratio provided an estimate of the longitudinal development of the shower that 

could be used to differentiate showers from photons or electrons, which deposited 

about 2/3 of their energy in the front of the calorimeter on average, from showers 

initiated by hadrons or muon bremsstrahlung, which tended to deposit more energy 

in the back of the calorimeter. The locations of the pea~s in the front and back 

sections of the R views were also used to define the "directionality" of a shower: 

( 4.2) 

where the Rs refer to the peak positions in the front and back views and the Zs 

are the locations of the first layers of the front and back sections of the calorimeter 

along the beam axis. For showers originating from the target area, the directionality 

should be approximately zero. However, showers initiated by halo particles moving 

parallel to the beamline will have roughly the same R positions in the front and 

back sections, and therefore will have large positive directionality values. This 

makes directionality a useful tool for identifying beam halo backgrounds in the 

calorimeter. 

4.3.4 Initial Shower Reconstruction 

A parameterized shower shape was necessary for fitting the signals found in 

the peak finding process to determine the positions of the showers and also to 
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reconstruct the signals from overlapping showers. Single photon Monte Carlo data 

in which the shower development was allowed to continue down to the 1 Me V level 

(referred to as "full shower" data) was used to determine an average normalized 

shower shape. This shape was then compared with isolated photons from the data 

and found to be consistent. Separate shower shapes were determined for the front 

and back sections because the showers were much narrower in the front than in the 

back. The shower shape fits had the following forms: 

Erront(r) = (f1e-f2r + f3e-f4r + f5e-f6 r)/r 

Eback(r) = bie-b2r + b3e-b4r + b5e-b6r 

Esum(r) = 0. 7Efront(r) + 0.3Eback(r) 

( 4.3) 

( 4.4) 

(4.5) 

In these formulas r represents the distance from the shower center. The factor of 1/r 

was used to make the front section fit fall more rapidly. The fractional contributions 

of the front and back shower shapes to the sum view shape were also determined 

from the Monte Carlo events and isolated photon data. The normalized shape of 

the showers was determined to be independent of energy in the sum section, which 

greatly simplified the :fitting process. 

In order to extract more precise information about the energies and positions 

of showers, the shower shapes were fit to the data using the energies and positions 

determined from the peak finding routines. The simplest case occurred when there 

was only one peak in a group. In this case, the energy and position of the photon 

were determined by minimizing the x2 for the strip energy deviations from the 

shower shape, which was defined as follows: 

( 4.6) 
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where er was the energy in strip I, Efit was the shower energy parameter for the 

fit, and zr was the estimate of the fraction of the shower energy deposited in strip 

I based on the shower shape. The sum is over the strips in the peak, although the 

strips on the edges of the peak were only included if their energies were greater 

than twice the group finding threshold to reduce the effect of :fluctuations. The 

weight O"r for each strip was determined by the LAC energy resolution, which was 

determined to be: 

<7
2 (E) = (0.22) 2 + (0.16)2 x E + (0.01)2 x E 2 ( 4. 7) 

Although this procedure is straight forward for the R view fits, the variable widths 

of the <P view made it necessary to estimate the R position of the shower by using 

the apparent width of the shower before the fit was performed. After the R and <P 

view showers are correlated, the improved R location was used to perform a new 

fit to the <P view peaks. The energy and position information obtained from the 

fit was referred to as the "gamma" information and stored in the EMREC zebra 

banks. 

After the fit had been performed for a peak, the amount of energy in the tails 

(the strips outside of the defined peak region) was determined as follows: 

Etail = Efit x {1 - L zr} 
I 

( 4.8) 

If the x2 of the fit was less than 5, then the fit energy was stored as the gamma 

energy. However, if the x2 was larger than 5, then the energy was determined using 

the peak strip energies plus the energy in the tails: 



119 

Esum = L er + Etail 

I 

( 4.9) 

This preserved the energy information from hadron showers, which were much 

broader than photon showers and generally were not fit well by the photon shower 

shape. If a shower was near a boundary between views (e.g. the inner/outer ¢ 

boundary), then a single shower might be split into two peaks (one in each view). 

However, sometimes only one peak was found and the energy in the other view was 

lost. In this c'ase, an estimate of the energy lost to the other view was made and 

added to the energy of the gamma that was found. Similar corrections were applied 

to compensate for energy deposited outside the fiducial volume of the LAC when 

·the showers were near the fiducial boundary. 

4.3.5 "Gamma" Correlation 

Once the energy and position fits had been made for each of the views, the 

gammas from the R views had to be correlated with the </J view gammas to obtain 

full position information for each of the showers. These correlated pairs (or sets) 

of gammas were referred to as "photons" in EMREC. Although the gammas and 

photons are reconstructed on a quadrant basis, the correlation process makes use of 

the division of the quadrants into left and right R and inner and outer </> to reduce 

the combinatoric possibilities. Inner</> gammas were matched only with R gammas 

having radii less than 40 cm, since this is the location of the break between the 

inner and outer</> strips. Similarly, gammas from the left R view were only matched 

with <P view gammas in the left half of the quadrant. 
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Two values were used to match Rand</> view gammas. The first was the differ-

ence between the energies in the two views weighted by the LAC energy resolution 

(ER - Eq:,)/0'2 (where 0'2 is the energy resolution defined in section 4.3.4). Since 

the R and </> boards alternated in the calorimeter, the R and ¢ view gammas for a 

shower should have very similar energies. Some differences will result from :fluctua­

tions in the development of the shower and the fact that the :first readout board has 

R geometry, but these differences were only significant for very low energy showers. 

The second criterion was a comparison of the longitudinal development of the two 

gammas using the Er/Et values determined in the previous stage of reconstruction. 

The ordering of the R and ¢ boards resulted in a slight difference in Er /Et between 

the R and ¢views, which was measured using Monte Carlo showers. A curve was 

fit to this difference as a function of energy and use as an offset when comparing 

the values. The correlation process was done in steps, with the allowed number of 

standard deviations in the energy deviation and longitudinal development increased 

for each step. 

The simplest possible correlation was the case in which a single R view gamma 

was matched with a single </> view gamma (known as a 1-1 correlation). For each 

combination of Rand ¢gammas, the positions of the gammas were checked to see 

if the gammas were in the same subsection of the quadrant. If this test was passed, 

then the energy and Er /Et values were compared to see if the differences were within 

the current limits. If the differences fell within the current correlation window, then 

the gammas were considered correlated, and the photon information was stored in 

the output banks. The </>view shower was refit using the new R position information 
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to maximize the accuracy of the</> view fit. After this had been done, the gammas 

were excluded from the remainder of the correlation process. 

While many of the photons fell into the 1-1 category, many of the events 

required more sophisticated matching techniques. In some cases, showers that were 

separated in the R view overlapped in the</> view to the extent that the reconstructor 

could not separate them. In this case (known as a 2-1 correlation), the two R view 

gammas had to be added together before comparing them with the </> view gamma. 

If a 2-1 correlation was found to fall within the correlation window, a new fit to the 

</>view using two gammas was made using the energies of the R view gammas. This 

case was fairly common for high energy 7!'
0s with low asymmetry. The correlation 

routines also check for 1-2 correlations, in which the two showers overlapped in the 

R view. If an event fell into this category, the R view would be refit assuming there 

were two showers. 

Special correlation routines were written to handle the photons that landed 

near the inner-outer </>boundaries and the left-right R boundaries. In these cases, 

the photon would be split into three views (e.g. photons near the inner-outer 

</> boundary would have to correlated from one R gamma and two </> gammas). 

Boundary correlations were checked first and were given wider windows for match­

ing than other correlation types. In addition to the boundary correlations, there 

were several routines that checked for more complicated combinations, such as 2-2, 

1-3, 3-1, 1-4, and 4-1 correlations. In these cases, the </> view gammas were not 

refit. After the correlation possibilities had all been checked using the first set of 

requirements on the energy and longitudinal development differences, a second pass 
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was made using a less restrictive set of requirements. After completion of the corre­

lation passes and assignment of TVC times to the photons (see section 4.3.6), the 

"photon" information was stored in the EMREC output banks, which were written 

out to the data summary tapes (DSTs). 

4.3.6 Photon Timing Information 

The time of arrival for each photon was determined using the Time-to-Voltage­

C~nvertor (TVC) information read out from the LACAMPs. These devices mea­

sured the arrival times for signals from groups of four neighboring strips in the 

LAC. The threshold for starting the timing circuit was about 4 GeV of energy. The 

TVC values for the groups that fell within the strips associated with a given photon 

were sorted into groups of TVC values that fell within 21 ns (about 3o-) of each 

other. The group that had the greatest number of TVC values was assigned as the 

best time for the photon. If several groups had the same number of entries, then 

the group that had the largest amount of energy associated with it was chosen as 

the best time, since the TVC resolution improved with increasing energy. Once the 

best group of times had been selected, the arrival time of the photon was deter­

mined by taking the average of the TVC values weighted by their associated group 

(of 4 strips) energies. Using this technique and requiring that the photon time be 

based on at least two TVCs, a timing resolution of about 7 ns was obtained. The 

efficiency for obtaining a reliable timing measurement for a photon reached 50% 

at a photon energy of about 16 Ge V and was 100% for photons with more than 

50 Ge V energy. This was too high to .use for the final cross section measurements, 
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especially for photons at large radii which had much lower energies for a given PT, 

but the TVC information was very useful for studying the beam halo rejection cuts 

and the sensitivity of the trigger system to out of time signals. 

4.4 THE CHARGED TRACK ROUTINES (PLUNP 
AND PLREC) 

The planes unpacker (PLUNP) took the list of hits read out from the Nano-

metrics CAMAC system and assigned an appropriate spatial coordinate to each hit. 

These hit locations were then stored in zebra banks to be used by the reconstruction 

program (PLREC). A considerable amount of effort was expended to ensure that 

the alignment of the various elements of the tracking system was known precisely 

enough to take advantage of the increased precision of the straw chambers with 

respect to the PWCs. The planes reconstructor then used the information from the 

upstream SSD system and the downstream PWC and straw systems to determine 

the three vectors of the charged tracks produced in each event. This information 

was used to reconstruct the location of the interaction vertex, tag electromagnetic 

showers that were initiated by charged particles, and to aid in calibrating the energy 

scale of the LAC. 

The only system that could resolve the ambiguities in correlating hits from 

different views was the PWC system, which had two additional sets of orthogonal 

planes that were rotated by 37° with respect to the X and Y planes. For this reason, 

the PWC track reconstruction was done first. The hit information from each of 

the four PWC planes that had wires oriented in the same direction was used to 
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construct "view tracks." With the exception of the PWCs, the tracking systems 

had only X and Y views, which made it impossible for these systems to resolve the 

X and Y hit combinations. Instead of writing an algorithm to reconstruct points 

in space for the PWC hits in each module and then write a separate algorithm to 

reconstruct view tracks in the remaining systems, it was more practical to use view 

tracks for the whole system and use the PWC U and V view tracks to resolve the 

combinations. Candidate view tracks were created by selecting pairs of hits from 

the outermost PWC modules (these were the "seed planes" for the 4 hit tracks). 

The remaining planes were then checked to see if they had any hits that fell within 

1 wire spacing (0.1") of the line between these points. The view track was fit 

to minimize the overall x2 determined by taking the residual distance between 

the reconstructed track and each of the hits weighted by the measured projection 

uncertainty for that plane. View tracks that had hits in all four planes and an 

acceptable x2 /Degree of Freedom (DoF) were retained. A similar process was 

used to determine the tracks with hits in only 3 of the planes using two sets of 

"seed planes." Finally, two hit tracks were reconstructed using the X and Y views 

of the first two PW Cs so that the wide angle (low momentum) tracks would be 

reconstructed. To obtain the three vectors for the charged particles, the tracks 

from the different views had to be correlated. This was done by taking pairs of X 

and Y view tracks and creating "space track" candidates. These candidate tracks 

were then projected into the U and V views to see if any of these view tracks fell 

within 1.5 wire spacings of the candidate space tracks. This process was repeated 

using space track candidates based on the U and V view tracks to maximize the 
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reconstruction efficiency. Candidate space tracks that had reasonable overall x2 

values, 13 or more hits, and did not share many of their hits with other space track 

candidates were accepted as space tracks. These tracks were then refit to minimize 

their overall x2 values, instead of minimizing the x2 values for individual views, 

to get the best possible determination of the particle's three vector. These tracks 

we:te then projected into the straw chambers and the better resolution of the straw 

chamber hits was used to improve the space track resolution by a factor of about 

2.5. 

The next step was the reconstruction of X and Y view tracks in the beam 

and vertex SSD systems. In the beam SSDs, the view tracks that had hits in all 

three modules were reconstructed first. View tracks with only two hits were only 

reconstructed if they had small slope values with respect to the beam axis. This 

reduced the number of fake tracks generated by taking random combinations of two 

hits. In the vertex chambers, 4 and 5 hit tracks were reconstructed first, and the 

tracks that satisfied the x2 /DoF requirements were saved. These tracks were then 

projected to the center of the magnet to see if they linked with projections of the 

space tracks reconstructed from the downstream system. Each downstream track 

was assigned a momentum dependent linking window based on a simple estimate 

of the track momentum that assumed the track came from the nominal origin of 

the coordinate system. Linking x2 values were determined for the X and Y views 

based on the measured resolution for linking in each view. The x2 values for the 

X view were determined using the differences in the X projections at the center of 

the magnet between the upstream and downstream tracks. The Y view tracks were 
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not bent significantly by the magnetic :field, so the differences in the upstream and 

downstream slopes were also used in the x2 calculations (using the measured slope 

resolution as the weight). The SSD track with the smallest x2 value was called 

the "best link." Up· to 4 other links were retained for each downstream track in 

order of increasing x2 value. Once the linking for the 4 and 5 hit tracks had been 

completed, the hits for these tracks were removed from the list and the process was 

repeated to look for 3 hit SSD view tracks. 

The "best links" were then used to determine the location of the interac­

tion vertex for the event. The existence of a link between an SSD track and a 

downstream track was required to reduce the background of fake SSD tracks. A 

minimum of three tracks were required to determine a vertex location. If there 

were not enough best links available to reconstruct a vertex, then extra links and 

unlinked tracks were also used. The vertex location was determined by minimizing 

the x2 defined using the impact parameter of each track with respect to the vertex . 

weighted by the projection uncertainty for the track. If the vertex defined in this 

manner did not satisfy a x2 cut, then the worst track was removed from the fit and 

the fit was redone. This allowed tracks from secondary vertices to be removed from 

the primary vertex determination. If a beam SSD track pointed to the vertex, the 

vertex location was refit using the beam track. The final vertex position was the 

weighted average of the positions determined from each of the views. The vertex 

resolution was 400 µm in the Z direction and 10 µmin the transverse directions. 

The vertex code could reconstruct up to 2 vertices. If two vertices were found, then 

the upstream vertex was automatically labelled the primary vertex. 
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Once the primary vertex location had been determined, this information was 

used to re-determine the best links between the SSD view tracks and the down­

stream space tracks. The x2 calculation for the refitting process included an added 

term for the vertex impact parameters. The new best links were then used to 

make more precise determinations of the track momenta using the bending angles 

between the upstream and downstream tracks. 



Chapter 5 
NEUTRAL MESON ANALYSIS 

5.1 Overview 

The data sample used for this analysis (and for the direct photon analysis) 

consists of runs 7523 through 9434 of the 1990 run. These runs represent all of 

. the correctable data from the 1990 negative pion beam sample. The Prescaled 

Interaction, Prescaled Pretrigger, GLOBAL LO, and SINGLE LOCAL HI triggers 

were all used for the ?r
0 and T/ analysis to provide coverage over the widest possible 

PT range. The cross sections for the neutral mesons must be understood, before the 

direct photon background can be determined. Many of the cuts and procedures used 

in making the neutral meson measurements will be used in making the direct photon 

measurements. Analysis of the neutral mesons is also useful in understanding how to 

remove the backgrounds from muon bremsstrahlung since the neutral meson signals 

can identified by the mass of the photon pair (given by mij = (2EiEj(l-cos(B;j)))1l 2
, 

where Ei and Ej are the photon energies and Bij is the angle between the two photons 

in the lab frame assuming that they came from the reconstructed vertex). The 

neutral meson cross sections could be measured without making a number of these 

halo rejection cuts, but an analysis without these cuts must contend with a large 

background that is difficult to subtract, which would result in a larger degree of 

uncertainty in measuring the signals. 

Measuring the nuclear dependence of the neutral meson cross sections is impor-

128 
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tant because it provides a crosscheck on the ability of the experiment to accurately 

measure nuclear dependence. These cross sections should have the same depen­

dence as the (non- strange) charged mesons measured by Cronin et al, since the 

rescattering should occur at the parton level before the mesons have been created 

in the fragmentation process. This measurement is an important step in demon­

strating the validity of the measurement of the nuclear dependence of direct photon 

production. 

5.2 Vertex Cuts and Reconstruction Efficiency 

The z distribution of vertices in the target region is shown in Figure 3.la. 

Each of the entries in this plot has been corrected for absorption of the beam in 

the upstream material. Longitudinal cuts on the vertex locations were defined for 

each of the target materials. Figures 3.lb and 3.lc show the vertex distributions 

in the plane transverse to the beam for the z regions containing the copper and 

beryllium targets (respectively). The shadowed positions of the beam hodoscope, 

beam SSD planes, beam hole counter, and the targets have also been superimposed 

to show the relative offsets of the targets with respect to the rest of the system. The 

vertices outside of the beryllium target come from the Rohacell target holders (the 

careful observer will note the gap between the two pieces of Rohacell at y ~ Ocm 

and x ~ 0 - lcm). The transverse vertex requirements were defined so that any 

beam particle within the fiducial area would pass through all of the targets. This 

also avoids having to measure a different normalization correction for each target 

(since the normalization must be modified to account for those particles that did 
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not pass through the fiducial region). The targets were moved during work on the 

SSD chambers, so two different fiducial definitions were used to cover the runs taken 

before the work was done (runs 7523-8499) and the runs taken after the work was 

done (runs 8500-9434). 

The efficiency of the SSD reconstruction routines was determined by running 

events generated by the Herwig .Monte Carlo [32] through the full MAGIC recon­

struction process and measuring the ratio between the generated and reconstructed 

vertex distributions. Prior to MAGIC reconstruction, each of the tracks in an event 

was digitized using the measured hit efficiencies for each of the planes, so that the 

Monte Carlo "detectors" would have the same efficiencies as the real system. Using 

this technique, the efficiency for reconstructing vertices in the copper and beryl­

lium targets was determined to be independent of z position within the copper 

and beryllium targets and had an overall value of 99.6%. Although interactions 

occurring in the SSD planes were included in some of our studies of nuclear effects, 

the efficiency and biases involved in reconstructing vertices in these planes are not 

well understood, so this data will not be included in the neutral meson and direct 

photon nuclear dependence measurements. 

5.3 EMLAC Fiducial Cuts and Geometric Acceptance 

Showers located near the octant and quadrant boundaries or near the inner 

or outer edges of the detector were subject to much larger uncertainties in their 

energies and positions. Fiducial requirements were applied to the photons used 

in the analysis to avoid using these poorly measured photons . Photons that fell 
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Figure 5.1: Distribution of 7r
0s that fall within the EMLAC fiducial definition. 

within 2 R strip widths of the inner edge of the detector, the octant boundaries, or 

the quadrant boundaries were excluded from the analysis. Photons that fell within 

2 R strip widths of the last full R strip were also excluded from the analysis (the 

outermost 16 strips were not present in all 66 layers of the calorimeter, so showers in 

these regions were not always fully contained and tended to have unusual shapes) . 

. 
The distribution of 7!'

0 s whose photons fell within the fiducial region is shown in 

Figure 5.1. 

The correction for this geometric acceptance cut was determined using a sim-

plified Monte Carlo program. This program generated 7r
0s which decayed uniformly 

in asymmetry (see Section 5.4 for the definition of asymmetry) and measured the 
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fraction of these events in which both photons were inside of the EMLAC :fiducial 

volume. The acceptance fraction was determined as a function of PT, lab frame 

pseudorapidity (Yiab), the z position of the vertex, and the radial distance between 

the vertex and the z axis (RT). Events were generated on a four dimensional grid 

of these input values using 20 bins in PT from 2.5 to 12 GeV /c, 34 bins in Yiab 

from 2.51 to 4.335, 11 bins in Vz from 0 to -40 cm, and 11 bins in RT from 0 to 

2cm. Figure 5.2 shows the ?r
0 acceptance averaged over Vz and RT as a function 

of Yiab for several PT bins. The geometric acceptance correction for each event was 

determined by interpolating between the grid points to determine the geometric ac­

ceptance fraction and weighting the event by the inverse of this value. This process 

was then repeated to determine the EMLAC geometric acceptance for the other 

neutral mesons and for direct photons. 

5.4 Energy Asymmetry 

The ?r
0 and 17 mesons are spin zero particles, so the decay of these particles 

into pairs of photons should occur isotropically in the center of mass frame. Using 

special relativity one can derive the following equation to relate the center of mass 

decay angle to the energies of the two decay photons: 

(5.1) 

where E1 and E2 are the energies of the photons, and O* is the center of mass decay 

angle relative to the particle's direction of motion. For the mesons measured in this 

experiment, /3 is effectively 1 and can be ignored. The isotropic decay of the parent 
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Figure 5.2: 7ro acceptance for several PT bins averaged over Vz and RT· 
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meson into two photons will result in a distribution that is uniform over intervals 

of cos( 8*), and therefore the distribution as a function of asymmetry should b~ 

uniform. 

The distribution of 1ro asymmetry values is shown in Figure 5.3 This plot 

shows the asymmetry distribution for photon pairs whose masses fall within the 

pion region after the asymmetry distribution of the sideband regions has been 

subtracted (see Section 5. 7). There are several factors that cause the measured 

asymmetry distribution to deviate from uniformity. At large values of asymmetry, 

one of the two photons will be very small and may leave the EMLAC fiducial 

region or be lost in the reconstruction process. This will result in a dip in the 

asymmetry distribution as the asymmetry approaches 1. The distribution will also 

be modified by the muon background. A high PT muon can randomly combine with 

small background photons to produce a signal in the ?r
0 mass band. This increases 

the population of the distribution near 1. However, subtracting the asymmetry 

distribution for the sideband regions removes most of this effect. 

Cuts on the asymmetry of the 1ro and 'f/ candidates are used to avoid these 

problems at high asymmetry. Compensating for this asymmetry cut is straight­

forward since the distribution is expected to be uniform. The asymmetry cut for 

measuring the pions (which constitute about 80% of the direct photon background) 

was set to 0. 75, since the distribution was roughly constant from 0 to 0. 75. The 

'r/ asymmetry distribution showed a similar decline at high asymmetry values, so a 

cut at 0. 75 was also chosen for the rys. 

There is one other small deviation from a uniform distribution that can be 
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Figure 5.3: 7ro asymmetry after sideband subtraction. 

seen in Figure 5.3 The slight dip in the distribution near zero is probably due to 

a subtle bias in the reconstruction process. For very low asymmetries (near 0) the 

energies of the two photons will be almost equal. The correlation process matches 

the R and </> view gammas based on their energies, so fluctuations in the energy 

deposited in one of the views can cause the wrong gammas to be correlated, which 

will increase the asymmetry of the reconstructed meson. 

5.5 Longitudinal Shower Development 

Showers initiated by hadrons and muon bremsstrahlung can be rejected by 

measuring the longitudinal development of the showers. Showers initiated by pho-

tons or electrons (generically referred to as "electromagnetic showers") generally 

deposit about 2/3 of their energy in the front section of the EMLAC (see Figure 

5.4). However, showers initiated by hadrons develop more slowly and tend to de-
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posit almost all of their energy in the back section. Studies of the distribution of 

Efront/Etotal distribution showed that requiring a value greater than 0.2 for photons 

would reject most of the showers initiated by hadrons. This cut will also reject 

some of the muon showers, since many of these showers will start in the back sec­

tion. The correction for the small fraction of real photons rejected by this cut was 

determined by including this cut in the calculation of the reconstruction efficiency 

using the Monte Carlo data (see Section 5. 9). 

5.6 Muon Bremsstrahlung Rejection 

Although a number of online techniques were used to reduce the muon bremsstrahlung 

background, a significant number of muons were contained in the raw data sam-

ple. The mass requirements for reconstructing the neutral mesons reduced the 

background, but random combinations of muons with soft photons produced large 

background signals, especially at high PT and in the outer R regions ("backward . 

rapidity") where muons were more likely to create a trigger. The random combina-

tions between muon showers and soft photons generally had very high asymmetry 

values and low mass values, but some of these combinations had masses in the 1!'
0 

and 'f/ mass bands. Imposing the Efront/Etotal requirement on the photons removed 

some of the muons, but a significant number of muons remained in the sample. 

Figure 5.5 shows the two photon mass distribution in the 1!'
0 mass region for sev-

eral PT bins. The muon distribution is comparatively fl.at over PT, while the meson 

spectrum falls rapidly, so the background problem is greatest at high PT. The 

top part of Figure 5.6 shows the mass distributions for high PT divided into two 
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Figure 5.4: Longitudinal shower development for showers matched with charged 
particle tracks (top) and showers matched with ZMP electrons (bottom). 



138 

rapidity bins, so that the severity of the problem in the backward rapidity region 

can be observed. Several cuts were used in addition to the asymmetry and longitu­

dinal profile requirements to remove these muons from the sample. These cuts are 

described in the following subsections. 

5.6.1 Offiine Veto Wall Requirement 

The online veto wall definition used a coincidence between the scintillators up-

. stream and downstream of the hadron shield to reject beam halo particles. However, 

this online veto was not fully efficient. One of the sources of inefficiency was caused 

by inefficiencies in the logic signals due to the very short signals used to define the 

signals for each RF bucket independently. The veto wall logic seems to have been 

particularly sensitive to the problems associated with these short strobes. Another 

problem that allowed some of the muons into the triggered sample was inefficiency 

in the counters due to radiation damage and the high signal rates (especially in 

the counters upstream of the hadron shield). Although there was no ofRine way 

to change the efficiency of the counters, the information from the Minnesota latch 

ring memories seemed to latch the signals from the veto wall scintillators more 

efficiently than the online systems did. These ring memories provided the status 

(on or off) of each of the phototubes attached to the scintillators for fifteen RF 

buckets roughly centered around the interaction time. The ofRine veto wall cut 

evaluated the status of the online veto wall logic (VWl + VW2) * VW3 for each of 

the quadrants separately. The status of the downstream logic (VWl + VW2) for a 

given RF bucket i was compared with the status of the upstream logic (VW3) for 
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Figure 5.5: 7ro mass distributions for several PT bins after the Erront/Etotal and 
asymmetry cuts have been applied. 



140 

. -0.75<y<O.O O.O<y<0.75 

1000 120 

750 80 

500 
40 

250 

0 0 
0 0.04 0.08 0.12 0.16 0.2 0.24 0 0.04 0.08 0.12 0.16 0.2 0.24 

mass (GeV/c2
) mass (GeV/c2

) 

300 
100 

200 75 

50 
100 

25 

0 0 
0 0.04 0.08 0.12 0.16 0.2 0.24 0 0.04 0.08 0.12 0.16 0.2 0.24 

mass (GeV/c2
) mass (GeV/c2

) 

100 

60 75 

40 50 

20 25 

0 0 
0 0.04 0.08 0.12 0.16 0.2 0.24 0 0.04 0.08 0.12 0.16 0.2 0.24 

mass (GeV/c2
) mass (GeV/c2

) 

Figure 5.6: The effect of the veto wall and other muon rejection cuts on the 11° 

mass distribution for 7.0 < PT < 9,0 GeV /c. The mass distributions have been 
divided into the forward (right side) rapidity regions and the backward rapidity 
regions (left side). The top row shows the distributions after the Erront/Etotal and 
asymmetry cuts have been applied. The middle shows the distributions after the 
veto wall cut has been applied. The bottom row shows the distributions after the 
other muon cuts have been applied. 
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the corresponding bucket i and for buckets i-1 and i+l to allow for possible timing 

variations between the various signals. Correlations between veto wall signals and 

EMLAC showers were found to exist only for i = 4 to 12, so the status of the veto 

was checked for each of these values. If (VWl + VW2) * VW3 was satisfied for any 

of these buckets, then the showers in that quadrant were removed from the analysis. 

The effect of this offiine veto wall cut can be seen by comparing the middle and top 

rows of Figure 5.6. While this cut removes a large part of the muon background, 

it is clear that further cuts are necessary, especially for the direct photon sample, 

which does not have the mass requirement. 

5.6.2 Directionality 

The variable known as directionality defined in Eq. 4.2 provides a rough 

measurement of whether a shower was produced by a particle coming from the 

target region or was produced by a particle travelling parallel to the beam line. 

Figure 5. 7 shows the distribution of directionality in several rapidity bins for high 

PT showers with and without an offiine veto wall signal in the photon's quadrant. 

The showers with directionality values near 0 are produced by particles coming 

from the target region. The showers with large positive values of directionality are 

produced by particles travelling parallel to the beam axis. The showers with large 

directionality values are clearly correlated with the presence of an offiine veto wall 

hit, which reinforc~s the idea that these signals are produced by beam halo muons. 

Near the inside of the detector, the angle between the beam axis and the line 

from the target to the showers decreases and it becomes more difficult to resolve 
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Figure 5. 7: Photon directionality distributions for 7!'
0s with PT values between 5.5 

and 9.0 GeV /c. The events on the left side generated ofHine veto wall signals, while 
the events on the right side did not. The correlation between the veto wall signals 
and high directionality values is apparent, especially for the backward rapidity 
reg10ns. 
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the difference between the muons and the showers from the target. However, this is 

not a serious problem since the greatest muon problem is in the backward rapidity 

regions. The cut on directionality was varied as a function of R to maximize 

muon rejection while minimizing the loss of showers that actually came from the 

target. For R < 40.175 cm showers were required to have directionalities less than 

0.2. Outside of this region the· showers were required to directionalities less thal\ 

0.0048 X R, where R is measured in cm. This cut was only applied for events 

with transverse momenta greater than 3.0 GeV /c. Below this value the beam halo 

contamination was a negligible fraction of the cross section. 

5.6.3 Balanced PT 

Events produced by interactions in the targets will contain particles on the 

side opposite the trigger that have an aggregate PT that is roughly the same as the 

PT of the trigger side. This simply reflects conservation of transverse momentum in 

the event (although kT effects will modify this slightly). However, beam halo muons 

will not be accompanied by a balancing jet of particles, so the momentum imbalance 

of the event can be used to remove· muons. To avoid having a strong dependence 

on the trigger particle PT, it is better to cut on the fractional momentum balance 

(instead of cutting on the absolute momentum imbalance). This is accomplished 

by summing the PT contributions from the charged tracks and neutral showers in a 

120° cone on the away side and dividing the sum by the PT of the trigger particle. 

Figure 5.8 shows the distribution of the balanced PT ratio for events with and 

without the offiine veto signal. The values near 0 are clearly correlated with the 
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offiine veto. wall signal, which is consistent with the lack of a momentum balancing 

recoil jet. Based on these plots, events with balanced PT values less than 0.30 were 

rejected. 

5.6.4 Chisquared/E 

An additional cut used to reject beam halo showers made use of the x2 value 

obtained from fitting the photon shower shape to the R view strip energies. Taking 

the ratio of this x2 value to the energy of the particle provides a useful measure of 

whether or not the shower was produced by a photon (or electron) from the target 

region. If the original particle was a hadron from the target or a muon travelling 

parallel to the beam direction, then the fit would be poor and the value of x2 /E 

would be much larger. Figure 5. 9 shows the distribution of x2 /E for several rapidity 

bins separated by whether or not the offiine veto wall definition was satisfied. The 

distribution for events which generated an offiine veto show a large number events 

with high values, especially in the backward rapidity region where we expect the 

largest number of muons. Based on these distributions, events with x2 /E values 

greater than 0.1 were rejected in the analysis.· 

5.6.5 Corrections for Muon Cuts 

Each of the muon cuts above rejected some of the real neutral meson events 

m addition to removing the muons. The correction for each cut was obtained 

by making harsh cuts on the data using the other variables. For example, the 

directionality cut was changed to include only showers with values between -0.l 
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Figure 5.8: Balanced PT distributions for ?r0s with PT values between 5.5 and 9.0 
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and 0.1. Using harsh cuts of this sort rejected a large fraction of events, but 

produced a sample of clean events that could be used to determine the number of 

neutral mesons killed by each cut. 

5. 7 The 11"
0 and T/ Signal Definitions 

The mass peaks obtained after making the cuts described above are shown 

in Figure 5.10. A Gaussian fit to the 11"
0 signal gave a peak value of 135 Me V / c2 

and a peak width of 6 Me V / c2
. A similar fit to the T/ signals gave a peak value 

of 548 Me V / c2 and a width of 21 Me V / c2
. Both of these masses are consistent 

with previous measurements [7]. Two techniques were used to study the inclusive 

cross sections for the pions and etas. The results obtained by :fitting parameterized 

curves to the background were generally consistent with the results obtained using 

sideband subtraction. The latter technique is equivalent (for symmetric sidebands) 

to fitting a sloping line to the background, but it has the advantage of being easy 

to automate, so sideband subtraction was used for both the 11"
0 and T/ signals. 

Events in the mass range from 450 Me V / c2 to 650 Me V / c2 were added together 

to obtain the unsubtracted T/ signal. Events in the ranges from 350 MeV /c2 to 450 

Me V / c2 and from 650 Me V / c2 to 750 Me V / c2 were subtracted from the T/ signal to 

remove the background. In this case, the mass range covered by the two sideband 

regions is the same size as the range covered by the T/ mass band, so the events in 

the sideband region were simply weighted by a value of -1. 

The 11"
0 mass region was defined to be 100 Me V / c2 to 180 Me V / c2

• A large 

portion of the 11"
0 analysis was. done ·before the cuts to supp.ress the background 
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Figure 5.10: 7ro and 'ff mass distributions after the analysis cuts have been applied. 
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had been selected, so smaller sidebands were chosen to minimize the effect of the 

curvature of the background. For PT values below 7 GeV / c2 symmetric sidebands 

were used. Events in the regions from 80 Me V / c2 to 100 Me V / c2 and from 190 

Me V / c2 to 210 Me V / c2 were given weights of -2 so that the effective mass range 

for the sideband regions would be equivalent to the mass range for the mass region. 

For PT values above 7 Ge V / c2
, asymmetric sidebands were used chosen. Events in 

the ranges from 90 Me V / c2 to 100 Me V / c2 and from 190 Me V/ c2 to 220 Me V / c2 

were weighted by a factor of -2. The asymmetric sideband regions were chosen 

to avoid oversubtraction due to the rapid rise of the background in the low mass 

region before the background rejection cuts were applied. 

5.8 The EMLAC Energy Scale 

The determination of the EMLAC energy scale is critical for the neutral meson 

and direct photon measurements because these cross sections fall so rapidly with 

PT. As an example, a 1% uncertainty in the energy scale corresponds to an 113 

uncertainty in the ?r
0 cross section. A significant portion of the analysis effort was 

directed toward understanding and controlling systematic effects in the energy scale. 

Special emphasis was given to understanding the energy scale for isolated photons, 

since the direct photons represent the primary physics goal of the experiment. The 

following subsections will describe the steps involved in determining and verifying 

the energy scale. Further information about the energy scale analysis can be found 

in [33} [34]. 
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5.8.1 EMUNP and EMREC Corrections 

As discussed in section 4.3 several corrections were applied to the strip en­

ergies at the unpacker and reconstruction levels. These corrections removed the 

individual channel variations and the largest overall variations to minimize biases 

in the reconstruction process. 

5.8.2 Octant Energy Correction 

The next step in the correction procedure was to remove octant to octant 

variations in the energy scale. These variations were caused by differences in the 

construction and operation of the octants. Examples of variations that could effect 

the octant energy scales include differences in the lead thickness, differences in the 

readout electronics, and variations in the high voltage values. This correction was 

determined by measuring the average ?r
0 mass for each octant for ?r

0 s with PT > 3.5 

GeV /c and asymmetry values less than 0.5. The average mass values varied over 

a range of about 5 % . These values were used to rescale the reconstructed shower 

energies in each octant. 

5.8.3 Boundary Corrections 

Showers in the¢ view that landed near the inner/outer ¢boundary were cor­

rected for the energy lost into the other section of <P strips. However, a comparison 

of the results obtained for the R and </> views showed that the EMREC boundary 

correction was too large. To minimize the effect of this overcorrection, the photon 



,...... 5 
~ 
(.!) 
'-"' 

(/) 4 
(/) 
0 

...J 
>. 
Ol 3 ,_ 
4) 
c 
w 
4) 

2 Ol 

... ................ 
c ,_ 
4) 

~ 

0 
20 40 60 

151 

.......... ........ .......... 
... ........ ... 

.......... ........ 
.......... El t ••••••••• ec rons 

80 100 120 

Photons 

140 160 180 200 
Energy (GeV) 

Figure 5.11: Average energy lost in the material in front of the EMLAC for pho­
tons (solid line) and electrons (dashed line) as a function of the the reconstructed 
energies. 

energy was replaced with two times the R view gamma energy for photons that fell 

within± 5 cm of the inner/outer boundary at 40.175 cm. 

5.8.4 Correction for Lost Energy 

Both photons and electrons deposit some fraction of their energy in the ma-

terial in front of the active region of the EMLAC. Monte Carlo data was used to 

determine the amount of energy lost by photons and electrons as a function of 

energy. Figure 5.11 shows a plot of the energy loss values for both photons and 

electrons. The electrons lose.more energy on average because they start showering 

earlier on average. 
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5.8.5 The Radial Correction 

There was also a systematic variation in the reconstructed masses of 1T"o and 

7J particles as a function of radial position (see Figure 5 .12). The 1T"o sample was 

obtained by selecting pions with greater than 2 GeV /cPT from the TWO GAMMA 

trigger sample. This was done to avoid the extensive overlapping of showers at high 

PT values that can cause variations in the reconstructed mass (but not the overall 

energy of the 7r
0
). The 7J events were required to have at least 3.5 Ge V / cPT and 

were obtained from the SINGLE LOCAL HI trigger sample. The radial dependence 

seen in the 7r
0 and 7J masses is similar to the effect seen in the radial dependence of 

E/P for electrons (where P is the momentum determined by the tracking system), 

which suggests the effect can be attributed to the reconstructed energy. If the 

photon energies are replaced by twice the </> view (or R view) gamma energies, the 

same variation is seen (for both views). This suggests that the effect is not simply 

an artifact of the readout geometry. 

The low PT ?r
0 sample was used to determine a correction for each octant 

independently. Each photon in the 7i'o was required to have an energy of at least 

10 Ge V to avoid effects associated with residual energy corrections and reduced 

resolution at low energies. Since the mass measurements depend on two energies, 

the determination of the radial correction had to be done iteratively. In addition, 

the radial dependence of the 1T"o and T/ masses changed when the sampling time for 

the LAC strip energies was changed during the early part of the 1990 run, so a 

separate set of corrections had to be determined for the early data. 
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5.8.6. Octant Energy Corrections Revisited 

After the corrections described above had been made, the overall octant energy 

scales were measured and corrected using T/ particles with PT values greater than 4 

Ge V / c. The TJ particles were chosen because the larger mass of the T/ causes the two 

decay photons to be well separated, so that variations in the mass value associated 

with overlapping showers were minimized. 

5.8. 7 Electrons 

One crosscheck on the validity of the energy scale for isolated photons is to 

measure two photon masses when one of the photons has been converted into an 

electron- positron pair in the target region. This takes advantage of the good 

momentum resolution of the tracking system to measure the energy of one of the 

photons very precisely, so that the consistency of the energy determination for the 

unconverted photon can be checked. 

The momentum scale for the tracking system was determined by :fitting the 

mass peaks for the K~ and J /'I! particles. The mass of the K~ particle obtained by 

measuring the decay into a charged pion pair was 497. 7 ±0 .1 Me V / c2
• The mass of 

the J /'I! particle obtained by measuring the decay into a muon pair was 3.097±0.002 

Ge V / c2
• Both of these values are in good agreement with the nominal values. Since 

this was done by tuning a single parameter (the magnetic :field strength), the good 

agreement with two different (and widely separated) masses indicates that there 

are not any large systematic effects remaining in the momentum measurements. 

Because electrons start showering earlier in the material in front of the active 
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region of the EMLAC, the shower shape for electrons is somewhat different than the 

shower shape for photons. This difference becomes negligible for high energies, but 

is significant at low energi~s. Figure 5.13 shows the average ratio of LAC energy 

to tracking system momentum (E /P) for electrons (and positrons) that were part 

of a converted photon (these electron-positron pairs were known as zero mass pairs 

or · ZMPs) as a function of the EMLAC energy. A fit to this data was used to 

remove the systematic variation in the electron energy scale due to the shower 

shape difference. 

Once the electron energy scale had been determined, the ?r
0 mass obtained 

from the 1ee mode was measured as a function of the I energy. Figure 5.14 shows 

the 1ee mass divided by the nominal ?r
0 mass. The 1ee mass is 1 % lower than 

expected because the electrons loose energy as they exit the target material. This 

effect is also seen in the Monte Carlo data. A more important feature of this plot 

is that it is flat 'as a function of photon energy, indicating that there are no PT 

dependent systematic effects in the isolated photon energy scale. 

5.8.8 Energy Scale Verification and Results 

Figure 5.15 shows the ?ro and 'r/ masses as functions of octant number, PT, 

and radial position after the final energy scale corrections have been applied. One 

further crosscheck on the energy scale for isolated photons can be obtained by 

measuring the w mass in the ?ro/ decay mode, since the third photon is effectively 

an isolated. Figure 5.16 shows the invariant mass distribution for this decay mode 

in the w region. The mass obtained by fitting this data is very close to the nominal 
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value. Figure 5.16 shows the 1!'
0 and rJ masses obtained using the final photon energy 

scale. The dip in the 1!'
0 mass at high PT is caused by the increasing overlap between 

the two showers for the higher energy 1!'
0s and does not indicate any problems in 

the isolated photon energy scale. This effect is also too small to cause any of the 

1!'
0s to fall outside of the defined mass band. The residual uncertainty in the overall 

energy scale is 0.53, which contributes an uncertainty of::::::: 63 to the overall cross 

sections at high PT. 

5.9 The Monte Carlo Simulation 

5.9.1 The Detector Simulation 

A detailed simulation of the experiment was necessary for measuring a number 

of important parameters for the experiment, including the photon shower shape and 

the reconstruction efficiency. Although the generation of the initial physics events 

was done in several different ways, all of the Monte Carlo events were propagated 

through a GEANT [35] simulation of the detector. GEANT contained tables of 

material properties and standard geometrical shapes that allowed the simulation to 

be tailored to the experiment's measured parameters. The simulation included all of 

the materials known to be present in the experiment, although some of the material 

descriptions were simplified to reduce the computer processing time. For example, 

the LAC insulation and the copper clad readout boards were both represented by 

homogeneous materials instead of including the actual multilayer structures. The 

thermal contraction of the materials from their room temperature dimensions was 

not included in the representation. 
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GEANT traced the propagation of particles through each of the materials and 

calculated the probabilities for interactions occurring in each of the materials. This 

process continued until all of the energies of the particles had energies less than 

the specified cutoff value. After the particles had reached the cutoff energy, the 

deposition of the remaining energy was handled by an external program written 

to simplify the low energy portion of the simulation. The "full" shower simulation 

used a low cutoff of 1 Me V so that the shower development would be determined 

completely within GEANT. The full shower simulation was used to determine the 

parameterization of the shower shape. However, the full .shower simulation required 

a large amount of computing time and was not practical for creating a large sample 

of simulated physics events. To obtain a larger event sample, a cutoff of 10 Me V 

was used. 

Once the particles in an event had been propagated through the system, 

GEANT produced the detector outputs, such as the LAC strip energies and hits in 

the charged tracking system and the event was written out to a tape in a format 

similar to the real data format. These outputs were based on a completely efficient 

"ideal" detector. The real detector characteristics, such as hit efficiencies and dead 

channels, were imposed on the MC data by a preprocessor that was run before the 

events were put through a full MAGIC reconstruction. This allowed the detector 

characteristics to be tuned to match the real data without having to repeat the 

CPU intensive process of propagating the particles through the experiment. 
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5.9.2 Event Generation 

The HERWIG event generator was used to produce events with roughly the 

same numbers of photons and charged particles as the real data events. The particle 

multiplicities produced by HERWIG matched the data distributions more closely 

than those produced by PYTHIA, which was also considered as an event generator. 

HERWIG was used to produce two meson samples, one rich in 7r 0s and one rich 

in rys. Several different generation thresholds were used to ensure that sufficient 

numbers of events were available for each PT range without having to generate 

an unreasonable number of low PT events. The data that fell within 0.5 GeV 

· of the generation threshold for a given sample was not used to avoid biases in the 

distributions caused by the resolution of the detector. Some differences between the 

Monte Carlo data and the real data were seen in the PT and rapidity distributions 

after all of the corrections had been applied, but these were removed by weighting 

the events. 

5.9.3 Comparison With Real Data 

The events generated by HERWIG and propagated through GEANT were 

then passed through the preprocessor and a full MAGIC reconstruction. The pre­

processor used the detector characteristics stored in the MAGIC run constants to 

match the running conditions found in the real data set. A number of comparisons 

were made to ensure that the Monte Carlo (MC) events actually matched the data. 

Figure 5.17 shows a comparison of the 7r0 mass and asymmetry distributions. Fig­

ure 5.18 shows a comparison of the Efront/Etotal distributions for .several energy 
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ranges for the MC and real data. The agreement between the MC and real data 

is satisfactory, so the MC data was used to determine corrections for several of the 

analysis cuts. 

5.10 Reconstruction Efficiency 

The reconstruction efficiencies for the neutral mesons were calculated using 

the HERWIG Monte Carlo events. These efficiencies were measured by dividing 

the number of events reconstructed in a given PT and rapidity bin using the normal 

analysis cuts (except for the veto wall cut) by the number of generated events. The 

generated events had to interact inside the target fiducial region and decay into 

two photons (or three photons for the w sample). The photons were not allowed 

to convert into electron- positron pairs upstream of the magnet (if this occurred, 

the event was not included in the denominator sample). For the ?r0 and T/ samples, 

the generated decays were required to satisfy the analysis asymmetry cuts before 

they were included in the denominator. Since the numerator used the reconstructed 

physics variables and the denominator used the generated physics variables, this 

correction also compensated for the differences between these variables. A two 

dimensional surface was fitted to the results obtained for the ?r0s and rJS. The 

parameterization of the reconstruction efficiency for the pions had the following 

form: 

71" 0 Reconstruction Efficiency= 0.973 - e(-3·609- 5.oixy+o.965 xPT) (5.2) 

This surface is shown in Figure 5.19 The fit was made to the data for the ra~idity 
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range from -0.75 to 0.75 and the PT range from 3.5 GeV/c to 9.5 GeV/c. The 

decrease in the reconstruction efficiency at high PT values in the forward rapidity 

region is caused by the showers from the high energy showers in this region coa-

lescing. A similar surface fit to the reconstruction efficiency for the rys performed. 

However, the 'r/ calculation required the Single Local Hi trigger probability to be 

greater than 5 % for an event to be included in the numerator. Because of the 

larger opening angles associated with the 'r/ decays, the effective trigger turn on for 

rys tended to be much slower and higher (in 'r/ PT), since the two photons usually 

did not fall within the same local region. The function obtained from fitting the 'r/ 

reconstruction efficiency was: 

'Tl Reconstruction Efficiency= 0.975-

e (-0.766 + 0.702XPT + l.323Xy - 0.427XPTXY - 0.161XP~ + 0.074xy) (5.3) 

5.11 Photon Conversion Probabilities 

Some fraction of the photons produced by the rapid neutral meson decays 

will be converted into electron-positron pairs before they reach the EMLAC. If the 

conversion occurs downstream of the magnet, then the position and energy of the 

resulting showers will be approximately the same as the position and energy of the 

original photon. However, if the conversion takes place upstream (or inside of) the 

magnet, the paths electron and positron will be bent away from each other and the 

energy of the original photon will be split into two EMLAC showers (or miss the 

LAC entirely). The probability that both of the photons from a 1!'
0 or 'Tl reached 
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the LAC without being converted to electron-positron pairs was calculated from 

the materials that the photon has to pass through and the interaction probabilities 

for each of the materials. The materials that each photon passed through were 

determined using the database of information compiled for the detector simulation. 

5.12 '!rigger Corrections 

The analysis of the trigger performance was divided into two sections based on 

the kind of PT information used by the triggers. The local hi and lo discriminators 

were analyzed together because they both discriminated ~he signals from groups of 

16 strips. The pretriggers and global discriminators were analyzed together because 

they used global PT signals from the biased PT adder cards. Instead of measuring 

the discriminator efficiencies as functions of reconstructed particle PT values, a 

reconstruction of the signals sent to each of the discriminators was performed. Since 

the discriminator voltage thresholds were constant within a run set, the threshold. 

for a given discriminator in terms of the online voltages will be the same over a run 

set. However, the relation between the reconstructed PT (or energy) values and 

the LAC output voltages changes over time (see Figure 4.1), so the threshold in 

terms of reconstructed PT will be a function of the time when the run occurred. 

Reconstructing the voltage signals sent to each of the discriminators avoids this 

and also avoids any biases associated with the EMREC reconstruction process. 

Simulating the voltages sent to the trigger discriminators for each event re­

quired a detailed knowledge of the gains applied to each of the strip energies. These 

measurements were made by generating pulses in the LACAMP and measuring ei-
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ther the analog output signal (for the adder cards) or the location of the threshold 

as a function of DAC setting (for the local cards). These techniques provided mea­

surements of the overall gains in the system from the LACAMPs to the biased PT 

adder cards (see Figures 3.6 and 3. 7) and the local hi and lo discriminator cards. 

The gains were generally dominated by the attenuation applied by the attenuator 

cards, but they also included any effects due to variations in the other electronics. 

These measurements were made after the 1990 run and periodically during the 1991 

run. 

The high threshold discriminator efficiencies were measured using events se­

lected by the corresponding lower threshold triggers. This technique could be used 

because the lower threshold triggers were generally fully efficient at trigger PT val­

ues well below the high trigger thresholds. Special "opposite octants" were written 

out to provide a sample of unbiased events for determining the efficiencies of the 

low threshold triggers. These opposite octants were only written out for events 

that :fired one of the high threshold triggers (Single Local Hi, Global Hi, 1/2 Global 

Hi). If an event contained a hi trigger, then the other seven octants were sorted 

according to how much transverse momentum they contained (according to the R 

view gammas) and the octant with the highest total momentum was designated 

an opposite octant. Typically the showers in this octant came from the recoil jet 

produced in the hard scattering process, so the opposite octant was usually located 

directly opposite from the hi triggered octant. If several octants contained hi trig­

gers, then an opposite octant was designated for each of the hi triggered octants. 

No trigger requirement was placed on the opposite octant itself to avoid biases. 
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Although all of the non-triggered octants could have been used to provide a data 

sample for measuring the efficiencies, this would have substantially increased the 

amount of information stored in the DST without greatly increasing the number of 

octants that contained useful amounts of electromagnetic transverse momentum. 

Selecting a single opposite octant for each hi triggered octant maximized the num­

ber of useful events while minimizing the amount of information stored in the data 

summary tapes. 

5.12.1 The Local Discriminator Analysis 

The signals sent to each of the local discriminators were reconstructed by 

weighting each of the LACAMP strip energies by the corresponding gain value 

and summing over the 16 front and 16 back section strips that were used for a 

given local. These calculations were performed by the EM unpacker after the LAC 

pedestals had been applied, but before the time variation in the energy scale had 

been removed. No corrections were made to the gains to account for image charge 

effects, but the small spatial extent of each local make such corrections unnecessary. 

The measurement of the local lo discriminator efficiency was made using op­

posite octant events and the efficiency of the local hi discriminators was determined 

using the events selected by the two gamma trigger. The two gamma trigger was 

used because its performance was dominated by the local lo discriminator and 

therefore provided a sample in the right PT range for the measurement. Although 

it would have been desirable to use the single local lo trigger for this purpose, it 

was only available for the end of the 1990 run. 
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The efficiency curves were determined independently for each local in an octant 

using the information from the Nanometrics latches. Two histograms were used for 

each local. The denominator histogram contained the trigger PT distribution for 

that local for the "raw" sample (the opposite octants for the measurement of the low 

threshold discriminators and the low threshold trigger events for the measurement 

of the high threshold discriminators). The numerator histogram contained the 

trigger PT distribution for the events from the "raw" sample which had fired the 

nanolatch bit corresponding that that local (see Figure 5.20). The efficiency curves 

obtained by dividing these two histograms were then fit using an "erf' function, 

which is convolution of a step function with a Gaussian smearing function (or 

equivalently, it is the integration of a normalized Gaussian distribution from -oo 

to x). The threshold ( r) and width (CT) parameters were determined for each local 

independently and saved in a database for each run set. These fits were then used 

to determine the probability of each local firing for a given event. The probability 

that the local discriminator card fired for an event is just the probability that at 

least one of the locals fired, or, conversely, 1 minus the probability that none of the 

locals :fired: 

PsLH = 1- II (1- Pi) (5.4) 
sunis-of-8 

In this equation, Pi is the probability that local i fired. 

5.12.2 Calibrating the Global Trigger PT Calculations 

There were three calibration procedures that had to be performed on the global 

PT calculations before the efficiencies of the global discriminators and pretriggers 
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could be measured. These procedures were originally carried out in the order in 

which they are described below and then repeated to make sure that the results for 

each procedure were not skewed by initial inaccuracies in the other values. Each of 

the procedures relied on a comparison of the global trigger PT reconstructed using 

the EMREC strip energies with the global PT values measured by the online trigger 

ADCs. The global PT ADCs used a 100 ns gate width, so these values correspond 

to the signals used in the trigger decision. The ADCs recorded the signal from each 

of the biased PT adder card for each octant (called "1/2 global PT", since each 

card summed the signal from half of an octant) as well as the sum of the signals 

from the two adder cards in each octant (referred to as "global PT" or "total global 

PT"). 

The first step in the global PT calibration was the removal of variations in 

the global gains caused by hardware changes made before the gains measurements 

were made. This was a problem for the 1990 data because the gains measurements 

were made after the run had been completed. Localized problems with the gains 

measurements were assessed by measuring the slope of the plot of reconstructed 

global PT versus the corresponding ADC value. Figure 5.21 shows this plot for 

the inner half of octant 1 for a run taken near the end of the 1990 run. A careful 

examination of this plot reveals that the data are distributed around two different 

lines. 

Finding the positions of the gains problems is difficult because the only infor­

mation available is the global PT sum for half of an octant. However, it is possible 

to select events in which a large fraction of the signal came from a specific group 
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of 8 strips. Requiring that the largest photon in an event and the largest group of 

8 trigger PT signal have the same R position provided a sample of events in which 

the desired group of 8 strips contained a large fraction of the octant's trigger PT. 

This requirement also excluded the "ramp and step" events from the calibration 

sample, which reduced the "noise" background for the measurements. The group of 

8 positions were numbered from 1 (innermost group) to 32 (the outermost group). 

Figures 5.22 and 5.23 show the events from Figures 5.21 separated into events 

with positions (determined using the above requirements) in groups 1-8 and events 

with positions in groups 9-16. Because the global PT su1!1s included contributions 

from more than just the highest group of 8, the gain correction had to be carried 

out iteratively. The first step was to measure the overall slope of the line for an 

octant. A similar slope measurement was then made for the region to be corrected. 

The ratio of these slope measurements was then used as a multiplier on the raw 

gains measurements for the affected groups and the slopes were remeasured. For in- . 

dividual group of 8 corrections, this first correction typically reduced the difference 

in the slopes by about 40-60%. By taking the ration of the remaining difference in 

the slopes to the original differences in the slopes, one can estimate the fraction of 

the global PT that is coming from the rest the octant and then use this to estimate 

the full correction needed for the group. In general the slopes were the same as 

the rest of the octant within the sensitivity of the measurements after the second 

step. Once the gains variations for set A had been completed, the other sets were 

checked in reverse chronological order, since new gains changes will be "added" as 

one gets further away from the time when the raw measurements were made. 
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A similar procedure was applied at the strip level to correct for several "hot" 

or "dead" strips. While these stripwise corrections were not sensitive to small 

variations in the gains, they were sufficient to measure gains that required large 

corrections (on the order of 503 or more). In addition to correcting for hot strips 

and dead strips, corrections were applied to the ground flash strips on the inside and 

outside of the detector. These strips have capacitance values that are significantly 

different from the normal R strips and the signals seen on the trigger timescale were 

generally about 1/2 of the signals expected based on the EMREC strip energies. 

An additional gains problem was discovered while the gains for individual 

groups of 8 were being corrected. The slope of the reconstructed trigger PT versus 

ADCed trigger PT plot increased with increasing R position within each of the 

biased PT adder cards. This effect may be the result of image charge within the 

groups of 8 occupied by the showers reducing the trigger signal. This effect increases 

with increasing R values, which is consistent with the generally linear increase in 

the capacitance with R. The sampling time for the EMREC strip energies was 

tuned to minimize the sensitivity to these image charge effects, but the trigger 

signals would have included these effects because of their short integration times. 

Based on this model of the image charge effects, the slopes would be expected to 

increase with R since the ADC values would be reduced more by the image effects 

for larger R values while the 790 ns strip energies would be relatively unaffected. 

Although these effects were not really problems with the gains measurements, the 

image. charge effects were included in the global PT calculations at the strip level 

by modifying the gains using a correction of the form 1/(A+Bx Ns) (where Ns is 
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the strip number). All of the gains corrections described above were applied to the 

gains used in the MAGIC processing pass. 

The third procedure was the determination of the cutoffs for the groups of 

8. Measurements of the voltage levels for each of the cutoffs were made during 

. 1991. However, the conversion scale between these voltages and the trigger PT 

values was unknown (there was no absolute reference for the gains measurements), 

so the scale factor for these measurements had to be determined from the data. 

This was done on a half octant basis by extrapolating the high trigger PT portion 

of the data back to the ADC axis using a linear :fit. This was repeated for different 

values of the scale factors until the linear :fits intersected the location of the ADC 

"zero" (the value corresponding to no input, which was generally set to be about 

50 counts out of the 1024 count range). The low PT end of the data was excluded 

because it tended to drag the :fits toward the ADC zero and reduce the sensitivity 

of the measurement. This technique was used for all of the octants except octant 

4. The biased PT adder cards for octant 4 were repaired after the 1990 run and the 

measurements of the cutoff voltages after the repair did not show good agreement 

with the data. A single cutoff value was applied to all of the groups in each half of 

octant 4. 

5.12.3 Global Discriminator Efficiency Measurements 

The efficiency curve for each global lo discriminator was measured as a function 

of the total global PT in the octant using the opposite octant events. Some of the 

calibration effects described above were different for the inner and outer biased 
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PT adder cards for each octant, so a comparison of the efficiencies for inner and 

outer events was made. No significant differences in the efficiencies for the inner 

and outer events were found, so the inner and outer events were added together in 

measuring the ·global discriminator efficiencies. 

While the efficiencies did not seem to vary strongly with the position of the 

largest shower in the octant, there was a variation in the efficiency as a function 

of the number of photons in the event. This effect may have been caused by 

image charge effects beyond the "self imaging" effect for each photon that was 

compensated for in the gains modifications. To accommodate this dependence, the 

efficiency measurements were separated according to the event topologies. Instead 

of using the number of photons found by EMREC, which depends on the details 

of the EMREC reconstruction process, a variable based on the trigger group of 8 

information was defined. This definition counted the front and back sections for a 

group of 8 strips as part of the same unit so that showers which produced signals 

above the cutoffs in both front and back would not be counted as two photons. 

Using this definition of a "trigger group", the efficiencies were measured separately 

for events that involved 1 or 2 trigger groups and for events that involved 3 or 

more trigger groups. Separating the efficiency measurements this way minimizes 

the tendency to overcorrect events containing only 1 or 2 photons and undercorrect 

events with many photons. Figures 5.24 shows the results of these measurements 

for two different octants. The efficiencies for the different run sets (see in Chapter 

3) were compared and the events from contiguous run sets were combined as much 

as possible within the threshold sets in order to obtain sufficiently large samples to 
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constrain the measurements in the threshold region. The results obtained in this 

manner were fit with erf functions and the threshold, width, and plateau values 

were stored for use in calculating event-wise corrections. 

The globa:l hi discriminator efficiencies were measured in the same fashion as 

the global lo discriminator measurements, but the global lo events were used as 

the references sample for the measurements. For those run sets in which the global 

lo trigger was dead or inefficient for a particular octant, the global hi efficiencies 

were not measured, because there were not enough events in these other samples 

to measure the behavior of the efficiency curves in the threshold regions. However, 

events from some of the other lo threshold triggers were used to attempt to verify 

that the global hi discriminator was fully efficient above a high cutoff (typically 5-6 

GeV /c), so that the higher PT events from these octants could be used. As with 

the global lo measurements, run sets were combined as much as possible in making 

the global hi discriminator measurements in order to obtain sufficient statistical 

samples to constrain the measurements. The global hi efficiency curves were also 

fit using erf functions. Figure 5.25 shows the global hi efficiencies for two octants. 

5.12.4 Pretrigger Efficiency Measurements 

The techniques used to measure the pretrigger hi efficiencies were similar to 

those used to measure the global discriminator efficiencies. However, there were 

several factors that made the pretrigger hi measurements more difficult. The first 

was that the only reliable information on the pretriggers came from the octant 

pretrigger store. These bits were "OR" ed over the two zero-crossing discriminators 
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for each octant and included several vetoes which were not directly latched by the 

discrete logic units. 

In order to calculate the probability of the zero cross OR accurately, the effi­

ciency of the inner and outer zero-crossing discriminators had to be measured sep­

arately. To do this, the "location" of the event was found by determining whether 

the inner or outer half of the octant had more trigger PT. If the other half of the 

octant had more than 0.4 GeV of trigger PT (not "real" PT), then the event was 

rejected. This cutoff ensured that the contribution of the other half of the octant 

to the probability of satisfying the zero-cross OR requirement was negligible. 

The vetoes included in the pretrigger store information were already accounted 

for in the beam normalization definition, so the events that fired these vetoes had 

to be removed from the opposite octant sample used to measure the pretrigger 

hi efficiencies. The events that fired the SCR veto were easily removed using the 

latched SCR information. However, the events that fired the veto wall vetoes were 

more difficult to remove because the online veto signals were not latched. These 

events were removed by requiring that there be no hits in any of the 15 time buckets 

of the Minnesota Latches for the quadrant shadowing the opposite octant. The last 

veto was the early PT veto, which was not latched in any form for most of the 

run. However, an early PT latch was installed starting with run 9247 so that some 

information would be available for the pretrigger studies. This data was used to 

understand how to extract the proper efficiency information from the earlier data. 

This was done by comparing fits to the data with and without the early PT rejection 

applied to the opposite octant event .sample. Fits to the data without the early 
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PT rejection applied to the sample were made using an erf function with a variable 

plateau. The plateaus for the event sample with the offiine early PT rejection were 

generally completely efficient and were fit with an erf function with a plateau value 

of 1. The threshold (defined as 503 of the plateau value) and widths of the fits to 

the two samples were found to be the same within the limits of the sensitivities of 

the measurements. Based on this, all of the pretrigger hi measurements were made 

by fitting the data with a variable plateau value and then setting the plateau value 

to 1 in the probability calculations. The early PT cut was not applied to any of 

the 1990 data sample to avoid the possibility of systematic differences between the 

data sets (the veto wall and SOR cuts were still applied). An additional cut was 

applied to remove events that were dominated by out of time interactions. This 

was necessary because the pretrigger definition was a timing definition as well as 

a threshold definition. These out of time events were removed by requiring that 

there not be more than 403 of the PT in the octant that comes from more than 

25ns out of time according to the photon TVCs. This cut did not significantly alter 

the topology distribution of the opposite octant events. 

The inner zero-cross measurements were separated into events in which 1-2 

trigger groups were above the cutoffs and events in which 3 or more trigger groups 

were above the cutoffs. The miter half of the octant covered a significantly smaller 

rapidity region and did not have many events that fired more than 2 trigger groups, 

so the outer zero- cross measurement was not separated into topology bins. Figure 

5.26 shows the pretrigger hi efficiencies summed over octants. 

The pretrigger lo efficiencies (which are only used for the two gamma trigger) 
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were measured in the same manner as the pretrigger hi efficiencies. However, the 

SCR and veto wall cuts on the opposite octant data set were not needed, since 

the pretrigger lo information was stored without these vetoes. The fits to these 

efficiency curves were complicated by a slow transition from ;:::::; 903 to 1003 in 

some of the octants, which was caused by an accidental shift in the signal delays 

between the two gamma pretrigger unit and the two gamma pretrigger store. The 

fits to this data were carried out using an erf multiplied by a modulating function 

of the form (1-BxGaussian). 

5.12.5 Summary of Trigger Efficiencies 

Although the trigger PT variables are the proper variables for measuring the 

discriminator efficiencies, they are not directly related to the corresponding physics 

variables. Figures 5.26, 5.28, and 5.27 show the discriminator efficiencies in terms 

ofleading 7r
0 PT. The efficiencies should look similar for events in which the leading 

particle is a / when plotted as a function of the photon PT. The efficiencies for 

events in which the leading particle was an rJ or w will tend to have higher thresholds 

when plotted as functions of the leading particle PT because much (or all) of the 

energy from the second (or third) photon will not contribute to the trigger signal. 

For the local discriminators, this will be because the photons do not all land within 

the same local. For the global discriminators, this will be a result of the large 

cutoffs applied to the photons because they land in different groups of 8. For the 

rJ s and w s, there will be an enhancement in the trigger probability for events in 

which all of the photons fall within the same 1 or 2 trigger groups. This effect has 
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been simulated in the Monte Carlo using the measured efficiencies and the results 

agree well with the data. 

5.13 Beam Normalization 

To properly normalize the cross section measurements the number of beam 

particles that could have triggered the system must be known. This quantity, 

known as "Live Triggerable Beam" (LTB), was determined using scalers which 

counted the number of beam particles passing through the experiment as well as 

several quantities used to determine the fraction of the beam particles for which the 

trigger was ready to fire, known as the "live faction". The factors used to calculate 

the live fraction were the data acquisition live fraction, the clean interaction live 

fraction, the pretrigger live fraction, and the octant trigger live fractions. Each 

of these factors was assumed to be independent of the other factors. The actual 

calculation of the live fraction from the scalers used the following equation: 

Live Fraction = (Clean Interaction Fraction) X (Pretrigger Live Fraction) x 

("Trigger Live Fraction") x (Computer Live Fraction) 

= ( CLNINT /INT) x 

([Pretrigger_OR + No_Pretrigger)/Liveint) X 

(1-[Gated_Int*(Octant Early PT+ Quadrant Veto Wall +SCR)/Gated_IntJ) x 

(Live_Beam/Beam) 

Each octant had its own live fraction because the vetoes from the halo rejection and 

early PT rejection systems varied from octant to octant. The trigger thresholds and 
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0
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II FACTOR I LIFETIME FRACTION II 
Clean Interaction 0.9-0.95 

Pretrigger 0.9-0.95 
"Trigger" 0.8-0.9 
Computer 0. 75-0.85 

Table 5.1: Typical ranges for the various contributions to the livetime for the 1990 
run. 

prescaling factors were adjusted during the run to maintain a live fraction between 

403 and 603 to optimize the amount of data taken. Typically values for the 

live fractions from each of the factors are shown below in Table 5.1 The overall 

calculation of the live triggerable beam used the following formula: 

NLTB = NBeam1*BH X (LiveFraction) (5.5) 

In principle, the scaler for Beaml *BH should have provided the number of incident 

beam particles that passed through the experiment's targets. However, this number 

must be corrected for the misalignment of the targets with respect to the beam hole 

counter (and the rest of the system-see Figure 3 .1). This was included as a separate 

factor in the cross section calculations because it depends on the choice of the target 

fiducial region. 

5.14 Beam Energy 

The momentum of particles transported by the secondary beam line was deter-

mined primarily by the current settings of a pair of dipole magnets. The correlation 

between the currents used in these magnets and the momentum of the transported 

beam was determined using the 800 Ge V primary proton beam from the accelerator 

and extrapolating to the settings used for the pion data. This measurement was 



192 

verified using the E706 tracking system to measure the momenta of beam particles 

that did not interact [36]. This sample was obtained using the prescaled beam 

trigger, so the events were distributed throughout the run and should properly 

reflect any changes that occurred during the run. The average beam momentum 

was determined using these techniques to be 515 GeV /c with an RMS width of 30 

GeV /c. 

5.15 Cross Section Calculations 

The invariant cross section per nucleon (in pb/(GeV /c)2
) for inclusive pro-

· duction of a given particle (e.g. 7ro or 'r/) was given by: 

(5.6) 

The first term is the phase space term for the PT and pseudo-rapidity variables 

used for the measurement. The second term is the factor for the nucleon area density 

of the target material. Ncorr is the number of events in a given PT and pseudo-

rapidity bin after the corrections have been applied. Corrections were applied to 

account for the following factors: 

• Octant trigger weight 

• EMLAC acceptance 

• Reconstruction efficiency 

• Photon conversion 

• Beam absorption in the targets 

• Asymmetry cut 
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Summary of Correction Values 

Source of Correction j Correction Value 

photon conversions 1.175 (Be) 
1.380 (Cu) 

beam absorption 1.054 (Be) 
1.007 (Cu) 

asymmetry cut 1.333 
veto wall cut 1.05 

directionality cut 1.021 
balanced PT cut (0.91+0.009*PT )-1 

scaled x2 cut 1.016 
beam contamination 1.005 
target fiducial region 1.35 
vertex reconstruction 1.004 

branching ratio 1.012 

Table 5.2: Summary of the corrections for 7r
0 analysis. The photon conversion and 

beam absorption corrections have been averaged. 

• Veto wall cut 

• Directionality cut 

• Balanced PT cut 

• x2 /E cut 

•Muon contamination of the beam 

• Target :fiducial cut 

• Vertex reconstruction efficiency 

For the meson measurements there is also a factor for: 

• Branching ratio to measured decay mode 

(e.g. two photon mode for 7r
0s and 'f/S) 

The sizes of the corrections for these factors are shown in Table 5. 2 



Chapter 6 
NEUTRAL MESON RESULTS 

6.1 ?ro Cross Section Results 

The invariant cross sections for 1ro production presented in this chapter were 

calculated using the techniques described in the previous chapter. Figure 6.1 shows 

the invariant cross section per nucleon for the beryllium target as a function of 

PT. The center of mass rapidity range for all of the results in this section has 

been restructed to -0. 75 < y < 0. 75 to avoid the large corrections associated with 

the rapidly decreasing acceptance values outside of this range. The errors shown 

in all of the figures in this section are statistical. The systematic errors on these 

measurements are discussed in Section 6.5. Table 6.1 contains the values plotted 

in Figure 6.1. Figure 6.2 shows a comparison of the E706 results with a selection 

of results from other experiments measuring pion production. The E706 data is 

higher than the results from the other experiments because of the higher center 

of mass energy. The E706 data sample is clearly much larger than most of the 

previous measurements, and the use of multiple trigger thresholds ensured good 

statistical coverage over the entire range of transverse momentum accessible to the 

experiment. The limitations on measuring the low PT signal were imposed by the 

efficiency and resolution limitations of the low energy shower reconstruction. The 

rapidity distributions for the 7r
0 events in several PT bins are shown in Figure 6.3 

and tabulated in Tables 6.2-6.5. The rapidity distributions are shifted forward 

(toward the positive rapidity side) because the rapidity has been calculated in the 

pion-nucleon reference frame instead of the parton center of mass frame. Figure 

6.4 shows the invariant cross section per nucleon for the copper target as a function 

of PT. The values for pion production from the copper target are shown in Table 

6.6. Figure 6.4 also shows a comparison between the measured cross sections and 

NLL predictions for the pion cross sections using two different Q2 definitions. The 

194 
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NLL predictions were obtained by running the program written by A versa et al (see 

reference [37]) using the fragmentation distributions described in reference [38]. The 

NLL data has been rescaled to compensate for the measured nuclear dependence 

in the E706 data. In Figure 6.4, the copper data and the corresponding NLL data 

were divided by a factor of 20 so that comparisons between data and theory could 

be shown for both of the targets simultaneously. The data in Table 6.6 has not 

been divided by this factor. 
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Figure 6.1: Inclusive 11"0 production cross section for the Be targets. Data from the 
prescaled interaction, prescaled pretrigger, and single local hi triggers were used. 
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PT Range er per Nucleon PT Range er per Nucleon 
(GeV /c) (pb/(GeV /c)2

) (GeV /c) (pb/(GeV /c)2
) 

0.60 - 0.75 ( 4.14 ± 0.62) E+9 4.4 - 4.5 (2.172 ± 0.019) E+3 
0. 75 - 0.90 (1.36 ± 0.20) E+9 4.5 - 4.6 (1.681 ± 0.015) E+3 
0.90 - 1.05 (6. 7 ± 1.0) E+8 4.6-4.7 (1.285 ± 0.013) E+3 
1.05 - 1.20 (3.52 ± 0.53) E+8 4.7 - 4.8 (1.007 ± 0.011) E+3 
1.20 - 1.35 (1.68 ± 0.25) E+8 4.8 - 4.9 779 ± 10 
1.35 - 1.50 (7.7 ± 1.2) E+7 4.9 - 5.0 616.9 ± 8.8 
1.50 - 1.65 ( 4.09 ± 0.63) E+7 5.0 - 5.1 488.4 ± 7.3 
1.65 - 1.80 (2.27 ± 0.36) E+7 5.1 - 5.2 387.6 ± 6.4 
1.8 - 2.0 (8.4 ± 1.3) E+6 5.2 - 5.3 300.8 ± 5.6 
2.0 - 2.1 (5.62 ± 0.93) E+6 5.3 - 5.4 242.2 ± 5.1 
2.1 - 2.2 (2. 731 ± 0.053) E+6 5.4 - 5.5 198.6 ± 4.4 
2.2 - 2.3 (1.865 ± 0.041) E+6 5.5 - 5.6 152.1 ± 3.8 
2.3 - 2.4 (1.311 ± 0.032) E+6 5.6 - 5.7 119.1 ± 3.3 
2.4 - 2.5 (9.22 ± 0.24) E+5 5.7 - 5.8 96.2 ± 3.0 
2.5 - 2.6 (6.58 ± 0.19) E+5 5.8 - 5.9 76.9 ± 2.7 
2.6 - 2.7 (5.01 ± 0.16) E+5 5.9 - 6.0 58.4 ± 2.2 
2.7 - 2.8 (3.40 ± 0.12) E+5 6.0 - 6.125 45.0 ± 1.7 
2.8 - 2.9 (2.371 ± 0.094) E+5 6.125 - 6.25 35.7±1.6 
2.9 - 3.0 (1.809 ± 0.083) E+5 6.25 - 6.375 28.6 ± 1.3 
3.0 - 3.1 (1.396 ± 0.074) E+5 6.375 - 6.5 23.3 ± 1.3 
3.1 - 3.2 (9.25 ± 0.56) E+4 6.5 - 6.625 16.29 ± 0.99 
3.2 - 3.3 (7.46 ± 0.50) E+4 6.625 - 6.75 13.60 ± 0.88 
3.3 - 3.4 ( 4.52 ± 0.37) E+4 6.75 - 6.875 9.68 ± 0.73 
3.4 - 3.5 (3.39 ± 0.11) E+4 6.875 - 7.0 7.76 ± 0.66 
3.5 - 3.6 (2.544 ± 0.081) E+4 7.0 - 7.25 5.11 ± 0.38 
3.6 - 3.7 (1.936 ± 0.068) E+4 7.25 - 7.5 3.09 ± 0.30 
3.7 - 3.8 (1.423 ± 0.058) E+4 7.5 - 7.75 1.45 ± 0.20 
3.8 - 3.9 (1.066 ± 0.048) E+4 7.75 - 8.0 0.97 ± 0.15 
3.9 - 4.0 (8.22 ± 0.43) E+3 8.0 - 8.5 0.500 ± 0.079 
4.0 - 4.1 (6.038 ± 0.035) E+3 8.5 - 9.0 0.160 ± 0.040 
4.1 - 4.2 ( 4.645 ± 0.030) E+3 9.0 - 10.0 0.038 ± 0.014 
4.2 - 4.3 (3.580 ± 0.026) E+3 10.0 - 12 0.0021 ± 0.0021 
4.3 - 4.4 (2.817 ± 0.023) E+3 

Table 6.1: Invariant cross section for 1ro production for the Be target (from Figure 
6.1). 
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Figure 6.2: Inclusive 7ro production cross section per nucleon for the Be targets. 
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been included. 
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Figure 6.3: Rapidity distribution of inclusive 7r
0s produced in the Be target for 

several PT bins. The distributions are shifted to forward rapidities because the 
calculation has been performed with respect to the center of mass frame for the 
pion-nucleon system, not the parton center of mass frame. For proton-nucleon 
collisions the distribution would be peaked at zero. 
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I Rapidity Range J a 

-0.75 - -0.60 1275 ± 35 
-0.60 - -0.45 2378 ± 41 
-0.45 - -0.30 3536 ± 37 
-0.30 - -0.15 4090 ± 38 
-0.15 - 0.00 4433 ± 37 
0.00 - 0.15 4621 ± 37 
0.15 - 0.30 4757 ± 38 
0.30 - 0.45 4711 ± 40 
0.45 - 0.60 4520 ± 41 
0.60 - 0.75 4184 ± 41 

Table 6.2: Rapidity distributions for inclusive ?r
0 production for 4.0 Ge V / c < PT 

< 4.5 GeV /c (see Figure 6.3). 

j Rapidity Range J a 

-0. 75 - -0.60 350.5 ± 8.7 
-0.60 - -0.45 472.6 ± 8.3 
-0.45 - -0.30 619.4 ± 8.8 
-0.30 - -0.15 700.5 ± 9.4 
-0.15 - 0.00 792.9 ± 9.7 
0.00 - 0.15 832.7 ± 9.6 
0.15 - 0.30 850.9 ± 9.8 
0.30 - 0.45 829.6 ± 9.9 
0.45 - 0.60 814.4 ± 10 
0.60 - 0.75 723.2 ± 10 

Table 6.3: Rapidity distributions for inclusive 7r
0 production for 4.5 GeV /c < PT 

< 5.5 GeV /c (see Figure 6.3). 
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I Rapidity Range I er 

-0. 75 - -0.60 21.9 ± 1.2 
-0.60 - -0.45 30.4 ± 1.3 
-0.45 - -0.30 42.5 ± 1.5 
-0.30 - -0.15 49.4±1.7 
-0.15 - 0.00 56.8 ± 1.9 
0.00 - 0.15 63.9 ± 1.9 
0.15 - 0.30 64.0 ± 1.9 
0.30 - 0.45 56.8 ± 1.8 
0.45 - 0.60 55.5 ± 1.8 
0.60 - 0. 75 43.8 ± 1.7 

Table 6.4: Rapidity distributions for inclusive 7r
0 production for 5.5 Ge V / c < PT 

< 7.0 GeV /c (see Figure 6.3). 

I Rapidity Range I er 

-0. 75 - -0.60 0.97 ± 0.26 
-0.60 - -0.45 0.92 ± 0.23 
-0.45 - -0.30 2.24 ± 0.36 
-0.30 - -0.15 2.25 ± 0.49 
-0.15 - 0.00 3.81 ± 0.48 
0.00 - 0.15 4.52 ± 0.50 
0.15 - 0.30 3.70 ± 0.48 
0.30 - 0.45 3.29 ± 0.49 
0.45 - 0.60 2.67 ± 0.47 
0.60 - 0.75 2.14 ± 0.42 

Table 6.5: Rapidity distributions for inclusive 7r
0 production for 7.0 Ge V / c < PT 

< 8.0 GeV /c (see Figure 6.3). 
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6.2 7ro Nuclear Dependence 

The nuclear dependence of the ?ro cross section was measured using the pa­

rameterization given in equations 1.8 and 1.9. Figure 6.5 and Table 6.8 show the 

values of the nuclear dependence parameter a measured for inclusive ?ro production 

as a function of PT. The data is consistent with a single value for PT values above 

;:::::: 3.5 GeV /c. The average value of a for the PT range from 4.0 GeV /c to 8.5 

GeV /c is 1.1100 ± 0.0034. Figure 6.6 shows a comparison between the E706 values 

and similar measurements of charged pion production made by E258 (see reference 

[39]) using a 200 GeV /c beam. The agreement is quite good, which indicates that 

the analysis techniques are sound and can be used with confidence to measure the 

nuclear dependence of direct photon production. Figure 6. 7 and Table 6.8 show the 

variation in a as a function of rapidity for a PT bin containing a large statistical 

sample. Although it is possible that a is decreasing slightly at the edges of the 

rapidity range, there is no significant dependence on rapidity within the statistical 

errors. 

6.3 1/ Cross Section Results 

Figure 6.8 and Table 6.9 show the invariant cross section per nucleon for 

inclusive T/ production for the beryllium target as a function of PT for the center 

of mass rapidity range -0. 75 < y < 0. 75. The T/ sample at low PT values is not 

as large as the sample for the pions because the separation between the 'ff decay 

photons tends to be large (at 4 GeV /c the separation is on the order of 25 cm), 

which reduces the probability of triggering. The T/ signal at low PT is also reduced 

by the requirement that the decay photons fall within the same octant. Figure 6.9 

and Tables 6.10-6.13 show the distribution of T/ events across rapidity for several PT 

bins. As with the ?r0 distributions, the T/ rapidity distributions are shifted toward 

the forward region because the rapidities have been defined in the center of mass 

frame for the pion-nucleon system, not the frame for the partons. Figure 6.10 and 

Table 6.14 show the data for inclusive T/ production in the copper target. 
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Figure 6.4: Comparison of ?ro cross sections for Be and Cu with NLL calculations 
described in the text. The calculations have been rescaled to account for the mea­
sured nuclear dependence. 
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PT Range O' per Nucleon 
(GeV /c) (pb/(GeV /c)2

) 

3.5 - 3.6 25610 ± 270 
3.6 - 3.7 20670 ± 230 
3.7 - 3.8 16310 ± 180 
3.8 - 3.9 12610 ± 150 
3.9 - 4.0 9650 ± 130 
4.0 - 4.1 7560 ± 110 
4.1 - 4.2 5707 ± 93 
4.2 - 4.3 4442 ± 90 
4.3 - 4.4 3467 ± 66 
4.4 - 4.5 2666 ± 60 
4.5 - 4.6 2111 ± 48 
4.6 - 4.7 1616 ± 40 
4.7 - 4.8 1225 ± 35 
4.8 - 4.9 1025 ± 32 
4.9 - 5.0 778 ± 27 
5.0 - 5.1 596 ± 21 
5.1 - 5.2 447 ± 18 
5.2 - 5.3 373 ± 18 
5.3 - 5.4 302 ± 15 
5.4 - 5.5 263 ± 14 
5.5 - 5.6 181 ± 11 
5.6 - 5.7 161 ± 11 
5.7 - 5.8 117.0 ± 8.7 
5.8 - 5.9 84.3 ± 7.8 
5.9 - 6.0 64.l ± 6.7 

6.0 - 6.125 57.7 ± 5.2 
6.125 - 6.25 41.0 ± 4.4 
6.25 - 6.375 30.3 ± 3.6 
6.375 - 6.5 22.9 ± 3.1 
6.5 - 6.625 23.5 ± 3.3 

6.625 - 6.75 14.3 ± 2.3 
6.75 - 6.875 13.0 ± 2.2 
6.875 - 7.0 9.9 ± 2.2 

7.0 - 8.0 3.09 ± 0.39 
8.0 - 10.0 0.183 ± 0.080 

Table 6.6: Invariant cross section for 11"0 production for the Cu target (see Figure 
6.4). 
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Figure 6.5: Nuclear dependence of inclusive 71" 0 production measured using the Be 
and Cu targets. Note that the value for a decreases toward the shadowing value of 
2/3 as PT decreases. The average value of a for the range from 4.0 GeV /c to 8.5 
GeV /c is 1.1100 ± 0.0034 and seems to be constant from 3.0 GeV /c to 8.0 GeV /c. 
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j Rapidity Range I a 

0.6 - 0.9 0. 796 ± 0.048 
0.9 - 1.2 0.857 ± 0.042 
1.2 - 1.6 0.930 ± 0.044 
1.6 - 2.0 1.002 ± 0.014 
2.0 - 2.5 1.040 ± 0.016 
2.5 - 3.0 1.080 ± 0.022 
3.0 - 3.5 1.1146 ± 0.0040 
3.5 - 4.0 1.1112 ± 0.0029 
4.0 - 4.5 1.1094 ± 0. 0044 
4.5 - 5.0 1.1175 ± 0.0068 
5.0 - 5.5 1.104 ± 0.011 
5.5 - 6.0 1.097 ± 0.019 
6.0 - 6.5 1.069 ± 0.030 
6.5 - 7.0 1.128 ± 0.047 
7.0 - 7.5 1.025 ± 0.084 
7.5 - 8.5 1.127 ± 0.12 

Table 6. 7: Nuclear dependence parameter a for inclusive -rr0 production as a function 
of PT (see Figure 6.5). 

I Rapidity Range j a 

-0. 75 - -0.60 1.074 ± 0.048 
-0.60 - -0.45 1.101 ± 0.024 
-0.45 - -0.30 1.119 ± 0.015 
-0.30 - -0.15 1.103 ± 0.013 
-0.15 - 0.00 1.120 ± 0.011 
0.00 - 0.15 1.117 ± 0.011 
0.15 - 0.30 1.120 ± 0.011 
0.30 - 0.45 1.093 ± 0.012 
0.45 - 0.60 1.122 ± 0.012 
0.60 - 0.75 1.095 ± 0.014 

Table 6.8: Nuclear dependence of inclusive 71"
0 production as a function of rapidity 

(see Figure 6.7). 
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Figure 6.6: Comparison of E706 1ro nuclear dependence measurements with E258 
measurements for charged pion production. The triangles correspond to the 1r+ 
data and the squares ,correspond to the 7r- data. 



208 

• • • • • + • • 
1 ............................................................................................................................................ . 

0.5 

0 
-0.6 -0.4 -0.2 0 0.2 0.4 0.6 

y (Rapidity) 

Figure 6. 7: Nuclear dependence of inclusive 7ro production as a function of rapidity 
for events with 4.0 < PT < 4.5 GeV /c. 
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PT Range <r per Nucleon I 
(GeV /c) (pb/(GeV /c)2

) I 
3.4 - 3.6 10980 ± 450 
3.6 - 3.8 7390 ± 280 
3.8 - 4.0 4490 ± 180 
4.0 - 4.2 2640 ± 110 
4.2 - 4.4 1667 ± 69 
4.4 - 4.6 991 ± 44 
4.6 - 4.8 594 ± 28 
4.8 - 5.0 369 ± 19 
5.0 - 5.25 221±11 
5.25 - 5.5 112.7 ± 7.1 
5.5 - 5.75 62.9 ± 4.9 
5.75 - 6.0 34.5 ± 3.5 
6.0 - 6.5 18.1 ± 1.4 
6.5 - 7.0 4.90 ± 0.75 
7.0 - 7.5 1.52 ± 0.39 
7.5 - 8.0 0.62 ± 0.24 
8.0 - 9.0 0.273 ± 0.088 
9.0 - 10.0 0.012 ± 0.040 

' 
Table 6.9: Invariant cross section for T/ production for the Be target (see Figure 
6.8). 

Figure 6.10 also shows a comparison between the measured cross sections 

and NLL predictions obtained from the code written by Aversa et al using the 

fragmentation functions described in (40]. Based on the pion results, Q2 = P~ / 4 

has been used for the T/ comparison. Within the NLL calculations, the etas are 

constrained to lie within a cone of size 6 (in radians) with respect to the original 

parton to eliminate backgrounds from spectator particles. The values shown in 

Figure 6.10 reflect the range that the authors of the NLL code consider to be 

reasonable. The NLL data has been rescaled to compensate for the measured 

nuclear dependence in the E706 data. In Figure 6.10, the copper data and the 

corresponding NLL data were divided by a factor of 20 so that comparisons between 

data and theory could be shown for both of the targets simultaneously. The data 

in Table 6.14 has not been divided by this factor. 
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Figure 6.8: Inclusive 'T/ production cross section for the Be targets. 
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Figure 6.9: Rapidity distribution of inclusive rJS produced in the Be target for 
several PT bins. The rapidities are shifted forward because the calculation used the 
particle center of mass frame instead of the parton center of mass frame. 
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I Rapidity Range I o-

-0. 75 - -0.60 1550 ± 490 
-0.60 - -0.45 1900 ± 480 
-0.45 - -0.30 5820 ± 610 
-0.30 - -0.15 7000 ± 620 
-0.15 - 0.00 8690 ± 570 
0.00 - 0.15 8470 ± 530 
0.15 - 0.30 8470 ± 560 
0.30 - 0.45 9230 ± 530 
0.45 - 0.60 9000 ± 530 
0.60 - 0. 75 7300 ± 640 

Table 6.10: Rapidity distributions for inclusive 'T/ production for 3.5 GeV /c < PT 
< 4.0 GeV /c (see Figure 6.9). 

I Rapidity Range I o-

-0. 75 - -0.60 5400 ± 170 
-0.60 - -0.45 1080 ± 180 
-0.45 - -0.30 1860 ± 170 
-0.30 - -0.15 1770 ± 180 
-0.15- 0.00 2490 ± 160 
0.00 - 0.15 1980 ± 150 
0.15 - 0.30 2710 ± 160 
0.30 - 0.45 2240 ± 160 
0.45 - 0.60 2440 ± 160 
0.60 - 0. 75 2360 ± 160 

Table 6.11: Rapidity distributions for inclusive 17 production for 4.0 GeV /c < PT 
< 4.5 GeV /c (see Figure 6.9). 
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J Rapidity Range I CT 

-0. 75 - -0.60 124 ± 28 
-0.60 - -0.45 205 ± 30 
-0.45 - -0.30 319 ± 28 
-0.30 - -0.15 380 ± 31 
-0.15 - 0.00 393 ± 30 
0.00 - 0.15 388 ± 28 
0.15 - 0.30 458 ± 31 
0.30 - 0.45 458 ± 29 
0.45 - 0.60 456 ± 28 
0.60 - 0. 75 434 ± 27 

Table 6.12: Rapidity distributions for inclusive 'T/ production for 4.5 GeV /c < PT 
< 5.5 GeV /c (see Figure 6.9). 

I Rapidity Range I CT 

-0.75 - -0.60 10.4 ± 3.0 
-0.60 - -0.45 15.1 ± 2.9 
-0.45 - -0.30 21.1 ± 3.5 
-0.30 - -0.15 23.7 ± 3.5 
-0.15 - 0.00 31.6 ± 4.2 
0.00 - 0.15 28.l ± 3.7 
0.15 - 0.30 27.2 ± 3.6 
0.30 - 0.45 30.7 ± 3.8 
0.45 - 0.60 31.l ± 3.8 
0.60 - 0.75 20.l ± 3.7 

Table 6.13: Rapidity distributions for inclusive 'T/ production for 5.5 GeV /c < PT 
< 7.0 GeV /c (see Figure 6.9). 
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6.4 T/ Nuclear Dependence 

The nuclear dependence of the ry cross section was measured using the param­

eterization given in equations 1.8 and 1.9. Figure 6.11 and Table 6.15 show the 

values of the nuclear dependence parameter a measured for inclusive ry production 

as a function of PT. The data is consistent with a single value across the PT range, 

although the statistical errors are large for the lowest PT bins. Measuring the value 

for the range from 3.5 GeV /c to 7.0 GeV /c gives a value of 1.137 ± 0.0019 for a. 

A preliminary value for a for inclusive w production (from L. de Barbaro [41])has 

also been included in Figure 6.11, although the sample of ws is not as large and 

does not provide the resolving power that the ?r
0 and ry samples do. The value for 

a for the ws is close to the values for the pions and etas, but the statistical errors 

do not exclude the possibility of no enhancement. In general, the neutral meson 

results are consistent with the previous measurements made for charged particle 

production. 

6.5 Systematic Errors 

For the cross section measurements, the systematic uncertainties came pri­

marily from the following sources: 

• The EMLA C energy scale 

Based on the analysis of the meson masses as functions of octant, R 

position, asymmetry, and meson energy, the overall energy scale uncer­

tainty was estimated to be 0.5%. The resulting uncertainties in the 

cross sections were determined by making fits to the data of the form 

Ed3u/dp3 = C(l - xT)m/Pr and calculating the derivative with respect 

to PT. The product of this derivative and the fractional uncertainty in 

the energy scale is the uncertainty in the cross section. Using this tech­

nique, the uncertainties in the cross sections were determined to be~ 6% 

at 4 GeV /c rising to~ 7.5% at 8 GeV /c for both the pion and eta cross 
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Figure 6.10: Comparison of 17 cross sections for Be and Cu with NLL calculations 
using Q2 = P~/4. The calculations have been rescaled to account for the mea­
sured nuclear dependence. The parameter 8 is the cone size (in radians) used in 
determining the theoretical prediction. 
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PT Range O" per Nucleon 
(GeV /c) (pb/(GeV /c)2

) 

3.50 - 3.75 11900 ± 1000 
3.75 - 4.00 4870 ± 560 
4.00 - 4.25 3400 ± 320 
4.25 - 4.50 1810 ± 190 
4.50 - 4.75 978 ± 96 
4. 75 - 5.00 556 ± 62 
5.00 - 5.50 200 ± 21 
5.50 - 6.00 63.2 ± 9.6 
6.00 - 7.00 14.7 ± 2.8 
7.00 - 8.00 2.38 ± 0.77 

Table 6.14: Invariant cross section for TJ production for the Cu target (see Figure 
6.10). . 

I Rapidity Range I a 

2.0 - 2.5 1.09±0.17 
2.5 - 3.0 0.97 ± 0.36 
3.0 - 3.5 1.145 ± 0.061 
3.5 - 4.0 1.110 ± 0.038 
4.0 - 4.5 1.149 ± 0.039 
4.5 - 5.0 1.164 ± 0.041 
5.0 - 5.5 1.094 ± 0.056 
5.5 - 6.0 1.134 ± 0.084 
6.0 - 7.0 1.12 ± 0.10 

Table 6.15: Nuclear dependence parameter a for inclusive TJ production as a function 
of PT (see Figure 6.11). 



1.5 

1 

0.5 

0 2 

217 

++ +±+-+ +'-----0-----i 
..................................................................... -1- .................................................................. . 

3 4 5 6 7 

PT (GeV/c) 

Figure 6.11: Nuclear dependence of inclusive 'T/ production measured using the Be 
and Cu targets (open circles). Using the values from 3.5 GeV /c to 7.0 GeV /c, 
the average value of a is determined to be 1.137 ± 0.019. The star indicates a 
preliminary measurement of a for w production. 
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sections. 

• The reconstruction efficiency 

The uncertainties in the :reconstruction efficiencies were determined by 

measuring the width of the residuals between the original Monte Carlo 

data points and the surface fits to the efficiencies. Using this technique, 

the uncertainties were estimated to be ~5% for PT < 6 GeV /c and~ 8% 

for PT > 6 Ge V / c for pious and ~ 5% for etas. 

• The Monte Carlo energy scale 

Using the same techniques used for the data, the uncertainty in the Monte 

Carlo energy scale was determined to be 0.5%, which results in uncer­

tainties of the same size as those attributed to the uncertainty in the 

EMLAC energy scale. 

• Trigger Corrections 

The trigger corrections were estimated by comparing cross section results 

obtained from different triggers in the regions where they overlapped. 

The uncertainties in the overall cross sections were found to be ~5% 

around 4 Ge V and decreased to ~ 1 % above ~6 Ge V. However, the 

trigger uncertainties for the backward rapidity regions were larger due 

to the limited statistics in the outer regions. The uncertainties below 4 

GeV were generally less than 5% since there were a number of overlap­

ping thresholds that were used to avoid including the threshold regions 

of each trigger. The data below 2 GeV was taken with the prescaled 

interaction trigger, which has no efficiency correction, but does have a 

different normalization correction than the other triggers. 

• The Photon Conversion Corrections 

The uncertainty in the cross sections associated with the current under­

standing of the materials that photons must go through before passing 

the magnet is estimated to be ~3%. 

• Beam Normalization 
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The overall Live Triggerable Beam measurement had an uncertainty of 

103 due to problems with electronics units and losses during the acqui­

sition and processing phases. 

• Signal Definitions 

The uncertainties associated with the definitions of the mass and side­

band regions were estimated to be 0.53 for the pions and 13 for the 

etas. 

• Target Fiducial Region 

The uncertainty associated with measurement of the fraction of beam 

particles falling within the ofH.ine target fiducial region were estimated 

to be ~23. This estimate was obtained by comparing the fractions of 

particles falling within the fiducial cuts for the two pairs of SSD planes 

immediately upstream of the target and the two pairs immediately down­

stream of the target and extrapolating the variations over the length of 

the target region. 

• Beam Halo Rejection 

The uncertainty associated with measurement of signals lost due to the 

muon rejection cuts was estimated to be 13. 

• Vertex Definition 

The uncertainty in separating the vertices in the beryllium targets from 

the vertices in the copper targets was estimated to be ~1 % based on the 

sizes of the "tails" of the copper and beryllium distributions. 

• Target Specifications 

The uncertainty associated with the measurement of the actual dimen­

sions and density of the targets were estimated to be ~o. 7% and ~0.3% 

(respectively). 

Adding these uncertainties in quadrature gives overall systematic uncertainties of 

;:::; 15 % in the 7ro cross section at 4 Ge V / c and ~ 17% at 8 Ge V / c. The systematic 

uncertainty in the 17 cross section is estimated to be~ 15% at 4 Ge V / c and~ 16% at 
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8 Ge V / c. For the nuclear dependence measurements, the systematic uncertainties 

came primarily from the following sources: 

• The Photon Conversion Corrections 

The uncertainty in the cross sections associated with the current under­

standing of the materials that photons must pass through before passing 

the magnet is estimated to be ~3%. This corresponds to an uncertainty 

of ~l.5% in a. 

• Vertex Definition 

The uncertainty with separating the vertices in the beryllium targets 

from the vertices in the copper targets was estimated to be ~ 1 % . This 

corresponds to a 0.5% uncertainty in the a measurements. 

• Target Specifications 

The uncertainty associated with the measurement of the actual dimen­

sions and density of the targets was estimated to be ~0.7%. This corre­

sponds to a 0.4% uncertainty in the a measurements. 

• Target Fiducial Region/Beam Skewing 

The uncertainty associated with the possibility that the fraction of the 

beam passing through the target fiducial region is different between the 

two targets is estimated to be ~2%. This estimate is based on an extrap­

olation of the variations in the fiducial fraction measured in SSD modules 

at different z locations. This corresponds to an uncertainty of ~ 1 % in 

the a measurements. 

Most of the other corrections cancel out in the measurement of a as long as a does 

not have a strong dependence on rapidity (which is consistent with Figure 6.7). 

Adding the uncertainties in quadrature gives an overall systematic uncertainty of 

1.9% in the a measurements. 



Chapter 7 
DIRECT PHOTON ANALYSIS 

7 .1 Overview 

The analysis of the direct photon sample was performed using many of the 

same techniques developed for the analysis of the neutral mesons. The following 

sections will only discuss those aspects of the direct photon analysis that were 

different from the neutral meson analysis. Cuts and corrections which did not 

change include the vertex definition and reconstruction efficiency, the longitudinal 

shower development requirement, and the muon bremsstrahlung requirements. The 

EMLAC fiducial cuts were not changed, but the corrections were slightly different 

because only one photon was required to fall within the geometric acceptance region 

instead of two photons. The determinations of the trigger corrections and photon 

conversion corrections were performed using the techniques described in Chapter 

5. 

7.2 Rejection of Charged Particle Showers 

One source of background for the photon cross section measurement comes 

from electron showers. These showers are produced when one of the photons from 

a neutral meson decay is converted into an electron-positron pair. The EMLAC 

showers produced by these electrons are very similar to the showers from real pho-

tons, so they cannot be easily be removed by placing requirements on the shower 

221 
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parameters. However, these electron showers can be identified by extrapolating the 

charged particle tracks to the front face of the EMLAC and matching the tracks 

with the reconstructed showers. Figure 7.1 shows the distribution of the square of 

the distance between the tracks and the showers at the front of the LAC. Showers 

that fall within 1.0 cm of a charged particle track are removed from the photon 

sample. The correction for accidental overlaps between photon-initiated showers 

and charged tracks was 1.0163. 

While this cut is effective in removing showers initiated by charged particles 

coming from the target region, it is not as effective in removing showers initiated 

by charged beam halo particles for two reasons. This is partly due to the limited 

timing window of the tracking system. The timing of the halo particles is random 

with respect to the incoming beam particles. To generate a LAC trigger, they must 

fall within a window of :::::::6 RF buckets around the arrival time of an interaction. 

However, the tracking system was fully efficient only for particles that fell within 

1-2 buckets of the interaction signal. The halo particles that arrive outside this 

timing window cannot be identified using the tracking system. The efficiency of 

the charge track cut for rejecting muons is also reduced by the techniques used in 

the reconstruction of the shower positions. In EMREC the shower positions are 

measured using the SUM view signals, which are produced by adding the front 

and back section strips together. This has the effect of moving the back section 

signal positions to the front face of the EMLAC using the assumption that these 

signals came from the target region. For halo particles, which produce most of their 

signals in the back section, this produces a relatively large shift ( ~ 1-2 cm) in the 
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Figure 7.1: Distribution of AR2 = Ax2 + Ay2 between the positions of the charged 
particle tracks extrapolated to the front of the LAC and the reconstructed shower 
positions. 
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R position of the shower, which substantially reduces the likelihood of matching a 

muon track with the corresponding shower. The beam halo backgrounds must be 

eliminated using the cuts discussed in Section 5.6. 

7.3 BALANCED PT CUT 

The definition of the balanced PT ratio and the cut value did not change for 

the direct photon analysis. However, the distribution of ratio values was slightly 

different for the photon sample. The discrepancy is caused by differences in the 

recoil jets. For an event containing a direct photon, the photon contains all of the 

momentum for the trigger side. However, for leading neutral mesons, the trigger 

particle contains only part of the momentum of the trigger side jet. This means 

that meson and photon events with the same trigger particle PT values will (on 

average) have different recoil jet momenta. The pion recoil jets will have larger 

momenta on average. The correction for the balanced PT cut for the photons was 

(0.927 + 0.005 x PT t 1
. 

7.4 The Direct 'Y Signal Definitions 

Several different definitions of the direct photon signal cuts were used to study 

the direct photon sample. The most important of these were the "75S" and "90S" 

schemes, These two schemes differed only in the asymmetry requirements placed 

on the rejection of photons coming from neutral pions (the numeric portions of 

the names are just 100 x the asymmetry cut value for the pions ). The :first step 

in defining the photon candidates was to calculate the mass of the photon taken 
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m combination which each of the other photons m the octant. If none of the 

masses corresponding to these combinations fell within the defined pion or eta mass 

bands (see Chapter 5) or if they did so only with asymmetry values higher than 

the spedfied cuts, then the photon was considered a candidate. The asymmetry 

cut for the etas was 0. 75 for both of these schemes. If the photon candidate (in 

combination with another photon in the octant) formed a mass that fell within 

one of the defined mass ranges (and the asymmetry was below the cutoffs), then 

the photon was rejected. It is known from the neutral meson analysis that there 

is a background to the mass peaks, so some of the direct photon candidates are 

removed by this cut. To correct for this, photons that form masses in the sideband 

regions are weighted by a factor of 2. This effectively adds in the events that were 

improperly identified as coming from neutral meson decays. 

7.5 Background Subtraction 

The signal definitions discussed in the previous section make use of the fine 

spatial resolution of the EMLAC to reject photons coming from neutral meson de­

cays. However, even with good spatial resolution some of the meson decays will 

not be reconstructed. The remaining amount of background from neutral mesons is 

determined using the neutral meson events generated by the Herwig Monte Carlo. 

These events were processed using the full analysis code to obtain number distri­

butions from the direct photon analysis and the pion analysis. The ratio of the 

distribution of direct photon candidates obtained from the neutral meson Monte 

Carlo events to the pion distribution obtained from these events (known as "gamma 
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to pi") was used so it was not necessary to normalize these events. The number 

of background events to be subtracted from the data is obtained by multiplying 

the 1/tr ratio obtained from the Monte Carlo meson events by the measured pion 

cross section. Figure 7.2 and 7.3 show the gamma distributions obtained from 

the data before background subtraction and from the neutral meson Monte Carlo 

events for the 75S and 90S scheme, respectively. It is clear from these plots that 

the fraction of the candidates that come from background processes becomes high 

at low PT, which makes it difficult to reliably determine the signal. However, at 

high PT values, the signal is much larger than the background and one can reliably 

measure the signal. At the very highest PT values the ratio of the dired photon 

candidates to the tr0s actually exceeds unity. 

A fit to the Monte Carlo 1 /tr ratio for the background as a function of PT 

was performed and used for the subtraction process. Using this fit, the subtracted 

photon signal was defined on a bin-by-bin basis to be: 

N7ubtracted = N~subtractedData - (N'"Y /N-ir)MonteCarlo X <Tn:ta (7.1) 

The mixture of neutral mesons used in the measurement of the background was the 

default mixture obtained from Herwig. However, the ratios of 17/tr and w/tr were 

checked and found to be in reasonable agreement with the values measured by the 

experiment. 
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Figure 7 .2: Comparison of / / 7r distributions from data (solid circles) and Monte 
Carlo of background processes (open circles). ?r

0s and 17s with asymmetry values 
less than 0. 75 have been rejected and the corresponding sidebands have been added 
back in. 
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Chapter 8 
DIRECT PHOTON RESULTS 

8.1 Distribution of Direct Photon Sample 

The number distribution of direct photons produced in the beryllium target is 

shown in Figure 8.1. The reconstruction efficiency has not been determined yet, so 

this is not a t.rue cross section. If the data came strictly from meson decays, then 

one would expect that the slope of the result would be similar to the slope of the 

meson cross sections. However, it is clear from this plot that the slope of the photon 

candidates is shallower than that for the mesons, which is a good verification that 

the data come from direct photons instead of mesons. 

8.2 Direct 'Y Nuclear Dependence 

The nuclear dependence of the / cross section was measured using the param-

eterization given in equations 1.8 and 1.9. Figure 8.2 and Table 8.1 show the values 

of the nuclear dependence parameter a measured for inclusive gamma· production 

as a function of PT using the 75S scheme. The center of mass rapidity range has 

been restricted to -0. 75 < y < 0. 75. The uncertainties are statistical only. Figure 

8.3 shows the sensitivity of this measurement to the definition of the background 

subtraction. The 90S scheme depends more heavily on the Monte Carlo reproduc-

ing the behavior of the detector properly in the high asymmetry regions and is 

more likely to be sensitive to any deficiencies. Excluding this bin, the data in the 
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Figure 8.1: Number distribution of photon candidates as a function of PT. The 
75S scheme has been applied to the sample. The photon reconstruction efficiency 
has not been included and the number distribution will be more sensitive to the 
background subtraction than the measurements of a. 
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PT range from 4.0 GeV/c to 8.5 GeV/c are consistent with a single value. Fitting 

this region gives an average value of 1.024 ± 0.016 for a in inclusive direct photon 

production. 

8.3 Systematic Errors 

For the direct photon nuclear dependence measurements, the systematic uncertain­

ties came primarily from the following sources: 

• The Photon Conversion Corrections 

The uncertainty in the cross sections assbciated with the current under­

standing of the materials that photons must pass through before passing 

the magnet is estimated to be ~l.53. This corresponds to an uncertainty 

of ~o.83 in O'.. 

• Vertex Definition 

The uncertainty with separating the vertices in the beryllium targets 

from the vertices in the copper targets was estimated to be ~13. This 

corresponds to a 0.53 uncertainty in the a measurements. 

• Target Specifications 

The uncertainty associated with the measurement of the actual dimen­

sions and density of the targets was estimated to be ~o. 73. This corre­

sponds to a 0.43 uncertainty in the a measurements. 

• Target Fiducial Region/Beam Skewing 

The uncertainty associated with the possibility that the fraction of the 



232 

beam passing through the target fiducial region is different between the 

two targets is estimated to be ~23. This estimate is based on an extrap­

olation of the variations in the fiducial fraction measured in SSD modules 

at different z locations. This corresponds to an uncertainty of ~ 13 in 

the a measurements. 

• The Background Subtraction 

There are several factors contributing to the uncertainty of the back­

ground subtraction. A simplifed Monte Carlo that include the geometric 

and asymmetry cuts, but did not include a full reconstruction was used 

to estimate the uncertainties in the subtraction. The uncertainty in the 

background I /7r ratio due to the uncertainty in the energy scale was 

found to be less than 0.005. The uncertainty due to the uncertainties 

in the material positions and dimensions for the conversion probability 

calculations were found to be less than 0.001. Thus, overall uncertainty 

in the I/ 7r ratio is approximately 0. 005. This corresponds to systematic 

uncertainties in the cross section of 73 for the 4.0 to 4.5 GeV /c range, 

33 for the 5.0 to 5.5 GeV /c range, 23 for the 6.0 to 6.5 GeV /c range, 

and 1 Ge V / c. The corresponding uncertainties in the determination of a 

of 43 for the 4.0 to 4.5 Ge V / c range, 23 for the 5.0 to 5.5 Ge V / c range, 

13 for the 6.0 to 6.5 GeV /c range, and less than 13 above 6:5 GeV /c. 

The other corrections cancel out in the measurement of a as long as a does not 

have a strong dependence on rapidity. Adding the uncertainties in quadrature gives 
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I PT Range I 
(GeV /c) 

0: 

3.5 - 4.0 1.014 ± 0.021 
4.0 - 4.5 1.033 ± 0.027 
4.5 - 5.0 0.957 ± 0.035 
5.0 - 5.5 1.055 ± 0.038 
5.5 - 6.0 1.062 ± 0.043 
6.0 - 6.5 1.032 ± 0.058 
6.5 - 7.0 0.917 ± 0.092 
7.0 - 7.5 1.086 ± 0.093 
7.5 - 8.5 1.044 ± 0.100 

Table 8.1: Nuclear dependence parameter o: for inclusive direct photon production 
as a function of PT using the 75S scheme (see Figure 8.2). The errors shown are 
statistical errors only. 

overall systematic uncertainties for o: of 43 at 4.0-4.5 GeV /c, 23 at 5.0-5.5 GeV /c, 

23 at 6.0-6.5 GeV /c, and 23 or less above 6.5 GeV /c. 
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Figure 8.2: Nuclear dependence of inclusive 1 production measured using the Be 
and Cu targets. 7!" 0s with aymmetries less than 0. 75 have bee rejected and the 
remaining contamination has been removed using the Monte Carlo 1/7r measure­
ments. Using the values from 4.0 GeV /c to 8.5 GeV /c, the average value of a is 
determined to be 1.024 ± 0.016. 
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Figure 8.3: Comparison of inclusive / nuclear dependence results obtained using 
7 5S scheme (open circles) and 90S scheme (solid circles). The agreement is very 
good above 4.0 GeV /c PT. Below 3.5 GeV /c the measurement is extremely sensitive 
to the accuracy of the background subtraction. Using the values obtained using 
the 90S scheme for the range from 4.0 GeV /c to 8.5 GeV /c PT, the average value 
of a is determined to be 1.022 ± 0.015, which is in good agreement with the value 
obtained using the 75S scheme. 
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I PT Range I 
(GeV /c) 
3.5 - 4.0 1.050 ± 0.020 
4.0 - 4.5 1.035 ± 0.026 
4.5 - 5.0 0.956 ± 0.032 
5.0 - 5.5 1.045 ± 0.036 
5.5 - 6.0 1.065 ± 0.040 
6.0 - 6.5 1.017 ± 0.056 
6.5 - 7.0 0.948 ± 0.083 
7.0 - 7.5 1.077 ± 0.091 
7.5 - 8.5 1.044 ± 0.098 

Table 8.2: Nuclear dependence parameter a for inclusive direct photon production 
as a function of PT using the 908 scheme (see Figure 8.3). The errors shown are 
statistical errors only. 



Chapter 9 
CONCLUSIONS 

The nuclear dependence of inclusive direct photon production and inclusive 

neutral meson production by a 515 Ge V / c 71"- beam has been measured using 

data collected by the E706 experiment at Fermilab. The experiment used a finely 

segmented liquid argon calorimeter and the high precision charged particle spec-

trometer to make precision measurements of inclusive direct photon, neutral pion, 

and 'T] production in the rapidity interval from -0.75 < y < 0.75. The data sample 

covers a wide range in PT and rapidity and provides unique information on the 

nuclear dependence of neutral meson and direct photon production. 

The inclusive production of neutral pions is found to be consistent with the 

earlier measurements of the nuclear dependence of charged pion production made by 

E258 for the PT range where the experiments overlap, which is roughly 1 Ge V / c to 

6 GeV /c. No significant variation in the nuclear dependence of pion production as 

a function of rapidity is observed. The data from the beryllium and copper targets 

were fit using the parameterization <J' A = <J'o x A a.. Using this paramterization, the 

value of a was measured to be 1.110 ± 0.003 (statistical) ± 0.019 (systematic) for 

inclusive 71"
0 production in the PT range from 4.0 GeV /c to 8.5 GeV /c. The nuclear 

dependence of 'T] production is found to be similar to .that for pion production, 

although the measured value of a is somewhat higher. For the PT range from 3.5 

GeV /c to 7.0 GeV /c, the value of a for 'T] production is measured to be 1.14 ± 0.02 
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(statistical) ± 0.02 (systematic). These values are consistent with being the same, 

which supports the idea that the effects are due to rescattering at the parton level 

within the nuclei. 

The value of a obtained for inclusive direct photon production in the PT 

range from 4.0 GeV /c to 8.5 GeV /c is 1.02 ± 0.02 (statistical)± 0.03 (systematic). 

This value is different from the corresponding values reported for neutral meson 

production and is consistent with no anomalous enhancement. It is important 

to note that a large portion of the systematic effects in the meson and photon 

calculations are the same and are not relevant to deterrp.ini:n,g the significance of 

the difference between the values. In the framework of the simple rescattering 

model, the fact that the value of a is near unity for the photons indicates that 

rescattering of the incident partons is not a large factor in the anomalous nuclear 

effects. Calculations of these processes within a QCD framework will be available 

in the very near future [42) and should increase our understanding of these effects .. 
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