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Abstract 

We measured the cross section for D·± meson production associated 

with a prompt photon in proton-antiproton collisions at a center of mass 

energy of 1800 Ge V. 

Charm quark production in proton is poorly known experimentally 

nowadays. The production of a n·± meson associated with a prompt 

photon can probe a component of the charm quark in proton. In other 

words, the cross section provides information of charm quark density in 

proton. 

The data were recorded during 1992 and 1993 with the Collider De­

tector at Fermilab (CDF) detector. The inclusive photon events used in 

this thesis were collected by a photon trigger with a transverse energy 

threshold of 16 Ge V. The isolated photon candidates were selected using 

electromagnetic shower profile information. 

In the inclusive photon events, we reconstructed n·± meson through 

sequential decays of n•+ ~ D0 (-+ K-1r+ and K-1r-1r+1r+)1r+ and their 

charge conjugate decays. Clear n·± signal peaks were observed in the 

distributions of the mass difference ~M = M(n°1r±) - M(n°) at 145.5 

Me V / c2
• The ~M distributions were fitted to a signal plus a background 

function. We obtained the fitted mass difference of 145.5 ± 0.2 Me V / c2 

and 145.4 ± 0.2 MeV /c2 in the D·± reconstructions using n°-+ K-1r+ 

and n° -+ K-1r-1r+1r+, respectively. The observed mass differences are 

consistent with the world average value of 145.52±0.05 MeV /c2 within 

the statistical errors. 

The photon candidates contain roughly 50 % signal of prompt pho­

tons and 50 % of backgrounds. The background sources against prompt 



photons are multi-photons from neutral meson decays. A goodness of 

fitting, x2 , which is calculated from a shower profile in the strip cham­

ber, was used to subtract the photon background events statistically. 

After the photon background subtraction, there are 42 ± 10 and 75 ± 17 

events in the n·± signal window (144 < flM < 147 MeV /c2
) with the 

reconstructions using D0 ~ x-1r+ and D0 ~ x-1r-1r+1r+, respectively. 

The background source against the n·± mesons is a combinatorial 

background, which comes from random track combinations. The num­

ber of the combinatorial background events below the n·± signal peak 

was estimated from a fake n·± AM distribution. Subtracting the com­

binatorial background events, we found (30 ± 10) , + D*± events in 

the D"'± ~ K=F1r±1r± channel and (32 ± 16) , + D*± events in the 

n·± ~ K=f 1r=f 1r±1r±1r± channel. 

The reconstruction efficiencies of 7 + n·± events were estimated using 

real data and Monte Carlo data. They were 0.120 ± 0.024 and 0.067 ± 
0.011 for the reconstructions using n° ~ K-1r+ and n° ~ x-1r-1r+1r+, 

respectively. 

The systematic uncertainty was evaluated using Monte Carlo data 

and real data. The percent systematic uncertainty was estimated to be 

!!!~ in our measured cross section. 

We calculated the cross section in a kinematical range of 16 Ge V / c < 

py('Y) < 40 GeV /c, jy('Y)I < 0.9, py(D·±) > 6 GeV /c, and ly(D·±)I <1.2, 

where PT and y are the transverse momentum and the rapidity, re­

spectively. The cross section was measured to be 0.48 ± 0.15 (stat.) 

:~tg~ (syst.) nb, where the first and the second errors show the statistical 

and systematic ones, respectively. 



The contamination in,+ n·± events from non-prompt charm quark 

production was estimated using a PYTHIA Monte Carlo data sample 

and a real dijet data sample. The charm quark production from gluon­

splitting and bottom quark decay processes was considered. From the 

PYTHIA Monte Carlo events, the fractions of the gluon splitting and 

the b quark decay processes were estimated to be 7 % and 3 % in the 

observed,+ D·± events, respectively. The contamination from the gluon 

splitting was estimated to be 12±4 % using the real dijet events. 

The measured cross section was compared to the theoretical predic­

tions calculated with PYTHIA and parton distribution functions. The 

leading order cross sections are 0.21 nb and 0.18 nb with the CTEQ2M 

and MRSD_' parton distribution functions, respectively, where the renor­

malization scale is defined to be a photon transverse momentum. 

The measured cross section is 1.5 standard deviation hlglier than the 

theoretical leading order calculation. 
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Chapter 1 

Introduction 

The Standard Model has successfully described many phenomena in high 

energy particle physics. Quantum Chromodynamics (QCD) is a theory 

of interactions of quarks and gluons in the Standard Model. In the theo­

retical frame, physics processes of lepton-hadron and hadron-hadron in­

teractions are formulated by perturbative QCD. The cross section of the 

processes can be factorized into "elementary process" involving lepton­

parton or parton-parton scattering and parton momentum distributions 

in hadrons. The calculation of the cross section is carried out by convolut­

ing the elementary cross section with the parton distribution functions. 

The parton distribution functions have mainly been determined from 

deep inelastic lepton scattering experiments. The NMC collaboration [1] 

and the CCFR collaboration [2] have accurately measured proton and 

deuteron structure functions with high statistics to explore inside pro­

ton in the range down to :t = 0.006, where z is a momentum fraction 

of a parton in proton. · The electron-proton collision data at HERA are 

available from the Hl (3] and the ZEUS [4] collaborations to provide 
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knowledge of parton distribution down to z = 10-4 at high Q2
• The ac­

curate measurement of the parton distributions helps a precious test of 

the Standard Models, because one of the dominant systematic uncertain­

ties comes from knowledge of the parton distribution functions. Recently, 

the flavor asymmetry of the sea quark distributions in nucleon has been 

reported by the NMC collaboration [5]. The CTEQ collaboration [6] 

and CCFR collaboration [7] have independently determined the strange 

quark distribution function inside nucleon. The flavor dependence of the 

sea quark distributions has been addressed in global parton distribution 

analysis. Heavy quark components of distribution functions are impor­

tant in higher energy collisions to provide predictions of many processes. 

For example, the charm quark component becomes to be about 18 % of 

the total quark momenta at a future Large Hadron Collider (LHC). 

The charm quark production associated with a prompt photon ( ;+c 

production) can directly probe charm quark inside proton at ../s = 1800 

GeV in proton-antiproton collisions. The Feynman diagrams of the ;+c 

productions are illustrated in_ Fig. 1.1. The dominant process is called 

"Compton" process which is shown in Fig. 1.1-(a). The other sources 

are called "gluon splitting" and "bottom quark decay" as shown in the 

Figs. 1.1 (b) and ( c), respectively. Events containing a photon and a 

charm quark in the final state are expected to be produced by a charm 

quark and a gluon in proton or antiproton, because the Compton pro­

cess is dominant. The cross section for ;+c production is related with 

the charm density in proton. The charm quark can be identified by re­

constructing a n·± meson. The measurement of the cross section for 

; + D*± production can provide a constraint to the charm quark distri-
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Figure 1.1: Feynman diagrams of the 1 +c productions. ( a) the Compton 

process, (b) gluon splitting process, and ( c) b-quark decay process. 
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bution function. 

In chapter 2, the CDF detector is described briefly. A photon detec­

tion method and a n·± reconstruction method are described in chapters 3 

and 4, respectively. Extraction of the signal events including a prompt 

photon and a n·± is carried out in chapter 5. The cross section for 

,+n·± production is obtained in chapter 6. The systematic uncertainty 

in the cross section is evaluated in chapter 7. The contaminations from 

the gluon splitting and the b-quark decay processes in the,+ n·± produc­

tion are discussed in chapter 8. The measured cross section is compared 

to the theoretical predictions using the PYTHIA Monte Carlo program 

and the parton distribution functions in chapter 9. Finally, we conclude 

in chapter 10. 
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Chapter 2 

The CDF Detector 

2.1 CDF detector overview 

The CD F detector is located at the BO collision hall in the Fermi National 

Accelerator Laboratory in the United States of America, in order to de­

tect particles produced by pp collisions using the TEVATRON accelera­

tor. The CDF detector can be separated into three parts, which are called 

"Central," "Plug," and "Forward." The central detector is mainly used 

in this analysis. Our coordinate system is taken in such a way that the z 

axis is the proton beam direction, B and cp are a polar and an azimuthal 

angles. The central detector covers the pseudorapidity range from -1.2 

to 1.2, where the pseudorapidity is defined by 1/ = - In tan ( B /2). The 

central detector consists of the silicon vertex detector (SVX), the vertex 

time projection chamber (VTX), the central tracking chamber (CTC), 

the central preradiator (CPR), the central electromagnetic calorimeter 

(CEM), and the central hadronic calorimeter (CHA), surrounding the 

beam pipe symmetrically in azimuth. A solenoidal superconducting mag-
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net is embedded between the CTC and the CEM, producing uniform 

magnetic field of 1.4 Tin the CTC, the VTX, and the SVX, to measure 

momenta of charged particles. The CEM includes a strip chamber (CES) 

to determine positions of EM cascade shower precisely. 

The construction of the CDF detector was completed in 1987. The 

VTX was updated, the SVX and the CPR were newly installed in 1992. 

The cross-sectional view of the CDF central detector is shown in Fig. 2.1. 

In this chapter, several features of the components which are relevant to 

the present analysis are briefly described. More detailed descriptions are 

available in references (8], [9], [10], [11], and [12] for the CTC, the SVX, 

the VTX, the CEM and CES, and the CHA, respectively. An overall 

description is given in Ref. [13]. 

2.2 Tracking detectors 

The tracking devices of the SVX, the VTX, and the CTC provide mo­

mentum and position information of charged particles produced by pp 

collisions. The CTC globally measures charged particle momenta in large 

volume. The SVX precisely measures positions of charged particles, and 

detects secondary vertex positions in the plane perpendicular to the pro­

ton beam line. It provides a transverse decay length measurement with an 

accuracy of about 10 µm. The VTX is used to determine a z-coordinate 

of a pp collision point. 
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Figure 2.1: Cross-sectional views of the CDF central detector. 
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2.2.1 svx 
The SVX detector consists of two barrel modules. Each module covers 

the lzl range between O cm and 51 cm, contacting with each other at z 

= 0. The active SVX region covers 60 % of the pp collisions for a bunch 

length of 30 cm. Each barrel consists of four concentric cylindrical layers 

of DC-coupled silicon microstrips. The innermost layer is placed at a 

radius of 3.005 cm, middle two layers are located at 4.256 cm and 5.687 

cm, and the outermost layer is located at 7.866 cm from the proton beam 

line. The silicon microstrips are 8.5 cm long and 300 µm thick with a 

strip pitch of 60 µm for the inner three layers, and 55 µm for the fourth 

layer. The charge distributions from hits on each layer provide positions 

of a charged track in the R-cp plane perpendicular to the proton beam 

line. A z-position of charged particles is estimated by an extrapolation 

from the external tracking (CTC) measurement. The spatial resolution 

in the R-cp plane is about 13 µm at a track transverse momentum of 3.5 

GeV /c. 

2.2.2 VTX 

The VTX provides a pp collision point in z coordinate along the proton 

beam line. The VTX system consists of 28 modules of time projection 

chambers. The VTX, whose length is 2.8 m along the proton beam line, 

can well cover pp collisions. The active area in the R-cp plane extends 

from 6.8 cm to 21 cm in radius R. The position resolution of an event 

z-vertex is about 3 mm. 
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2.2.3 CTC 

The CTC is a large multiwire drift chamber in a high magnetic field of 

14 kG. It consists of 84 layers of sense wires. The 84 layers are grouped 

into 9 "superlayers," which are divided into 5 axial superlayers and 4 

stereo superlayers. The wires in the stereo superlayers have a stereo 

angle of 3 degrees with respect to the beam direction in order to supply 

z-coordinate information. The position resolution in z-direction is about 

3 mm. Axial wire hits provide the information for pattern recognition 

in the R-<p plane. The intrinsic position resolution of a single hit wire is 

about 200 µm, which provides a momentum resolution of 

8'/)T 
- ~ 0.002 X 'PT, 
PT 

where PT 1s a transverse momentum of a charged particle in units of 

GeV/c. 

2.2.4 Momentum scale 

The momentum scale of charged particles was verified using J/lf!-+ µ+ µ­

and T-+ µ+ µ- data by comparing the measured masses with their world 

average masses. The J/lf! and T events were taken by dimuon triggers. 

Figure 2.2 shows the dimuon mass distributions. The significant peaks of 

J /lf!, T(IS), T(2S), and T(3S) are clearly observed in the mass distribu­

tions. The distributions were fitted with a gaussian plus a quadratic back­

ground functions. The fitted masses and their world average masses [18] 

are listed in Table 2.1, where the errors of the CDF measured masses are 

the statistical ones. 
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Figure 2.2: Dimuon mass distributions. 

10 



Table 2.1: Observed masses of J/'il! and T's, and their world average 

masses. 

CDF measurement (MeV/c2
) World average ( Me V / c2

) 

J/'il! 3094.6 ± 0.08 3096.93 ± 0.09 

T(lS) 9449.8 ± 1.8 9460.3 ± 0.2 

T(2S) 10018 ± 5 10023.3 ± 0.3 

T(3S) 10323 ± 8 10355.3 ± 0.5 

2.3 Calorimetry 

The calorimetry devices provide energy and position information of show­

ers originating from electron, photon, and hadron in materials. The CEM 

is used to measure the energy in the electromagnetic shower component, 

the CHA is used for the hadronic shower. The CES is used to measure 

positions of the electromagnetic shower precisely. 

2.3.1 CEM 

The CEM is a lead-scintillator-type calorimeter with wavelength shifter 

for light correction, and consists of 48 "wedge" modules. The modules 

are located outside of the solenoidal magnet surrounding it cylindrically. 

A ring is constructed by 24 wedge modules. Two rings are contacted 

with each other at z=O. Each module has 10 towers. The towers are 

pointing to a center of the CDF detector on the proton beam line. The 

sizes of the tower are 0.1 in 1/ and 15° in cp. The energy resolution of the 
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CEM was obtained from the electron test beam data as follows: 

cr(ET) 0.135 
ET = ./Er' 

where ET is the transverse energy in GeV, which is defined by ET = 
E sin(} using the energy (E) and polar angle (8). Figure 2.3 shows a 

CEM "wedge" module. 

2.3.2 CES 

The CES detector precisely measures positions of EM shower at shower 

maximum ( ~ 6 radiation lengths) using the charge depositions in or­

thogonal strip and wire views. The CES is a multi-wire gas proportional 

chamber with anode wires along the beam direction and cathode strips 

perpendicular to the wires. That is imbedded into each CEM wedge 

module. The length of the CES in z-direction is 184 cm. The numbers 

of the channels are 64 wire channels and 128 strip channels. Figure 2.4 

shows a schematic view of the CES. 

2.3.3 CEM energy scale 

The CEM energy scale was calibrated using the test beam electrons and 

the W--+ ev decay electrons. The test beam electrons were mainly used 

to determine a response map in the CEM towers. The electrons from 

W --+ ev decays were used for the tower-by-tower relative responses. 

Figure 2.5 shows an E/p distribution in the W--+ ev events, where Eis 

the energy measured with the CEM, and pis the momentum measured 

with the CTC. 
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2.3.4 CHA 

The CHA detector is located outside of the CEM and measures the en­

ergy deposited in the detector. It has cylindrical symmetry and covers 

1771 range between 0 and 0.9, and 21r in azimuth. The CHA consists of 48 

steel-scintillator calorimeters with 2.5 cm steel sampling. Each calorime­

ter module is divided into projective towers, whose size is 0.1 x 15° in 

77 X cp. 

2.4 BBC 

The BBC consists of scintillation counters, and are located in the pseu­

dorapidity range 3.3 < 1771 < 5.9 on both sides of the interaction region. 

The BBC detects charged particles scattered into small angle, and mea­

sures the coincidence rate between both counters. The timing resolution 

is about 200 psec. The BBC coincidence gives for a trigger of minimum 

bias events. The event rate provides the luminosity of the proton and 

antiproton beams. 

2.5 Trigger system 

In this experiment, a multi-level trigger system was used to take data. 

The multi-level trigger system collects data with as little bias as possible 

at the lower levels, and provides more sophisticated analysis without 

giving dead time at the next upper level. The trigger systems, which are 

called "LeveLl," "LeveL2," and "LeveL3," are located in the order of the 

data taking stream. The triggers of the leveLl and level...2 are hardware 
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triggers, and the leveL3 trigger is a software trigger through the CDF 

reconstruction codes on UNIX machines. 

There are 286,000 bunch crossings per second. The decision at the 

LeveLl has to be made in 3.5 µsec. The LeveLl trigger uses calorimeter 

information and a coincidence of the BBC detectors. The calorimeter 

information is a transverse energy of the trigger towers. The size of the 

trigger tower is 0.2 in 1/ and 15° in cp. The trigger towers consist of 42 

(in 1/) x 24 (in cp) array. The accept rate at the LeveLl is 2.4 kHz. 

At the Level-2, clustering of the trigger tower energies and the asso­

ciation of stiff tracks with the calorimeter clusters are performed. The 

Level-2 trigger uses information of the number of clusters with an ET 

above thresholds, an electromagnetic energy fraction of a cluster, and 

an existence of a stiff track associated with a cluster. The stiff track is 

obtained by a fast hardware track processor [14] of the OTC. This trigger 

reduces the event rate to about 24 Hz in order to handle the events at 

the LeveL3. 

The LeveL3 trigger performs more sophisticated analysis. The trigger 

algorithm at the LeveL3 is written with FORTRAN-77, and runs on 

UNIX machine. This program is the same as the offiine reconstruction 

code except that "regional tracking" rather than "global tracking" is 

used. Events passing through the LeveL3 trigger are recorded onto 8mm 

tapes and disks. The event rate at the LeveL3 is about 6 Hz. 

17 



2.6 Luminosity measurement 

Luminosity of the beam is determined from rates of minimum bias events 

which are dominantly pp inelastic scattering. The luminosity Lis related 

to the event rate R88c and the effective total cross section o-8\c by 

L - RBBC 
- eff • CTssc 

The measured value p = 0.140 ± 0.069 from the E710 collabora­

tion (15], which is the ratio of the real and imaginary part of the forward 

scattering amplitude, is used for the effective total cross section calcu­

lation after correcting to the acceptance (16]. The effective total cross 

section is 

CTaic = 51.2 ± 1. 7 mb. 

The systematic uncertainty in our luminosity measurement is 3.3 % (16]. 
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Chapter 3 

Photon Detection 

A method of photon identification and an extraction of prompt photons 

are described in this chapter. A prompt photon, which is produced by 

a parton-parton collision, is detected in the CEM detector through elec­

tromagnetic (EM) cascade showers. The signal of a prompt photon pro­

duces an isolated EM cluster in the CEM without an associated charged 

track in the CTC. The dominant background against prompt photons 

is multi-photon from neutral meson decays. As the neutral mesons, 1r0 , 

1/, and K~ mesons are considered. The neutral mesons are produced 

in hadronization of light quarks or gluons. These backgrounds are sub­

tracted statistically from photon candidates. 

3.1 Photon trigger 

The inclusive photon sample used in this analysis is an output of a photon 

trigger at the LeveL3. The stream of the data is described in this section. 

At the LeveLl, the transverse energy of a trigger tower in the CEM 
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calorimeter is required to be larger than an ET threshold. The Level...2 

trigger requires one or more EM clusters formed using the EM trigger 

towers above an ET threshold. The EM cluster must be isolated and 

located in the CEM to measure the energy and the positions well. The 

requirements are given by 

• EJotal / EfM < 1.125, 

• 1111 < 1.19, 

• EfM > 16 GeV, 

• hardware isolation, 

where EJotal is the transverse energy of a cluster, EfM is that in EM 

component. A hardware isolation requires that the sum of the transverse 

energy in the 5 x 5 trigger tower grid surrounding an EM cluster is less 

than 5 Ge V. The area of the grid is approximately that of a circle with 

radius R = J(~17) 2 + (~<,0)2 = 0.65. The events accepted by the Level..2 

are reconstructed and examined to pass a photon filter at the LeveL3. 

A fiducial volume cut of a CES cluster and a tighter isolation cut are 

applied in addition. The requirements are listed below: 

• transverse energy of EM cluster; ET > 16 Ge V, 

• CES cluster position from a center of the CES in the wire view; 

IXcEsl < 17.5 cm, 

• CES cluster position from a center of the CES in the strip view; 

14 cm< IZcEsl < 217 cm, 

• Isolation (R < 0.7) < 4 GeV, 
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where ET is the transverse energy of a photon candidate, XcEs and ZcEs 

are the distances between a CES cluster position and a center of the 

CES module in the wire and the strip views, respectively. The Isolation 

( R < O. 7) is the transverse energy sum around an EM cluster within a 

radius of 0. 7 in 11-cp space. 

3.2 Clustering in the CEM 

In the CEM, a photon is observed as an EM cluster through EM cascade 

showers. The EM cluster is made by a CDF standard clustering algo­

rithm (EMCLST). This algorithm looks for a seed tower over a transverse 

energy threshold in the CEM, and gathers the energies of the seed EM 

tower and its two neighbor towers in pseudorapidity. The EM cluster 

must satisfy a requirement that the energy of the cluster divided by the 

CHA tower energy is larger than 1.125. 

3.3 Clustering in the CES 

The clustering algorithm of a CES cluster gathers 11 wire ( or strip) chan­

nels around a seed wire ( or strip) channel. The energy of a seed wire( or 

strip) channel is required to be larger than 0.5 GeV. The clustering be­

gins by looking for a seed channel in order of its energy, and sums up all 

11 seed wire( or strip) channels. The wire ( or strip) channels used in the 

previous clustering are eliminated. A cluster shape is fitted to a stan­

dard shower profile. The standard shower profile was determined from 

the electron test beam data. The energy of CES clusters is normalized 

to be unity. Therefore, the fitting depends on the relative pulse height. 
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The shower profiles are observed to be roughly independent of its energy 

from the electron test beam experiment. 

3.4 Photon identification 

The EM clusters constructed by the EMCLST are not enough to be 

considered as prompt photon candidates yet, because the EM clusters 

include backgrounds. In the CDF experiment, the following variables 

are available for prompt photon identification: 

• x2 of the lateral shower profiles in the CES. 

• Isolation of a cluster. 

• EM energy fraction of a cluster. 

• Absence of charged track in the CTC. 

• Associated CES cluster information. 

• Missing ET significance. 

The above variables are described in detail in the following. 

3.4.1 Lateral shower profiles 

The information of photon lateral shower profiles in both wire and strip 

views is available using the CES clusters with fits of the standard shower 

profiles. The profiles of photon candidates are compared with those of 

the electron shower measured from the test beam data. The goodness of 

the fit is expressed by x;trip and x!ire for the strip and the wire clusters, 
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respectively. The x2 value of multi-photon backgrounds is expected to be 

larger than that of prompt photons, because of the wider shower profile 

expected for backgrounds. The CES x2 is defined by 

2 + 2 
2 Xstrip Xwire 

X = 2 . 

The individual x2 in the strip( or the wire) view is given by 

2 ( 2 ) 1 ~ (Yi - y(zi))2 

Xstrip or Xwire = 4 L..J 2 , 
i=l (Ti 

where i is an index of CES channels, Yi is the measured profile normal­

ized to the total pulse height, y(zi) is the standard profile measured by 

the electron test beam, and O'i is the estimated variance of the shower 

profile. The value of <Fi depends on energy of clusters. The dependence 

is determined from the electron test beam data to be: 

lOGeV 
u; = 4 x (0.0262 + 0.0962 x yi) x ( E )°'747

, 

where E is a cluster energy in units of Ge V. 

3.4.2 Isolation 

In the CEM, a prompt photon is detected as an isolated cluster. The 

Isolation(R < 0. 7) is expressed by the sum of the transverse energies 

around the photon cluster within a cone radius of 0. 7 in the 1/·'P space, 

namely: 

lsolation(R < 0.7) =LE~ in R < 0.7, 

where E~ is the transverse energy of a tower around a photon candi­

date in R = 0. 7. A light quark or a gluon occasionally fragments to 

neutral mesons ( 71"0 , T/, and K~) without an associated charged particle, 
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and makes an EM cluster in the CEM. This is a main background source 

against prompt photons. The isolation variable can help to reduce the 

backgrounds. This Isolation(R < 0.7) is required to be less than 2 GeV. 

The efficiency of the cut is estimated from a minimum bias data sample. 

The estimation method is discussed later. 

3.4.3 EM energy fraction 

The cluster energy fraction of EM component is useful to eliminate back­

grounds from a jet. The fraction is defined by EHad / EEm using the en­

ergies in the hadronic and electromagnetic components of a cluster. 

3.4.4 Absence of a charged track in the CTC 

A prompt photon passes through the tracking device of the CTC without 

providing a signal. Therefore, the absence of an associated charged track 

in the CTC helps to identify an EM cluster as a prompt photon, and to 

eliminate electrons, and to reduce backgrounds from a jet. 

3.4.5 Associated CES cluster 

To eliminate the multi-photon backgrounds from the neutral meson de­

cays, information of extra CES clusters around a CES cluster is useful. 

We require that there is no extra CES cluster in the same "wedge." The 

energy of an extra CES cluster is required to be less than LO Ge V. This 

cut provides a significant rejection against the backgrounds from the neu­

tral meson decays. The efficiency of this cut depends OJ\ the energy of 

photon candidates. Figure 3.1 shows the efficiency of the cut as a func-
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tion of EM cluster energy. These efficiencies were obtained from the real 

W --+ ev data, the Monte Carlo W --+ ev data, and the electron test 

beam data. 

3.4.6 Missing ET significance 

To eliminate backgrounds of cosmic ray events which include bremsstrahlung 

photons, a missing ET significance ( S) is required to be less than 3. The 

bremsstrahlung photons from cosmic rays deposit a large energy without 

balancing transverse energy in the R-cp plane. The missing ET signifi­

cance is a net imbalance of transverse energy on the calorimeter, which 

is defined by 

s = IEEtl, 
.jEEt 

where Et is the transverse energy of the calorimeter towers, and the 

summation is taken over all calorimeter towers. 

3.5 Inclusive photon sample 

To reduce backgrounds, the photon selection cuts are applied to the 

inclusive photon data which passed the LeveL3 trigger. The transverse 

momentum of the EM clusters is required to be larger than 16 GeV. 

The cluster energy ratio of hadronic to electromagnetic calorimeters is 

less than 0.125. These requirements come from the trigger thresholds 

at the LeveL3. The Isolation (R < 0.7) is required to be smaller than 2 

GeV. The missing ET significance is required to be smaller than 3. There 

must be no extra CES cluster above 1 GeV in both strip and wire views, 

and no associated CTC track. The strip clusters must be in the CES 
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fiducial regions to detect the shower well. The photon selection cuts are 

summarized in Table 3.1. 

Table 3.1: Photon selection cuts. 

Photon PT > 16 GeV 

Isolation( R < 0. 7) < 2 GeV 

Number of charged track - 0 

2 1( 2 2 ) X = 2 Xwire + Xstrip < 20.0 

ET of the 2nd CES clusters < 1 GeV 

Missing ET Significance < 3 

14.0 cm < JZstripl < 217.0 cm 

IXwirel < 17.5 cm 

We show a transverse momentum (Pr) distribution of the photon 

candidates passing the selection cuts except for the PT cut in Fig. 3.2. In 

this analysis, the photon candidates in the PT range between 16 and 40 

Ge V / c are used. The PT range is shown as the hatched area in the figure. 

The lower cut value is the trigger threshold. The upper cut comes from 

the limitation associated with using the CES x2 , because the separation 

of a prompt photon from a background photon using the CES x2 becomes 

worse above PT = 40 Ge V / c. 

3.6 Background sources 

The dominant background sources against prompt photons are multi­

photons from the neutral meson decays such as 1r
0 -+ i'Y, 1J -+ 11, and 
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K~ ~ 1r
0

1r
0

• The branching ratios of the neutral mesons decaying into 1 's 

or 1r
0 's are listed in Table 3.6. The mesons are produced in fragmentation 

Table 3.2: Branching ratios of the neutral mesons decaying into 1 's or 

,ro's 

Decay Modes Branching ratios 

1r
0 ~ TY l'V 100 % 

1/ ~ ,1 38.8 ± 0.5 % 

1/ ~ ,ro,ro,ro 31.9 ± 0.4 % 

K~ ~ ,ro,ro 31.39 ± 0.28 % 

of light quarks and gluons. At the CES detector position, the minimum 

separation of the two photons from a 1r0 decay is approximately given by 

50 
Srrun = PT(GeV /c) ( cm), 

where PT is the transverse momentum of 1r
0

• Above PT = 16 GeV, it is 

difficult to separate a prompt photon from two photons of a 1r
0 decay 

individually in the CES, because the Moliere radius of the calorimeter of 

lead-scintillator type is 3.5 cm [18]. However, the average x2 for prompt 

photons is expected to be smaller than that for backgrounds. Figure 3.3 

shows the x2 distributions of prompt photons and backgrounds obtained 

by a simulation at PT = 15 Ge V / c. In this analysis, the statistical method 

using the CES average x2 is used to separate prompt photons from multi­

photon backgrounds. 
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3. 7 Background subtraction 

After requiring the photon selection cuts, the photon candidates include 

roughly half signals and half backgrounds in general. The number of 

observed photon candidate events ( N) is given by 

N=N.,+Na, 

where N, and Na are the numbers of true photons and backgrounds, 

respectively. Similarly, the number of the events passing the cut (x2 < 4) 

is expressed by 

N(x2 < 4) = N,(x2 < 4) + Na(x2 < 4), 

where N-,(x2 < 4) and N8 (x2 < 4) are the numbers of true photon and 

background events passing the cut (x2 < 4), respectively. Combining the 

above equations, we obtain as follows: 

eN - e-, N-, + ea Na 

- e..,N..,+ea(N-N..,), 

where e, e..,, and es are the x2 efficiencies for photon candidates, true 

photons, and backgrounds to pass the cut x2 < 4, respectively. From the 

above equation, the number of prompt photons N.., is given by 

e - es 
N.., = (--) x N. 

e-, - ea 

Figure 3.4 shows the x2 efficiencies e-., and es as a function of EM cluster 

PT. They were estimated from a detector simulation based on the electron 

test beam data. 
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3.8 x2 efficiencies in profile method 

The x2 efficiencies e.., and es to pass the cut x2 < 4 are determined by a 

detector simulation based on the electron test beam data. The accuracy 

of the simulation is checked by comparisons with the data of W ~ ev 

and TJ ~ "f"'I for signals and p± ~ 1r01r± for backgrounds. 

3.8.1 Detector simulation 

The simulation program, GEANT 3.14 [17], was used for the simulation 

of the detector responses. The simulation provides some guidance and 

intuition into the magnitude of various effects. The information of the 

real electron showers measured by the electron test beam was installed in 

the simulation of photons after the correction for the difference between 

photon and electron. 

3.8.2 Signal x2 efficiency 

The x2 efficiency e.., for signal (prompt) photons was estimated by the 

simulation. The validity of the estimation is checked using the CDF real 

data. The electrons from W ~ ev decays provide a check that the data 

of the test beam electrons are properly installed into the simulation. The 

photons from 1/ ~ 11 decay ·provide a comparison of remaining details 

of the simulation. 

3.8.2.1 Electron sample from W ~ ev 

The electrons from the W ~ e11 decays were collected by a high trans­

verse energy (ET) electron trigger, and were selected by the following 
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selection cuts: 

• Transverse energy of the EM cluster; EfM clu
st

er> 25 GeV. 

• Isolation; ET(R < 0.7)/ EfM cluS
t
er < 0.15, 

where ET(R < 0.7) is the transverse energy sum around 

a cluster within a radius of 0. 7 in 77-<p space. 

• Number of associated CTC tracks; Ntrack = 1. 

• Comparison of the cluster energy (E) and the track momentum (p); 

0.8 < E/p < 1.2. 

• Fiducial volume cuts for a CES cluster; 

14 < JZcEsl < 217 cm, 

IXcEs I < 17.5 cm, 

where XcEs and ZcEs are CES cluster positions in the 

wire and strip views, respectively. 

• Shower shape in the CES strip view; x;trip < 20. 

The CES x2 distributions of the W decay electrons were compared with 

those of the simulated electrons from the W decays. The simulation in­

cludes the effects of internal and external photon radiations and the gas 

saturation. Figs. 3.5 ( a) and (b) show the strip x;trip and the wire x!ire 

distributions, respectively. Fig. 3.5 ( c) shows their average x2 distribu­

tion, where the average is calculated by 
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The real W electron data agree with the simulation data in the strip 

X
2t. distribution. However, these are slightly different in the wire X!ire 
s rip 

and the average x2 distributions. The efficiencies for the real and the 

simulated electrons to satisfy the cut x2 < 4 are 0. 785 ± 0.012 and 0.822 

± 0.003, respectively, where the errors show the statistical ones. 

3.8.2.2 Photon sample from 1J -+ ii 

The 1/ -+ ii data were taken by a low transverse energy photon trigger 

in the previous run during 1988"-11989. The ET threshold of the trigger 

is 10 GeV. The trigger also required the small hadronic energy fraction 

and the isolation of an EM cluster. The energy fraction is defined by 

the fraction of the transverse energy (E¥ad) in the CHA divided by that 

(Efm) in the CEM. The isolation is the energy sum in R = 0.1 in 1}-cp 

space around a cluster divided by the cluster ET. The photon candidates 

were required to have no associated CTC track. The events including the 

photon candidates were required to have an event z vertex within 50 cm 

from the detector center, and to have a small missing ET. The trigger 

requirements and the selection cuts for the EM clusters from the 1/ -+ ii 

decays are summarized as follows: 

Trigger requirement: 

• Transverse energy of EM cluster; ET > 9 Ge V. 

• Energy fraction; E~ad / Efm < 0.125. 

• Isolation; ET(R < 0.7)/ Effuster < 0.15. 

Photon selection cuts in oflline: 
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• Number of associated CTC track; Ntrack = 0. 

• Central photons; 111' I < 0.9. 

• Event vertex z position; lzvertexl < 50 cm. 

• Missing ET significance < 3. 

To provide information of the single photon from 71 -+ 11 decays, we 

required that each photon landed in two separate CEM towers in an 

EM cluster. A schematic view of the 71 -+ 11 detection is shown in 

Fig. 3.6. The additional cuts are applied to the events for the two photon 

analysis. The transverse energy of the EM cluster is restricted to between 

9 Ge V and 15 Ge V. The lower cut comes from the extremely low trigger 

efficiency, and the upper one is introduced to separate the photons from 

,r0 -+ 11 decays. To suppress the backgrounds from 71 -+ 1r
0

1r
0,r0 decay 

and other neutral meson decays, only two CES clusters in the strip view 

were required in the EM cluster. The clusters in the wire view presumably 

are overlapped, thus we require one or two clusters for the wire view. The 

CES clusters are imposed to be in the fiducial region of the CES. The 

additional cuts are summarized as follows: 

• Transverse energy; 9 Ge V < E¥ uster < 15 Ge V. 

• Number of strip clusters; Nstrip =2. 

• Number of wire clusters; Nwire = 1 or 2. 

• Each CES strip cluster landed in two separate towers. 

• Fiducial volume cuts in the CES; 
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14 < IZcEs/ < 217 cm, 

IX1st CEsl < 20 cm and IX2nd CEsl < 20 cm, 

/X1st CEs/ < 17.5 cm or IX2nd cEsl < 17.5 cm. 

The two photon mass Mn is calculated by 

where 012 is an angle between two photons in the laboratory frame, Ei( i = 
1 or 2) is the tower energy of each photon. The tower energy is corrected 

individually for OEM response variations. The cos 812 is expressed using 

the positions of the CES clusters (Z and X) as follows: 

B R2 + Z1Z2 + X 1X 2 

cos 12 = .j(R2 + Z; + Xl)(R2 + Zi +Xi)' 

where R ( =183.9 cm) is a distance between the proton beam line to 

the CES position in the R-c.p plane. Figure 3.7 shows the two photon 

invariant mass distributions. A significant 1/ --+ 'Yi peak is observed. 

The distribution is fitted to a gaussian plus quadratic function. The 

fitted mass is obtained to be 549±6 Me V / c2 , where the error shows 

statistical one. This is consistent with the world average mass of 1/ meson 

547.45±0.19 MeV /c2 (18]. The width of the peak is roughly the expected 

one from the CEM energy resolution. A peak of 1r
0 --+ i'Y is suppressed 

by a large CES clustering window (11 channels). In order to remove the 

contribution of backgrounds in the 1/ --+ 'Yi events, the x2 distribution 

of the side band events around the 1/ mass region was subtracted from 

that of the events in the 1/ mass region. The signal and the side band 

regions are indicated in the figure. The strip x;trip distribution of the 
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photons obtained from the 1J --+ ii events is compared with that of the 

simulated 1J --+ ii events in Figure 3.8. The x;trip distribution of the 

simulated photons well produces that of the real photons obtained from 

the 1J --+ ii events. 

3.8.3 Background efficiency 

Sources of the photon backgrounds against prompt photons are mainly 

multi-photons from the neutral meson decays such as 1r
0 --+ ii, 1J --+ ii, 

and K~ --+ 1r
0

1r
0

• The compositions of these backgrounds were obtained 

from the CDF measurements. At the CDF, the 1r
0 and 1/ mesons decaying 

into two photons have been reconstructed using a narrow CES cluster (3 

channels). The two CES clusters are required to be in the adjoining CEM 

towers. Figure 3.9 shows the two photon invariant mass distribution 

with the significant 1r
0 and 1/ peaks at 139 and 54 7 Me V / c2

, respectively. 

After the acceptance corrections, the production ratio of 1r
0 and 1J was 

obtained [20]: 

11/1r
0 = 1.02 ± 0.15(stat.) ± 0.23(syst.), 

where the first and the second errors show the statistical and systematic 

ones, respectively. The production of K~ has also been measured at the 

CDF using charged decay mode [21]. The production ratio of K~ and 1r
0 

from the Kg measurement with an assumption of isospin invariance was 

measured to be 
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Figure 3.8: Strip x;trip distribution of the photons obtained from the 

1/ -+ T'Y events is shown as the points. The solid line shows the x;trip 
distribution of the simulated 1/ -+ 11 events. 

42 



,....-..... 
C\1 

(.) 

~ 
> 

<l) 

~ 

LD 
C\2 ...._.., 

" r:n 
....,..) 

C 
<l) 

:>-
~ 

I 125 i 
100 ~ rro ~ rY 

75 

50 

25 

0 l..:J/!.................i-....J......L......___.___.,__,___L....,__~...i...-1.....L......1.----,I.......J.....:.L~!::::::all,............ISllla........J 

0.00 0.25 0.50 0.75 1.00 1.25 1.50 

Mn (GeV/c 2
) 
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0 ~ ,.rt signals can be 
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3.8.3.1 1r0 sample from p± -+ 1r±1r0 

A p± meson decaying to 1r± 1r0 is a good sample for checking the x2 distri­

bution of 1r0 's. The p± meson was reconstructed using a single charged 

track and an associated EM cluster. Figure 3.10 shows the mass dis­

tribution of a track and an EM cluster, where the masses of the track 

and the EM cluster are assigned to be charged pion and neutral pion 

masses, respectively. A clear p± -+ 1r±1r0 peak is observed. The distri­

bution was fitted with a Breit-Wigner plus polynomial function. The 

fitted mass is 772 ± 9 Me V / c2
, where the error shows statistical one. It 

is consistent with the world average p+ mass 766.9 ± 1.2 MeV /c2[18]. 

The x2 distribution of the reconstructed 1r
0 's in the p± 's mass window of 

0. 7 < M1r±1ro < 1.2 Ge V / c2 and that of the simulated 1r
0 's are shown in 

Figure 3 .11. 

3.8.3.2 Combined background efficiency 

The background x2 efficiency was evaluated using the measured produc­

tion ratios and each background source by simulation. Figure 3.12 shows 

the efficiencies of each source and the combined efficiency. 
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Chapter 4 

n*± Reconstruction 

In this chapter the n·± reconstruction method is described. Quarks 

are never seen in free state, although the existence of quarks have in­

directly been established [22]. Charm quark as well as other quarks 

form mesons or baryons rapidly after the production. The charm mesons 

or baryons decay into stable hadrons, baryons, or leptons. We recon­

structed an·± meson in the inclusive photon events in order to identify 

the event containing a charm quark. In the CDF experiment, there are 

several charm quark identification methods. One is a full reconstruction 

of charm mesons using their invariant mass distribU:tions. Characteristics 

of a lepton ( electron or muon) from semileptonic decays of charm quark 

are also useful to identify charm quark signals with an advantage of the 

relative large branching ratios of the charm meson or baryon decays. The 

other uses a charm quark jet with its secondary vertex position due to 

the finite lifetime of the charm mesons or baryons (er "-J 200 µm). 
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A n·± meson was fully reconstructed using the sequential decays of 

{ 

n·+ -+ n°1r+ -+ K-1r+1r+ 
s s ' 

n·+ -+ n°1r+ -+ K-1r-1r+1r+1r+ 
s s ' 

and their charge conjugate decays. Charge-conjugate modes are implied 

hereafter. In order to distinguish the pions from n·+ -+ n°1r+ and D0 -+ 

K-1r+ ( or K-1r-1r+1r+), the pion from the n·± decay is represented by 

a symbol 7r5 • An existence of a n·± meson is a direct evidence of a 

charm quark production, and can be used to select an event containing 

a charm quark. A n·± meson can be reconstructed without particle 

identification equipment. It is based on the small Q-value in the decay of 

n·+ -+ D01r+. A mass difference between n•+ and n° mesons, ilM = 
MD· - Mvo, is 145.42 ± 0.05 MeV /c2 (18], that is nearly pion mass. 

Therefore, random combinations which accidentally come in an·± signal 

window are expected to be relatively small. However, the branching ratio 

of the decay is relatively small. It is 2 % [18]. The analysis is limited by 

statistics. 

4.1 D*± reconstruction method 

The n·± reconstruction using the sequential decay of n·+ -+ n°1r: -+ 

K-1r+1r: (or-+ K-1r-1r+1r+1r;-) was performed by taking a combination 

of charged tracks to simultaneously form a n° and a n·+ using two and 

three tracks (or four and five tracks), respectively. We took all possible 

combinations in an event. The tracks used in the combination were 

assumed to be a kaon or a pion, and their masses were assumed to be 

kaon mass (=0.493646 GeV/c2
) or pion mass (=0.1395675 GeV/c2

) (18]. 
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In the assignments of a ,r5 , only tracks which have the opposite electric 

charge as that of a K track were considered, namely; 

A mass difference of 

was calculated for each track combination, where M(D01r:) and M(D0
) 

are invariant masses of a D0 ( ~ x-1r+ or K-1r-1r+1r+)1r: and a D0
( ~ 

K-,r+ or K-1r-1r+,r+) systems, respectively. Part of the common track 

momentum errors tends to cancel in the l:l.M. 

4.2 Track selection 

Charged particles are detected in the SVX and the CTC. The momentum 

is reconstructed by fitting the CTC hit positions to an arch. Good tracks 

passing some quality cuts were used for the D·± reconstruction. The good 

track selection cuts are described in this section. 

4.2.1 Good track selection 

The goodness of fitting is given by the number of hits used for the fitting. 

The good track conditions are given by 

• 3 dimensional fitted track. 

• Number of stereo layers having more than 4 hits ~ 2. 

• Number of axial layers having more than 2 hits ~ 2. 
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In this experiment, the reconstructed tracks can be separated into two 

types. One is a CTC track which was reconstructed in the CTC. The 

other is an SVX-CTC track which was a CTC track having SVX hits suc­

cessfully combined in the track fitting. For SVX-CTC tracks, additional 

cuts were required as follows: 

• x2 of combining fit of CTC and SVX tracks ~ 20. 

• Number of hits on the SVX ~ 2. 

If there exists an SVX-CTC track, then the track was used, otherwise a 

CTC track was used. 

4.2.2 Removal of photon conversion tracks 

Charged tracks contain "photon conversion" tracks. The photon conver­

sion is caused by a process of ,X(material)--+- e+e- X' in material, where 

the photon is produced in fragmentation of a quark or a gluon. The pho­

ton conversion tracks were not used for the n·± reconstruction, because 

they are secondary particles. The track pairs were removed by the fol­

lowing procedures. An invariant mass of an opposite charged track pair 

is calculated at a point of the closest approach between two helixes of a 

track pair. The tracks are assumed to have the electron mass. The track 

parameters, the curvature C, the azimuthal angle cp, and the cotangent 

of the polar angle cot 8 are calculated at the point. The cuts for removing 

the conversion track pairs are summarized in Table 4.1, where 6Srrun is 

the minimum separation distance between two helixes in the R-cp plane, 

6z is the z position difference between two tracks at the closest point, 

6( cot 8) is the difference in track parameter cot B's between two tracks, 
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Table 4.1: Conversion selection cuts 

Variables Cut Values 

15Srrunl < 0.1 cm 

l5zl < 3.0 cm 

15( cot B)I < 0.04 

Me+e- < 0.1 GeV /c2 

and Me+e- is the invariant mass of a track pair assuming the tracks to 

be an electron and a positron. Figure 4.1 shows the distributions of the 

conversion selection variables in the photon candidate events. The track 

pairs in each plot passed all conversion selection cuts expect for the one 

in the plot. The distribution of a conversion radius R is shown in Fig. 4.2, 

where R is a distance from the center of the detector to the closest point 

of the two tracks in the R-cp plane. In the region of 20 cm < R < 30 

cm between the VTX and the CTC, the track pairs are enhanced after 

the conversion selection cuts (See solid line in Fig. 4.2). The track pairs 

which passed the conversion selection cuts and had in the range of 20 

cm < R < 30 cm were removed in the n·± reconstruction. Some signal 

tracks from then·± decay are lost by the conversion cut. From a study 

using Monte Carlo events, the fraction of the signal which is excluded by 

the conversion cut is 3 % . 

4.2.3 Removal of K~ and A candidate tracks 

Particles from A -+ p1r- and Kg -+ 1r+,r- decays were also removed in 

the n·± reconstruction. The candidates of A -+ p1r- and K~ -+ 1r+ 1r-
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Figure 4.1: Distributions of the conversion selection variables: (a) sep­

aration distance, (b) difference of cot 8, ( c) mass of two tracks, and ( d) 

difference of z positions at the closest approach point of two tracks. 

53 



E 
u 

-+--' 

0 
C 

..0 

E 
0 
u 

500 

450 

400 

350 

300 

250 

200 

150 

100 

50 

0
-10 0 

I 
-1 

I 
I 

L-
I 
I 
I 
I 

I 

I 

I 

'-

1 0 

I -, 
I 

,-

,-, 
I I 

I I 
I I 

I I 
I I 
I I 

I I 

I I 

I I 
I I 
I 

I I 
I I 

: : !10000 

IS~ 

: : J oom 

I I i I I 
I I I000 

I <000 
I 
I 

I 2000 
I 

20 JO tO Ml 
c--... Aoit ... ( .... ) 

·-I 
I 

~ ... - l 

LI I 
- 1_ I 

'• I 

I 

I -' '-I_•, 

20 30 40 50 
Conversion Radius (cm) 

Figure 4.2: Conversion radius distributions. The broken line and the 

inset histogram show the distributions with the cuts of only oz and 6S. 

The solid line shows that with all conversion selection cuts including 

6( cot 0) and Me+e- cuts. 

54 



can be identified by reconstructing their secondary vertex positions. The 

secondary vertex fitting was carried out for all opposite electric charged 

track pairs. The momenta of the tracks were calculated using the fit­

ted secondary vertex point. Figures 4.3 ( a) and (b) show the invariant 

mass distributions of 71"+71"- and p1r-( and its charge conjugate), respec­

tively, where the tracks were assumed to be a proton or a pion. The 

track PT was required to be greater than 0.4 Ge V / c. A fitted function 

of a gaussian plus a linear function was superimposed in each figure. 

The fitted masses were obtained to be 0.49649±0.00004 Ge V / c2 and 

1.11580±0.00005 Ge V / c2 from the 71"+71"- and the p11"- mass distribu­

tions, respectively, where the errors show only statistical ones. They are 

consistent with the world average K~ mass 0.49767 GeV /c2 and A mass 

1.11563 Ge V / c2 (18] within systematic errors. In order to exclude the 

K~ and the A candidate tracks, the combinations in the mass windows 

listed in Table 4.2 were removed in the n·± reconstruction. 

Table 4.2: Mass cuts to select K~ and A candidates. 

0.483 < Mn-+n-- < 0.513 ( Ge V / c2
) 

1.112 < Mp1r < 1.120 (GeV /c2
) 

4.3 Constraint fit 

The track position resolution in z direction is relatively worse than the 

R-cp position resolution in the CTC. In order to improve the position 

measurement of tracks, a constraint fit is used. The tracks assigned to 
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transverse momenta of the tracks were required to be greater than 0.4 
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a 7rs particle from the n·+ ~ D01r: decay were constrained to pass 

the primary vertex positions in three-dimension. The tracks assigned 

to a K and a 1r particles from the D0 ~ x-1r+(or ~ x-1r-1r+1r+) 

decay were constrained only to pass the primary vertex z position, be­

cause D0 particle has a finite decay length. A Monte Carlo event sample 

was used for the study of the constraint fits. The particles from the 

decay of n·+ ~ D0 
( ~ x-1r+ )1r: were generated according to a pre­

dicted PT distribution for the , + n·± production with the PYTHIA 

event generator (23], and were simulated for the CDF detector. The dis­

tributions of the K-1r+ mass M(K-1r+) and the mass difference ~M = 
M(K-1r+1r:)-M(K-1r+) of the Monte Carlo events are shown in Fig. 4.4 

. The distributions were fitted to a gaussian function. Figures 4.4 ( a) 

and (b) show the distributions of the x-1r+ mass and the mass difference 

which were calculated using the original fitted track parameters before 

the constraint fit. Figures 4.4 (c) and (d) show those which were calcu­

lated using the constraint fit track parameters. The mass resolutions are 

improved after the constraint fit as shown in Fig. 4.4. 

In a photon candidate event, an·± meson through the sequential decay 

of n·+ ~ D01r: ~ K-1r+1r: was reconstructed by taking combinations 

of tracks. We took all possible combinations of the tracks, retaining 

the electric charge correlation, namely; K,=1r±1r:. The masses of tracks 

assigned to K and 1r were assumed to be kaon mass ( =0 .493646 Ge V / c2
) 

and pion mass ( =0.1395675 GeV / c2
), respectively. For a K-1r+1r: or 
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K+1r-1r; combination, a K=f1r± invariant mass and a mass difference 

between K=f1r±1r; and K=f1r± systems were calculated. 

4.4.1 Kinematical cuts 

As a main background in then·± detection, "combinatorial background" 

is considered. The combinatorial background is an event in which random 

track combinations accidentally fall onto the mass window. Figure 4.5 

shows a track multiplicity distribution in the photon candidate events, 

where the photon candidates passed the photon selection cuts and, the 

track transverse momentum PT was required to be larger than 0.4 Ge V / c. 

The photon candidate sample mainly contains a prompt photon { or a 

neutral meson) + a light quark {or gluon) events. The average charged 

track multiplicity is about 20. Therefore, the combinations of the tracks 

become around 900 in an event, and the combinatorial background events 

will be much larger than the expected signal events without any cuts. In 

order to eliminate the combinatorial background events, some kinemati­

cal cuts were applied. The kinematical cuts were determined from their 

distributions of real events or; + n·± Monte Carlo events. The variables 

of the kinematical cuts are described below: 

• PT : Transverse momenta of tracks. 

The transverse momentum cut is effective to reduce the 

combinatorial background. The track momenta of K, 1r, 

and ?rs were required to be larger 1.0 GeV /c, 0.7 GeV /c, 

and 0.4 GeV /c, respectively. The transverse momentum 

PT distributions of K, 1r, and ?rs in the Monte Carlo 
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,+n·± events are shown in Figs. 4.6 ( a), (b ), and ( c), re­

spectively. The PT cut values were taken to be relatively 

low for the Monte Carlo events. In order to study the 

combinatorial background events, we prepared a loose 

track PT cut, which is PT > 0.4 Ge V / c for K, 1r, and 7r5 • 

An invariant mass of the assigned K-1r+ system was re­

stricted in a mass window around true n° mass. A com­

bination whose M ( K- 1r+) is within 30 Me V / c2 around 

true n° mass 1.8646 GeV /c2 [18] was used for the recon­

struction. 

• PT(n·±) : Transverse momentum of an·±. 

The transverse momentum of an·± system was required 

to be larger than 6 Ge V / c. The n·± PT distribution in 

the 1 + n·± Monte Carlo events are shown in Fig. 4. 7. 

Then·± selection cut values are summarized into the Table 4.3. 

4.4.2 Elimination of duplicate events 

The n·± reconstruction was carried out through all possible combina­

tions of tracks without particle identification. Therefore, some duplicate 

combinations in an event come in a AMdistribution. To eliminate the 

duplicate entries, we chose a K 1r combination with the closest D0 mass 

to the P.D.G. value of 1.8646 GeV /c2 (18] and chose 7r5 by requiring the 

highest n·± momentum in an event. 
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Table 4.3: Summary of the n·± selection cuts. 

Loose cut Tight cut (A) Tight cut (B) 

PT of K > 0.4 1.0 1.0 GeV/c 

PT of 7t" > 0.4 0.7 0.7 GeV/c 

PT of 7t"5 > 0.4 0.4 0.4 GeV/c 

IM(K-1r+) - Mvol < 30 30 30 MeV/c2 

PT(D·±) > 0 0 6 GeV /c 

4.4.3 Reconstruction with loose cut 

First of all, we show the 6.M distribution with the loose cut. Fig­

ure 4.8 shows the M(K-,r+) distribution of all combinations and the 

6.M(K-1r+1r: - x-1r+) distribution in the photon candidate events with 

the loose cut, where the photons pass the photon selection cuts. In 

Fig. 4.8 (b), the K- ,r+ mass was restricted in the D0 mass window, 

1.835 < M ( K- ,r+) < 1.895 Ge V / c2
, shown as the shaded area in Fig. 4.8 

(a). A significant peak was observed at 6.M = 145.5 MeV/c2 • The 6.M 

distribution was fitted to a function of 

Pl 1 6.M - P2 2 p 5 ~pg x exp ( - 2( pg ) ) + P 4 x ( 6.M - m,r) , 

where Pl, P2, P3, P4, and PS are the fitting parameters, and m1r is the 

pion mass. The fitted function was superimposed in Fig. 4.8 (b ). The 

fitted 6.M value was obtained to be 145.5 ± 0.3 Me V / c2 , where the error 

shows statistical one. This is consistent with the world average mass 

difference M( n·+) - M( D0 )=145.42 Me V / c2 [18] within the statistical 

error. 
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Figure 4.8: M(K-1r+) and flM distributions in the photon candidate 

events: (a) x--rr+ mass distribution of all combinations, (b) mass differ­

ence flM(K-1r+1r: - K-1r+) distribution of the events selected within 

the n° mass window. The n° mass window is shown as the hatched area 

in (a). 
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In order to confirm that the n"'± signal contains n° -+ K-1r+, the 

K-1r+ mass was relaxed, and the mass difference was restricted within 

1.5 MeV /c2 around fl.M = 145.5 MeV /c2 as seen in Fig. 4.9 (a) {hatched 

area). Figure 4.9 (b) shows the K-1r+ mass distribution of the events in 

the n·± signal window of 144 < fl.M < 14 7 Me V / c2
• In the figure, the 

n° -+ K-1r+ signal peak was observed at M( K 1r) = 1.865 Ge V / c2
• The 

distribution was fitted to a function of 

Pl 1 MKrr - P2 2 
J2,rP

3 
X exp (-2( p

3 
) ) + P4 + PS x MKrr, 

where MKrr is the K 1r mass, and Pl, P2, P3, P4, and PS are the fitting 

parameters. The fitted function was superimposed in Fig. 4.9 (b ). The 

fitted n° mass was 1.863 ± 0.006 GeV /c2
, which is consistent with the 

n° world average mass of 1.8646 GeV /c2 (18] within the statistical error. 

Figure 4.10 shows a scatter plot of azimuthal angles of the photon 

and the n·± candidates. The n"'± candidates were selected within 1.5 

MeV/c2 around fl.M = 145.5 MeV/c2 in the fl.M distribution, which 

was shown as the hatched area in the inset histogram. Most of the 

n·± candidates are in opposite side of the photon candidates in the R-cp 

plane. This indicates that the photon and the n"'± ( or charm quark) are 

produced back-to-back in the R-cp plane. 

4.4.4 Reconstruction with tight cut(A) 

We require the tight PT cuts for the charged tracks without the n(n·±) 

cut. The requirements are PT > 1.0 GeV /c, 0.7 GeV /c, and 0.4 GeV /c 

for assigned K, 1r, and 7r5 tracks, respectively. The fl.M and the K-1r+ 

mass distributions after applying the tight PT cuts are shown in Figs. 4.11 
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Figure 4.9: llM and M(K-1r+) distributions in the photon candidate 

events: (a) Mass difference llM(K-1r+1r: - K-1r+) distribution of all 

combinations, (b) K-1r+ mass distribution of the events selected within 

the n·± signal window(j/lM - 145.51 < 1.5 MeV/c2
). The window is 

shown as the hatched area in (a). 
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and 4.12. The n·± and the n° signals are observed. The ratio of signal 

and background is improved after the tight PT cuts. 

4.4.5 Reconstruction with tight cut(B) 

Furthermore, the n(D·±) cut was applied to K-1r+1r: systems in order 

to reduce the combinatorial backgrounds. Figures 4.13 ( a) and (b) show 

the n(D·±) distributions of the n·± candidates and backgrounds, re­

spectively, where the background events were taken by combining then° 

candidate with a track in another event. We chose the PT(D·±) threshold 

to be 6 GeV /c. 

After all the selection cuts including the n(n·±) cut, the K-1r+ mass 

distribution for all combinations and the tlM distribution in the photon 

candidate events are shown in Fig. 4.14, where the x-1r+ mass forming 

a D0 parti_cle was required to be in the n° mass window. The D0 mass 

window (IM(K-1r+)-1865I < 30 MeV /c2
) was shown as the hatched area 

in Fig. 4.14 (a). On the other hand, M(K-1r+) distribution with a mass 

difference tlM within ltlM -145.51 <1.5 MeV/c2 is shown in Fig. 4.15. 

The significant peaks at tlM = 145.5 MeV /c2 and at M(K-1r+) = 1.865 

GeV /c2 are observed in Fig. 4.14 (b) and Fig. 4.15 (b) after the PT(D--±) 

cut, respectively. The fitted D0 mass and mass difference are M(K-1r+) 

= 1.862 ± 0.004 GeV /c2 and tlM = 145.5 ± 0.2 MeV /c2, respectively, 

where the errors are statistical ones. They are consistent with the world 

averages [18] of M(D0
) = 1.8645 GeV /c2 and M(D·+)- M(D0 )=145.42 

Me V / c2 within statistical errors. 

To show that the peaks do not accidentally come out, the tlM and the 

K-1r+ mass distributions in the side band region are shown in Fig. 4.16. 
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Figure 4.11: M(K-1r+) and ~M distributions in the photon candidate 

events: ( a) K-1r+ mass distribution of all combinations, (b) mass differ­

ence ~M(K-1r+1r: - x-1r+) distribution of the events selected within 

the D0 mass window. The window is shown as the hatched area in (a). 

The tight PT cuts were applied. 
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Figure 4.12: llM and M(K-1r+) distributions in the photon candidate 

events: (a) Mass difference ~M(K-1r+1r: - K-1r+) distribution of all 
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). The window 

is shown as the hatched area in (a). The tight PT cuts were applied. 
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The side band events were taken in 1.895 < M(K-1r+) < 1.915 GeV /c2 

for the liM distribution in Fig. 4.16 (a), and 3.5< l!iM - 145.51 < 5 

MeV /c2 for the M(K-1r+) distribution in Fig. 4.16 (b). These side band 

regions are shown as the shaded areas in the inset histograms. 

We show a background tiM distribution using a fake n·±, where 

the fake n·± is made by a D0 candidate and a track in another event. 

The background !iM distribution is shown in Fig. 4.17 as a hatched 

histogram. The number of the fake n·± events were normalized by that 

of the data out of the signal region. 

No peak is observed in the side band !iM and the background !iM 

distributions. We conclude that the observed n·± peak does not acci­

dentally come up from random track combinations. 

We also show that the particles from other charm meson or baryon 

decays do not make a significant peak in the tiM distribution. We 

checked this by using PYTHIA Monte Carlo data. The Monte Carlo 

events were generated with PYTHIA and were simulated for the CDF 

detector. They contain all charm mesons and baryon decays except for 

the n·+ ~ D0
( ~ K-1r+)1r+ decay. The event sample corresponds to 

38.4 pb-1 data. No significant peak was seen in the plot around the D·± 

signal region as shown in Fig. 4.18. Therefore, we conclude that other 

charm meson and baryon decays do not contribute to the peak in the 

flM distribution. 
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For then·± reconstruction using then°~ K-1r-1r+1r+ decay mode, we 

also took all possible track combinations, retaining the electric charge 

correlation, namely, 

The tracks were assumed to be a kaon or a pion. The kinematical cuts are 

summarized in Table 4.4, which contain the charged track PT cuts, the 

n° mass restriction, then·± transverse momentum cut. The kinemati­

cal cuts are tighter than those for the reconstruction using D0 ~ K-1r+, 

because of a larger number of combinations. Figure 4.19 shows PT dis­

tributions of K, 1r, and 7r5 particles in the i + n·± Monte Carlo events. 

Table 4.4: n·± selection cuts for the D0 ~ K-1r-1r+1r+ mode. 

Cuts 

PT of K > 2.0 GeV/c 

Leading PT of 1r's > 1.5 GeV/c 

PT of ,r's > 0.5 GeV/c 

PT of 7rs > 0.4 GeV/c 

IM(D0
) - 1864.51 < 20 MeV/c2 

PT(D"'±) > 6 GeV /c 

We show the !lM distributions in the inclusive photon events after 

the kinematical cuts except for the PT(D*±) cut in Figure 4.20. A n•± 

signal was observed at tiM = 145.5 MeV /c2 above a large number of the 

combinatorial background events. 
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In order to eliminate the backgrounds, we applied the n(D·±) cut. 

Figure 4.21 shows the tlM distribution together with the background. 

The background events were generated by combining a D0 candidate 

with a track in another event. We observe the n·± signal at tlM = 
145.5 MeV /c2 , however, do not observed in the fake n·± events. The 

ratio of signal to background was improved after the n(D*±) cut. The 

distribution was fitted to the function of 

Pl ( l(tlM-P2 2 P5 
)21rp

3 
X exp - 2 p

3 
) ) + P4 x (tlM - m1r) , 

where Pl, P2, P3, P4, and P5 are the fitting parameters, and m1r is the 

pion mass. The fitted tlM is 145.4 ± 0.3 Me V / c2 , where the error is the 

statistical one. The fitted tlM is consistent with the world average of 

145.42 MeV/c2 (18]. 
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Chapter 5 

Extraction of "Y + n*± Events 

The D·± mesons were successfully reconstructed as the significant peaks 

above backgrounds in the ~M distributions. The backgrounds are mainly 

track combinations due to accidentally falling into the ~M mass window. 

The photon candidates include the multi-photon backgrounds from the 

neutral meson decays such as 1r
0 -+ ii, 1/ -+ ii, and K~ -+ 1r

0
1r

0
• In 

order to obtain the number of events containing a prompt photon and a 

D*±, the photon backgrounds are subtracted from the photon candidates 

by using the CES x2 , and the combinatorial backgrounds are subtracted 

in the ~M distribution by using the background ~M distribution. In 

this chapter the methods to subtract the backgrounds and to estimate 

the number of the i + n·± candidate events are described. 

5.1 Subtraction of photon background 

The photon candidates which passed the photon selection cuts still in­

clude backgrounds. The fraction of prompt photons in the photon can-
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didates is roughly 50 %. The photon backgrounds were statistically sub­

tracted from the photon candidates by the method using the CES x2 • 

The number of prompt photons ( N..,) in photon candidates ( N) is given 

by 
€- EB 

N.., = (--) X N, 
€-y - EB 

where e-,, ea, and e are x2 efficiencies for true photons, backgrounds, pho-

ton candidates to pass the cut x2 < 4, respectively. That was described 

in section 3. 7. The x2 efficiency is defined as the number of photon can­

didates with x2 < 4 divided by that with x2 < 20. Figure 5.1 shows the 

x2 efficiencies for true photons, true backgrounds, and the photon can­

didates in the inclusive photon events. From the efficiency curves, the 

prompt photon fraction can be determined in a photon PT range. The 

curves were obtained by a simulation. The errors of the efficiencies will 

be discussed in chapter of systematic uncertainty. 

The numbers of the events which passed and failed the x2 < 4 cut 

are given by 

- e.., N.., + es Na, 
{ 

N(x2 < 4) 

N(4::; x2 < 20) - (1 - e..,)N.., + (1 - es)Ns, 

where N.., (Na) is the number of true photons (backgrounds). From these 

equations, the number of true photons is given by 

N.., = wp N(x2 < 4) + wr N( 4 ~ x2 < 20), 

where Wp and wr are weights of the events which passed or failed the 

x2 < 4 cut, respectively. The weights are calculated by 

{ Wp 
= 1-ea (x2 .< 4), e.., -ea 

Wf - -ea ( 4 ::; x2 < 20), e.., -eB 
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using the efficiencies. 

The photon candidate sample can be separated into two groups. One 

is a prompt photon sample, and the other is a background sample. Sep­

arating photon candidates into the two groups, the number of prompt 

photons is calculated by summing the weight w~;r( w~ or w}) over all 

photon candidates, namely: 

N.., = L w~ + L w/. 
i;x2 <4 j;4<x2 <20 

Similarly, the number of backgrounds is given by 

Ns = L {1 - w~) + L {1 - w{) 
i;x2 <4 j;4<x2 <20 

The statistical error ~N-y is given by 

L (w~) 2 + L (wf )2 · 
j:4<x2 <20 

The weights of the photon candidates in the ~M distribution were 

calculated by filling the events with the weights ( w~;r and 1-w~/f) in the 

~M distributions. We show the ~M distributions in the prompt photon 

and the photon background samples. Figures 5.2 ( a) and 5.3 ( a) show the 

~M(K-1r+1r: - K-1r+) and ~M(K-1r-1r+1r+1r: - K-1r-1r+1r+) distri­

butions in the prompt photon sample, respectively. Figures 5.2 (b) 

and 5.3 (b) show those in the photon background sample, respectively. 

In the plots, the fake n·± ~M distributions were shown as histograms. 

The vertical axis corresponds to the number of the prompt photons or 

the backgrounds. The D*± signals still remain at ~M = 145.5 Me V / c2 in 

the prompt photon samples with significant excesses. However, no excess 

in then·± signal region (144 < ~M < 147 MeV/c2
) is observed in the 
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Figure 5.2: llM(K-1r+1r: - K-1r+) distributions in the prompt photon 

sample (a), and in the background sample (b). The histogram shows the 

fake n·± events. 
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background samples. It indicates that the n·± candidates are produced 

with prompt photons. The numbers of the n·± events associated with 

prompt photons are calculated using the weights to be 

N(,) = 41.4 ± 10 (D0 ~ x-1r+). 

N(,) = 72.0 ± 16 (D0 ~ x-1r-1r+1r+). 

where the errors are statistical ones. 

5.2 Subtraction of combinatorial background 

The D·± signals associated with prompt photons have been observed as 

significant excesses in the ll.M distributions at ll.M = 145.5 Me V / c2
• The 

background against prompt photons has already been subtracted with 

the statistical method using the CES x2• The remaining background is 

combinatorial background. The shape of the combinatorial background 

events in the ll.M distribution was determined from the ll.M distribu­

tions of the fake n·± mesons. The fake n·± events were made by com­

bining a D0 candidate of the data with a track in another event. We 

assume that the fake D·± events have the same ll.M distribution as the 

combinatorial background events. 

5.2.1 D 0 ~ K.-1r+ 

We have showed the ll.M distribution of the fake D·± events together 

with_ the data in Fig. 5.2 (a). The excess at ll.M = 145.5 MeV /c2 is 

clearly observed in the data (points) however, no excess was observed in 

the backgrounds (histogram). 
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In order to estimate the number of the n·± candidates above the 

combinatorial backgrounds, the background flM distribution was pa­

rameterized by various functions. The functions are listed in Table 5.1 

together with the estimated number of background events in the n·± 
signal window for each parameterization. In the parameterization func­

tions, a, b, c, and dare the fitting parameters, and m,r is pion mass. The 

Table 5.1: Number of the combinatorial background (C.B.) events 

Functions # of the C.B. events 

(a) ax (flM - m1rt 12.0 ± 2.0 

(b) ax (flM - m,r)h x (1 + c(flM - m,r)) 12.1 ± 2.0 

(c) ax (flM - m,rt x (1 + c(flM - m1r) + d(flM - m1r)2) 12.6 ± 2.3 

(d) ax (flM - m1r) +bx (flM - m1r)2 + c x (flM - m,r)3 11.1 ± 1.8 

(e) a X (1 - e-b(~M-m,r)) 12.3 ± 3.0 

(f) ax JflM - m,r 9.1 ± 0.7 

Average 11.5 ± 2.0 

fitted functions are superimposed on the flM distributions. They are 

shown in Figs. 5.4 (a)-(f) and Figs. 5.5 (a)-(f) for the flM distribu­

tions of the data and the background, respectively. The number of the 

combinatorial background events in then·± signal window (144 < flM 

< 14 7 Me V / c2
) was determined by averaging the results from these six 

functions. The average number was 

N('y + C.B.) = 11.5 ± 2.0 events, 
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Figure 5.4: ~M distribution of the fake n·± events. The distribution 

was fitted to the parameterized functions. The functions are shown in the 

text. Nbg denotes the estimated number of the combinatorial background 

events in the D*± signal window using each parameterization. 
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where the error shows statistical one. Subtracting the number of the 

combinatorial background events N(; + C.B.) from the number of the 

prompt photon events N(;), the number of;+ D*±--+ D0 (--+ K=F,r±),r± 

candidate events was obtained: 

N(; + n·±) = 29.9 ± 10.4 events, 

where the error shows only statistical one. 

The 6.M distribution of the data was used for another parameteriza­

tion of the combinatorial background distribution. The ll.M distribution 

of the events outside of the D*± signal window was fitted to the same six 

functions listed in Table 5.1. The fitted functions are superimposed on 

the 6.M distributions in Figs. 5.6 ( a )rv( f). The number of the combina­

torial background events is 

N(; + C.B.) = 8.6 ± 1.9 events, 

from the average of the numbers estimated with the six parameterized 

functions. The number of the ; + n·± candidates is 

N(; + n·±) = 32.8 ± 10.4 events, 

where the error is also statistical one. 

The numbers of the ; + n·± candidate events were estimated by 

these two ways. The numbers of the candidates are consistent with each 

other within the statistical errors. Finally, we took the number of the 

candidates estimated using the fake D*± events in this analysis, because 

the fake ll.M distribution has more statistics. 
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Figure 5.6: f:l.M(K-1r+1r: - K-1r+) distributions of the data. The dis­

tributions were fitted with the functions (See text) excluding the signal 

bin. 
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For the reconstruction using n° -+ x-1r-1r+1r+, we also subtracted the 

photon backgrounds by the same procedure as that for the analysis using 

n° -+ x-1r+. To subtract the combinatorial background events, we used 

the fake D.,.± 6.M distribution. We have shown the 6.M distributions 

of the data (points) and the fake n·± events (histogram) in Fig. 5.3 

(a). To estimate the number of the combinatorial background events, the 

background 6.M distribution was parameterized by various functions. In 

Table 5.2, we summarized the numbers of the combinatorial background 

events. 

Table 5.2: Number of the combinatorial background ( C.B.) events 

Parameterization functions C.B. events 

(a) ax (6.M - mr.l 40.6 ± 3.3 

(b) ax (t:,,.M - mr.l x (1 + c(t:,,.M - m1r)) 40.1 ± 3.4 

(c) ax (t:,,.M - mr.l x (1 + c(t:,,.M - m1r) + d(t:,,.M - m11.)2) 41.2 ± 3.7 

(d) ax (6.M - mr.) +bx (t:,,.M - m1r)2 + c x (6.M - mr.)3 41.1 ± 3.2 

(e) a X (1 - e-b(~M-m,r)) 38.1 ± 3.3 

(f) ax ,Jt:,,.M-mr. 39.5 ± 1.3 

Average 40.1 ± 3.0 

The average of these results is 

N(1 + 0.B.) = 40.1 ± 3.0, 

where the error is statistical one. Subtracting the combinatorial back-
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ground events, the number of the 1+ n•± events was obtained: 

N(-y + n·±) = 31.9 ± 16.0. 

5.2.3 Combining the two D 0 decay modes 

We combined the n·± events reconstructed using the two D0 decay 

modes. Figure 5. 7 shows the ll.M distribution combining the two D0 

decay modes before the photon background subtraction. Figures 5.8 ( a) 

and (b) show the ll.M distribution in the prompt photon and the back-. 

ground samples, respectively. The shaded histograms show the fake D·± 

~M distributions. 

5.3 Summary of the 1 + D*± candidate 

events 

We summarize the number of the 'Y + n·± candidate events in Table 5.3. 

Table 5.3: Summary of the 'Y + n·± candidates. 

Decay modes 
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Chapter 6 

Measurement of the Cross 

Section 

We measure the cross section for , + n·± production in this chapter. 

To derive the cross section from the observed 1 + D·± events, the effi­

ciency of the reconstruction has to be estimated. The efficiency e,.+n•± 

of reconstructing ,+D·± events can be decomposed into two efficiencies. 

One is an efficiency for the photon detection, and the other is a D·± de­

tection efficiency. The efficiencies of the photon and the n·± detections 

are estimated from real data, electron test beam data, and Monte Carlo 

data. 

6.1 Efficiency of photon detection 

The efficiency for the photon detection is broken down into two parts: 

€ = €sel X €trig, 
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where csel is an efficiency for the photon selection cuts, Etrig is a photon 

trigger efficiency. These estimations are described below. 

6.1.1 Photon trigger 

The trigger efficiency was estimated from the data taken by a lower 

transverse energy (ET) threshold trigger. In this experiment, an inclusive 

electron trigger was prepared at a low ET threshold of 10 Ge V. The 

behavior of electrons in the detector can be considered to be similar with 

that of photons except for an existence of a charged track in the CTC. 

The requirements for the electrons are summarized in Table 6.1. The 

Table 6.1: Electron selection cuts 

Lshr < 0.2 

E/p < 1.5 

Number of CTC track - 1 

EHad/EEm < 0.125 

X
2 = (x;trip + x!ire) / 2 < 20 

22 ET in R = 0. 7 < 2 GeV 

CES fiducial volume cuts 

variable Lshr is a measure of the lateral shower profile for the electron 

candidate, which is defined by 

" Mk -Pk Lshr = 0.14 Li~======, 
k y0.142 E + ( llP1c )2 

where the sum is taken over towers adjacent to the seed tower, M1c is 

the measured energy in the adjacent tower, P1c is the expected energy 
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in adjacent tower, E is the EM cluster energy, fl.Pk is the estimate of 

the error in Pk. These estimations were obtained from the electron test 

beam data. 

The trigger efficiency in a photon PT bin was calculated by 

NPT>16 
e = ' NPT>lO 

where NPT>lO is the number of the electrons which fired the electron trig-

ger with the PT threshold of 10 Ge V / c and passed the electron selection 

cuts, and Nn>IS is the number of the electrons which fired both the 

photon and electron triggers and passed the electron selection cuts. The 

efficiency is calculated in each photon PT bin, and is shown in Fig. 6.1. 

The overall trigger efficiency was estimated to be 

€trig= 0.80 ± 0.03, 

in a range of 16 GeV /c < PT < 40 GeV /c, where the error shows the 

statistical one. 

6.1.2 Photon selection 

The efficiency for the photon selection cuts was estimated from the data 

taken by a minimum bias trigger and other photon triggers, and from 

the observed W ~ e11 data and the electron test beam data. 

The efficiencies for the isolation cut and the associated track cut were 

estimated using the minimum bias data and other inclusive photon sam­

ples. In the minimum bias events, a cone radius of 0.7 in 11-cp space 

was taken randomly, and the energy sum and the multiplicity of charged 

tracks in the cone were obtained. The energy sum distribution was com­

pared with that in a cone at 90 degrees with respect to a photon candidate 
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Ge V trigger. These were obtained from the lower ET electron trigger 

data. 
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Table 6.2: Photon selection efficiencies 

Cuts Efficiency 

Ey(R < 0.7) < 2 GeV - 0.78 

CES fiducial volume cuts 0.64 

Extra strip/wire cluster - 0.9 

Associated CTC track = 0.95 

Conversion in material - 0.9 

I Zvertex I < 60 cm - 0.9 

total - 0.35 

in the inclusive photon events taken by other photon trigger. The en­

ergy distribution does not depend on photon PT· The dependence of the 

energy sum on luminosities was taken into account for the calculation. 

The efficiency for the extra CES cluster cut was obtained from W -+ 

ev data and the electron test beam data. The probability of photon 

conversion inside the CTC was calculated from the amount of material 

inside of the CTC. The efficiency of the event z vertex position cut was 

estimated using the z vertex distribution. The photon selection efficien­

cies for each cut are summarized in Table 6.2. The total efficiency for 

the photon selection cu ts is 

Csel = 0.35. 
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6.2 Efficiency for the D*± selection cuts 

The efficiency for the D·± selection cuts was estimated using the Monte 

Carlo data. The Monte Carlo events were simulated for the CDF de­

tector, and were imbedded into the real events in order to introduce the 

actual detector effects. The imbedded data include the effects caused by 

low PT tracks in the inner layer of the CTC, noise in the CTC and SVX, 

and density of track multiplicity. The efficiency of then·± reconstruction 

can be decomposed as follows: 

£ = ETrack&Mass X Ekaon, 

where ETrack&Mass is an efficiency for the track PT cuts and the mass re­

construction, Ekaon is a probability that a kaon exits the CTC without 

decay. The studies of the efficiencies are described below. 

6.2.1 Single track reconstruction 

The studies of a single track are described. Some basic distributions 

of simulated tracks were compared with those of the real tracks. The 

accuracy of the detector simulation for a single track is checked by the 

comparisons. In this study, low PT tracks are considered. A single 1r± 

particle was generated with a fiat T/ distribution and a fiat PT distribution 

in a range of 0.4 Ge V / c < PT < 1.5 Ge V / c. The Monte Carlo single 

tracks were simulated for the CDF detector simulation without a detector 

noise, and were imbedded into the real events taken by a minimum bias 

trigger. The simulated tracks were reconstructed with the same tracking 

algorithm as the real data. The OTC intrinsic position resolutions were 

set to about 200 µmas listed in Table 6.3. They were obtained from the 
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residuals of the track fitting in the real events. The simulated tracks were 

Table 6.3: CTC intrinsic position resolutions 

Superlayer 0 1 2 3 4 5 6 7 8 

Resolution (µm) 217 192 200 193 179 235 195 188 189 

compared with the isolated real tracks in the distributions of the TDC 

counts, the residual of fitting, and the number of hits. The real tracks 

were taken from the minimum bias data. The track isolation cos Btrack 

, which is a cosine of an angle between a track and the nearest track, 

was required to be less than 0.85. Figures 6.2, 6.3, and 6.4 show the 

distributions of the TDC counts, the numbers of hits, and the residuals 

of the simulated tracks and the real tracks, respectively. Figure 6.5 shows 

a wire hit efficiency on each wire layer. The wire efficiency is defined by 

where Nused is the number of hits used in the track reconstruction, Nruts 

is the number of hits. The wire efficiency and other distributions of the 

simulated tracks well reproduce those of the real tracks. 

6.2.2 SVX hit efficiency 

An SVX hit efficiency was obtained using the real tracks in the minimum 

bias events. The SVX hit efficiencies on each layer are listed in the 

Table 6.4. The hit efficiency on a layer n is defined by 

Cn = Nmtf NTrack, 
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minimum bias events, and the histograms show those of the simulated 
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where NHit is the number of the tracks which have a hit on the layer 

n, and NTrack is the number of all tracks which passed the SVX fiducial 

volume on the layer n. The SVX hit efficiencies were installed in the 

Table 6.4: SVX hit efficiency in the minimum bias events. The errors 

show the statistical ones. 

SVX Layer Efficiency 

0 0.742 ± 0.002 

1 0.854 ± 0.002 

2 0.903 ± 0.001 

3 0.878 ± 0.002 

SVX detector simulation program. Figure 6.6 shows a comparison of the 

SVX hit efficiencies between the simulated tracks and the real tracks. 

The simulated tracks were imbedded into the minimum bias events. The 

SVX hit efficiencies of the simulated tracks are consistent with those of 

the real tracks. 

6.2.3 Mass reconstruction 

The efficiency €Track&Mass for the track PT cuts and the mass reconstruc­

tion is defined by 
Nrec. 

€Track&Mass = ~, 
lYprod. 

where Nprod. is the number of the produced n·± events in the kinemat-

ical range of PT(n·±) > 6 GeV /c and ly(D*±)I < 1.2, and Nrec. is the 

number of the reconstructed events in the n·± signal window ( 144 < 
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fiM < 147 MeV /c2
) with then·± selection cuts. The efficiency contains 

the geometrical acceptance of the charged tracks for the CTC and the 

mass resolution effect. Then·± Monte Carlo events were generated with 

PYTHIA through the following processes: 

q + g ---+ 'Y + q, 

q + q' ---+ 'Y + g, 

with initial and final gluon radiations, where q expresses u,d,s,c, or b 

quarks. The generated events were simulated for the CDF detector. 

The simulated events were imbedded into the inclusive photon events 

in order to introduce the actual detector effects. Figures 6. 7 and 6.8 

show the reconstructed D0 (---+ K-1r+ or ---+ K-1r-1r+1r+) mass and the 

mass difference distributions of the Monte Carlo events. From these 

distributions, the efficiencies ( ETrack&Mass) were estimated: 

{ 

ETrack&::Vlass 

ETrack&Mass 

- 0.57 ± 0.01 

- 0.26 ± 0.01 

(D0 ---+ K-1r+). 

(D0 ---+ K-1r-1r+1r+). 

6.3 Surviving probability of kaon inside 

the CTC 

A kaon is required to be inside the CTC without decaying. The proba­

bility of a kaon surviving inside the CTC was estimated using the Monte 

Carlo data. The momentum distribution of the kaon were obtained with 

the PYTHIA. The probability surviving inside the CTC, ekaon, was cal­

culated: 

e'Jcaon = 0.95. 
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Figure 6.7: Monte Carlo mass distributions; (a) K-1r+ mass distri­

bution, (b) mass difference tlM(K-1r+1r: - K-1r+) distribution. The 

Monte Carlo events containing n·± -.. K-1r+1r; were simulated and 

were imbedded into the inclusive photon events. 
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bution. The Monte Carlo events containing n·± ~ x-7r-1r+1r+1r: were 
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6.4 Overall efficiency 

The overall efficiency for the ; + n·± detection was calculated by 

€1+D•± = esel X E:trig X fTrack&Mass X Ckaon• 

The overall efficiencies €;,+D•± are summarized in Table 6.5. 

Table 6.5: Summary of the efficiencies 

Channels overall e 

n° ---+ x-1r+ 0.150 ± 0.024 

n°---+ x-1r-7r+7r+ 0.067 ± 0.011 

6.5 Calculation of the cross section 

We derived the cross section for;+ n·± production from the reconstruc­

tions using the n° ---+ K-1r+ and D0 ---+ K-1r-1r+1r+ decay modes. The 

cross section was calculated by 

_ ---+ •± _ N(; + n·±) 
cr(pp I n + X) - e x Br( n•+ )Br( 

where N(, + n·±) is the number of the , + n·± candidates, £ is the 

integrated luminosity, e is the overall efficiency for the reconstruction of 

the , + n·± events, and Br expresses the branching ratio of the n·+ 
or the n° decays. The branching ratios were taken from Particle Data 

Book [18]. The values used to derive the cross section are summarized 

in Table 6.6. 
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Table 6.6: The values used to derive the cross section. 

29.9 ± 10.4 

0.150 ± 0.024 

Br(D0 
--4 K-1r+) 4.01 ± 0.14 % 

31.9 ± 16.0 

0.067 ± 0.011 

Br(D0 
--4 K-1r-1r+1r+) 8.1 ± 0.5 % 

Br(n·+ --4 D01r+) 68.1 ± 1.3 % 

£ 16.4 pb-1 

a.s.1 v 0 ~ x-1r+ 

From then·= reconstruction using D0 
--4 K-1r+, the,+ n·± production 

cross section was found to be 

u(pp --4 ,n·± + X) = 0.45 ± 0.16 (stat.)± 0.08 (syst.) nb, 

in a kinematical range of 16 < n(,) < 40 GeV /c, jy(,)I < 0.9, p-r(D·±) 

> 6 GeV /c, and ly(D·±)I < 1.2, where the first and second errors show 

the statistical and systematic ones, respectively. The systematic error is 

discussed in the chapter of systematic uncertainty. 

From the n·± reconstruction using D0 
--4 K-1r-1r+1r+, we obtained the 

cross section to be 

u(pp --4 ,n·± + X) = 0.53 ± 0.26(stat.)!g:g(syst.) nb, 

in the same kinematical range as above. 
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The cross section using the two n° decay modes was calculated by 

where the eno-Krr and eno-K3rr are the efficiencies for the reconstructions 

using n° --+ K-1r+ and n° --+ K-1r-1r+1r+, respectively. We determined 

the cross section to be 

(]'(pp--+ ;n·± + X) = 0.48 ± 0.15(stat.) ~g:g~(syst.) nb. 

6.5.4 Summary of the cross section 

We summarize the measured cross sections as follows: 

0.45 ± 0.16(stat.) ±0.08 (syst.) (nb) ( n°--+ K1r), 

0.53 ± 0.26( stat.) 

0.48 ± 0.15(stat.) 

in the kinematical range of 

+0.12 
-0.11 

+0.07 
-0.08 

16 < n(;) < 40 GeV/c, 

IY(,)I < 0.9, 

n(n·±) > 6 GeV /c, 
IY( n·±) I < 1.2. 
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Chapter 7 

Systematic Uncertainty 

The systematic uncertainty in the 1 + n·± production cross section is 

discussed. The systematic error can be decomposed into the uncertain­

ties in the photon detection and those in the n·± detection. These are 

estimated from real data, electron test beam data, and Monte Carlo data. 

7.1 Photon selection 

The major source of systematic error in the photon selection efficiency 

comes from the uncertainty in the isolation cut efficiency. The isolation 

cut efficiency was estimated from the distribution of the extra energy 

around photon in the minimum bias events. The distribution is almost 

independent of the photon transverse momentum. However, it depends 

on the number of interactions or instantaneous luminosity of the beam. 

The extra energy distributions were obtained from the minimum bias 

data with various luminosities. The extra energy was calculated by a 

combination of different luminosity samples. We compared the distribu-
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tions of the data taken at the average luminosity and those combining 

different luminosity samples. The difference results in 3 % change in the 

isolation cut efficiency. It is assigned to the systematic uncertainty in 

the photon selection cut efficiency. 

7 .2 Subtraction of photon background 

The sources of systematic uncertainty in the photon background subtrac­

tion can be broken down to: 

• CES x2 efficiency of photons, 

• CES x2 efficiency of backgrounds, 

• Subtraction of backgrounds against prompt photons. 

Each term is discussed below. 

7.2.1 Photon x2 efficiency 

The systematic uncertainties from all known sources were evaluated by 

varying the sources in the detector simulation. The sources are the shower 

fluctuation, the shower shape, and the gas saturation. Figure 7.1 shows 

the systematic uncertainties from the sources in the photon x2 efficiency. 

These uncertainties are discussed below. 

Shower Fluctuation 

The variable of the CES x2 depends on the number of shower 

electrons in the CES. The difference of shower electrons be­

tween electron and photon is based on their shower maximum 
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Figure 7.1: The systematic uncertainties in the photon CES x2 efficiency 

from the known three sources. (a) The amount of statistical fluctuations 

in photon shower, (b) the transverse shape of photon shower, and ( c) the 

effect of CES gas saturation. 
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positions. The shower of electron in the CEM starts faster 

than that of photon. A parameterization of the shower fluc­

tuations from the electron test beam data was used for the 

simulation of photon. The parameterization was installed in 

the simulation program, taking account of the difference of 

the shower maximum positions between electron and photon. 

The shower maximum position difference l:l.T was estimated 

to be t:,.T = 0.6 (X0 ). The Particle Data Group, on the other 

hand, estimates llT = 1 [18]. The difference between the 

CES x2 efficiencies for l:l.T = 0.6 and l:l.T = 1.0 gave the ab­

solute change in the x2 efficiency. That was evaluated with 

the simulation, and are shown in Fig. 7.1 ( a). The data in 

Fig. 7.1 (a) were fitted with a linear function. The fitted 

results are 

{ 

intercept - -0.0170 ± 0.0047, 

slope - -0.00077 ± 0.00011, 

where the errors come from the statistics of the Monte Carlo 

events. 

Shower Shape 

The systematic uncertainty in the CES x2 efficiency from the 

difference of transverse shower profiles between electron and 

photon was studied. The x2 efficiency of photon is sensitive 

to the shape of the transverse profile. The shower profile of 

the test beam electron was used for the estimation of the 

systematics by varying amounts of material in front of the 
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CES. The x2 efficiencies for 10 Ge V test beam electrons are 

shown in Figure 7 .2 as a function of material thickness in front 

of the CES. The point marked "A" corresponds to the amount 

of material for the electron test beam data. The change in 

the x2 efficiency with increasing ( or decreasing) amount of 

material is linear, where the same linear relation is assumed 

in decreasing the amount of material. The point marked "B" 

shows the x2 efficiency at the amount of material in the CDF 

detector at the collision hall. A shower maximum position 

of photon shower in material is expected to be larger than 

that of electron. The difference corresponds to 0.6 radiation 

length. The point "D" is moved by 0.6 radiation length along 

the line from the point "B." Then, the difference between the 

points of "B" and "C," which corresponds to 0.55 radiation 

length, was defined to the systematic uncertainty in the x2 

efficiency of photons. The lower systematic uncertainties were 

evaluated by changing the thickness of material within 0.55 

X 0 in the simulation, which are shown in Fig. 7.1 (b ). The 

data were fitted with a linear function, the fitting result is 

{ 

intercept = -0.0443 ± 0.0044, 

slope = -0.00005 ± 0.00009, 

where the errors show the statistical ones. 

Gas Saturation 

The pulse heights of the CES channels are normalized before 

the x2 calculation. The effect reducing the pulse height due 
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to saturation of gas gain depends on the pulse height. The 

electron test beam data were taken at a relatively low volt­

age (1390 Volts), where the saturation effect in the CES was 

small, and were used in the detector simulation of photons. 

The saturation effect was installed in the detector simulation 

as a correction to a nominal shower. The correction was car­

ried out on the CES x2 by multiplying a factor K. Assuming 

that the factor is proportional to the photon energy, the factor 

K is expressed by 

E-10 
K = 1 + (K1 - 1\o _ l0, 

where E is the energy of photon in units of GeV. The value 

of Ki was obtained from the electron test beam data to be 

1.12 ± 0.03. The systematic uncertainty was defined as the 

value of the correction factor, that was taken conservatively. 

The absolute difference between the photon efficiencies with 

and without the corrections was shown in Fig. 7.1 ( c). The 

distribution was fitted with a linear function. The fitted pa­

rameters are 

{ 

intercept -

slope -

-0.0173 ± 0.0048, 

-0.00155 ± 0.00011, 

where errors show statistical ones. 

We summarize the systematic uncertainties from the known sources 

in the photon x2 efficiency. Figure 7 .3 shows the CES x2 efficiency of 

photons for the cut x2 < 4, and one standard deviation upper systematic 

uncertainties obtained by the simulation. 
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7.2.2 Background x2 efficiency 

The systematic uncertainties in the background x2 efficiency were also 

evaluated by varying the sources of the uncertainty in the detector sim­

ulation. The absolute differences in the background x2 efficiency are 

shown in Figs. 7.4 ( a),(b ), and ( c) for the shower fluctuation, the shower 

shape, and the gas saturation, respectively. A remaining source of the 

systematic uncertainty is a background composition. The CDF collabo­

ration has already measured the ratio of 1/ and 1r0 production [20]. The 

number is 

TJ/rr0 = 1.02 ± 0.15 (stat.)± 0.23 (syst.), 

where the first and the second errors are statistical and systematic ones, 

respectively. The measurement error after combining the statistical and 

the systematic errors was assigned to the systematic uncertainty in the 

composition of 1/ and rr0
• The absolute difference in the background x2 

efficiency by varying the background composition is shown in Fig. 7.4 

( d). Figure 7.5 shows the x2 efficiency of the photon backgrounds with 

one standard deviation upper systematic uncertainties in the x2 efficiency 

obtained by the simulation. 

7.2.3 Subtraction of photon backgrounds 

We used the CES method for the photon background subtraction in this 

analysis. A CPR method using hit rates in the CPR detector is also 

useful to subtract the photon background. 
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7 .2.3.1 CES method 

The systematic uncertainty in the photon background subtraction comes 

from the systematic uncertainties in the photon x2 efficiency ( e-,) and 

the background x2 efficiency (ea). The systematic bound (N~) on the 

number of prompt photons ( N..,) is expressed by 

N; = ( ~ - €'8 ) / ( e - ea ) , 
N.., E-, - E'8 e.., - fa 

where€'., and €'8 are the systematic bounds on the photon and the back­

ground x2 efficiencies, respectively. The systematic bounds were obtained 

by varying the known systematic uncertainty sources in the simulation 

program, and are shown as the dashed lines in Figure 7.6. The percent 

systematic uncertainty in the number of photons is given by 

N' 
100 X ( N."f - l ). 

-, 

Figure 7.7 shows the percent changes in the number of prompt photons 

for the known sources. For clarity, only positive changes are shown in 

the figure, the negative changes are similar. 

7.2.4 CPR method 

The CPR method utilizes the difference of the CPR hit rates between 

single photon and multi-photon. The algebra to determine the number 

of prompt photons is the same as that in the CES method. The major 

source of systematic uncertainty comes from the uncertainty in the ex­

pected hit rate of single photon. The expected hit rate was checked by 

using the observed 1r0 ~ 11 , T/ ~ ii, and p± ~ 1r01r± events. Figure 7.8 

shows the 11 and 1r0
( ~ 11 )1r± mass distributions. From the 1r0 and the 
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p± peaks, we obtained the conversion probabilities to be 0.842 ± 0.008 for 

1r0
• From the error on the measurements, the systematic uncertainty on 

the cross section is 10 % at photon transverse momentum of 16 Ge V / c. 

7.2.5 Systematics of photon background subtrac­

tion 

We have measured the inclusive photon cross section with the CES and 

the CPR methods [24]. We show the inclusive photon cross section in 

Fig. 7.9. The systematic uncertainty in the CPR method is smaller than 

that in the CES method. The cross sections using both methods agree 

to within 5 %. Therefore, we assigned the systematic uncertainty in the 

CPR method to that of photon background subtraction, which is 9 %. 

7 .3 D*± detection 

The systematic uncertainty in the n·± detection efficiency is discussed 

in this section. The sources of the uncertainty are listed below: 

• Models of parton distribution function. 

• Charm quark fragmentation models. 

• Branching ratios of n·+ -+ D0-rr+, D0 -+ K-1r+, and D 0 -+ 

x-7r-7r+7r+ decays. 

• Renormalization scale. 

• Track reconstruction efficiency. 
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• Subtraction of combinatorial backgrounds. 

The uncertainties were estimated from PYTHIA Monte Carlo data and 

real data. 

7.3.1 Choice of parton distribution function 

We have used the CTEQ2M parton distribution function for the estima­

tion of the track PT cut and the mass reconstruction efficiency ( ETrack&Mass)­

Figure 7.10 shows then·± transverse momentum (PT) distribution in the 

Monte Carlo 1 + n·± events generated with PYTHIA, where the pho­

tons were selected with 16 < PTb) < 40 Ge V / c and jy(,) I < 0.9, and 

the rapidity of n·± 's was required to be less than 1.2. Using three par­

ton distribution functions, the percent uncertainty due to the choice of 

the functions was estimated to be 4. 7 % and 5.3 % in ETrack&Mass for the 

reconstructions for n° ~ K-1r+ and n° ~ K-1r-1r+1r+, respectively. 

We used CTEQ2M, MRSD0 ', and MRSD_' in PDFLIB. 

7.3.2 Charm quark fragmentation 

The Peterson model was used as fragmentation function, which is given 

by 
N 

Dc(z) = [ , z 1- (1/z) - Ec/(1 - z)]2 

where z is a scaling variable, z = (E + P)hadron/(E + p)quark, and Ee is 

a parameter determined by other measurements. The parameter Ee was 

set to 

Ee = 0.078 ± 0.008, 

136 



Cl) 
+-I 

C 
Q) 

> w 
~ 

0 
L 
Q) 

..0 

E 
::J 
z 

·350 ,- .. 
I 
I 

All 1+c+X productions 
--, 

300 - CTEQ2M(µ=P1) 

·-·-- MRSD0(µ.=Pr) 

250 .. .......... MRSD_(µ.=P1) 

I 

PYTHIA y+o·± +x I 
I 

200 16<Pr(-y)<40 GeV/c --, ly(y)I< 0.9 I 

I I .... , ly(D.±)1< 1.2 I 

150 
. -, 

I 
I 

100 

50 .... 

0 
5 1 0 15 20 25 30 35 40 45 50 

Pr of o·± (GeV/c) 

Figure 7.10: n·± PT distribution using the CTEQ2M, MRSD0 ', and 

MRSD_'. 

137 



which was taken from Particle Data Book [18]. In Fig. 7.11 we show the 

fragmentation function for three cases of the parameter Ee· Figure 7.12 

shows the n·± PT distributions using the two sets of the Ee values in the 

fragmentation function. By varying the value of fc within one standard 

deviation, the changes in the €Track&Mass using no ~ K-1r+ and no ~ 

x-1r-1r+1r+ are 2.7 % and 5.1 %, respectively. 

7.3.3 Branching ratios 

The branching ratios of the n·+ and n° decays were taken from Particle 

Data Book (18], which are measurements from other experiments. The 

measurement errors were assigned to the systematic uncertainty in the 

branching ratios. The systematic uncertainties are 3.6 % and 6.5 % in 

the branching ratios of n·+ ~ n°( ~ x-1r+)1r+ and n·+ ~ n°( ~ 

x-1r-1r+1r+)1r+ decays, respectively. 

7.3.4 Choice of renormalization scale 

The photon transverse momentum PT was taken as the renormalization 

scale µ and the factorization scale M in the efficiency calculation, namely; 

µ = M =PT· 

The systematic uncertainty due to the choice was estimated to be 4.8 

% and 2.0 % for the reconstructions through n° ~ x-1r+ and n° ~ 

K-1r-1r+1r+ decays, respectively, by varying both scales simultaneously 

from PT /2 to 2 x PT· Figure 7.13 shows a n·± transverse momentum 

distribution in the Monte Carlo 1 + n·± events with the choices ofµ= 

PT/2 and 2 X PT· 
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Figure 7.11: Peterson fragmentation function for Ee= 0.078 ± 0.008. 
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7.3.5 Track simulation and reconstruction efficiency 

The systematic uncertainty in the track reconstruction was estimated 

to be 10 % by a comparison of the efficiency using the CDFSIM events 

with that using the CDFSIM events imbedded into the inclusive photon 

events. The difference between the two efficiencies was assigned to the 

systematic uncertainty in the track reconstruction efficiency. 

7.4 Subtraction of combinatorial backgrounds 

The systematic error of the combinatorial background subtraction comes 

from the uncertainty in the determination of the l:,.M shape. The uncer­

tainty was obtained from the various parameterization functions. 

Figure 7 .14 shows the background l:,.M distribution using fake D·± 's to­

gether with the upper and the lower systematic bounds obtained from 

the different parameterized functions. The upper and the lower curves 

correspond to the functions which give the least and the most numbers of 

the 1+ n·± candidates, respectively. We take into account of the change 

in the fitted parameter by ±lu. The range of the upper and the lower 

curves in the number of the events was assigned to the systematic un­

certainty in the determination of the background shape. The systematic 

uncertainty is !~~ %. 
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Figure 7.14: fl.M distribution together with the combinatorial back­

ground curves obtained from the parameterized functions. The upper 

and the lower curves correspond to the functions which give the least 

and the most numbers of the ; + D*± candidates. 
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For the n·± reconstruction using n° _. K-1r-7r+7r+, the systematic 

uncertainty in the combinatorial background subtraction was evaluated 

by the same method as that of n° ~ K-71"+. Figure 7.15 shows the 

fake n·± !l.M distribution. In the plot, the upper and the lower curves 

were obtained from the different parameterized functions, which give the 

least and the most numbers of the 1 + n·± candidate events. From the 

range of the upper and the lower curves, we evaluated the systematic 

uncertainty to be !~: %. 

Combining the two n° decay modes, we show the fake n·± !l.M distribu­

tion together with the upper and the lower curves in Figure 7.16. From 

the range of the upper and the lower curves, we estimated the systematic 

uncertainty to be !Io %. 

7.5 Summary of systematic uncertainty 

The systematic uncertainties are summarized in Table 7.1. The total 

systematic uncertainties are!~~ %, !~f %, and!~; % in the cross sections 

obtained from D0 _. K-1r+, n° _. K-71"-71"+71"+, and combining the two 

n° decay modes. 

144 



~200.-----------------­
N 
u 

~180 
CDF Preliminary 

Fake o· events(Points) 

Systematic band of 

(l) 

~ 160 
~ ....__.... 

~140 
combinatorial background subtraction (Lines) 

.-I 

C 

~120 
w 

100 

80 

60 

40 

20 
o ......... ______________________ ..__ ___ ................... _ ____.. __ ~ 

140 150 160 170 180 

LlM(Krrrr1t1t~Krrnrr) (MeV / c2
) 
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Table 7.1: Summary of the Systematic Uncertainties 

Systematic uncertainties 

Luminosity 3.3 % 

Photon selection efficiency 3 % 

Photon trigger 5 % 

Photon background subtraction 9 % 

n·± reconstruction 

Combinatorial background subtraction 

Branching ratio 

Total systematic uncertainty 
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12.3 % 
+10% 
-11% 

3.6 % 
+19% 
-20% 

12.5 % 
+16% 
-15% 

6.5 % 
+24% 
-21% 



Chapter 8 

Non-Prompt Charm Quark 

Productions 

We studied the non-prompt charm quark productions, which are the 

gluon splitting and the bottom quark decay processes. We considered 

the contributions of the gluon splitting and the bottom quark decay 

processes in the ; + n·± production. The number of the non-prompt 

charm quark events was estimated from a Monte Carlo data sample and 

a real jet sample. The event fractions from the non-prompt charm quark 

processes are estimated in following sections. 

8.1 Estimation from Monte Carlo events 

For the estimation, we used the PYTHIA and the CLEO QQ programs [26]. 

The CLEO QQ program carries out B meson decays. The program is 

adjusted from the e+e- collision data recorded on the CLEO detector at 
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Js=IO GeV. The Peterson model formulated by 

N 
DQ(z) = -------, 

z[l - (1/ z) - EQ/(1 - z)]2 

was used as the fragmentation function for heavy quarks ( c and b ), where 

eq is the parameter determined by other experiments, and z is the scale 

variable. The parameter EQ values in the DQ ( z) used in this study are 

listed as follows: 

Eb - 0.006 ± 0.002. 

Ee - 0.078 ± 0.008. 

They were taken from the Particle Data Book [18]. 

The ; + n·± Monte Carlo events from the gluon splitting and the b 

decay processes were generated through the following processes: 

• q + q' ~ g + ;, 

where q represents u, d, s, c, or b quarks, and these processes include 

initial and final gluon radiations. The events were generated in a kine­

matical range of 5 GeV /c < PT(,) < 45 GeV /c and IY(,)I < 2.0 for 

photons, and were selected with the cuts of 16 Ge V / c < PT(;) < 40 

GeV /c and IY(,)I < 0.9. The predicted differential cross section for the 

inclusive photon production is shown in Fig. 8.1, together with the CDF 

measurements [27). The Monte Carlo cross section was normalized by 

the CDF measurement value at PT = 27.5 GeV /c. The slope of the 

predicted cross section reproduces the CDF measurements. The events 

containing a D*± meson were selected from this Monte Carlo events. The 

event fractions for each process are summarized in Table 8.1. After the 
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Figure 8.1: The differential cross section for the incisive photon produc­

tion as a function of photon PT. The solid line shows the prediction by 

PYTHIA, and the open circles show the measurements at the CDF. 
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Table 8.1: Fractions of inclusive photon processes 

Processes ,+x ,+D·± ,+D·± 

16<pT(,)<40 PT(D*±)>6 n·± cuts 

ly(,)I <1.2 ly(D*±)I < 1.2 

,+g 12.9 % 2.7 % 2.4 % 

,+u 54.6 % 4.0 % 3.8 % 

,+d 11.4 % 0.9 % 0.9 % 

,+J 6.2 % 0.5 % 0.3 % 

;+c 13.2 % 87.9 % 89.3 % 

,+b 1.7 % 4% 3.3 % 

n·± selection cuts, the non-prompt charm quark contributions in the ob­

served 1 + n·± events were estimated to be 7 % and 3 % from the gluon 

splitting and the b decay processes, respectively. 

8.2 Estimation from real data 

A real dijet sample was used for another estimation of the non-prompt 

charm quark events. The dijet data were taken by an inclusive jet trigger. 

The jet trigger required the transverse energy of a jet to be larger than 

20 GeV at the Level-2. The n·± production in the dijet events can be 

considered to come from a gluon splitting. The gluons are produced 

directly at a hard collision or from a quark by bremsstrahlung. The 75 

percent of the jets in the dijet events is expected to be a gluon from 

a PYTHIA calculation with the CTEQ2M parton distribution function. 
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The gluon splitting processes can be separated into following two. One 

is "direct" production, and the other is "bremsstrahlung" production. 

These are illustrated in Fig. 8.2. 

The number of n·± events from gluon splitting in the prompt photon 

events was estimated from the dijet events. The issues on the estimation 

are listed as follows: 

• Average jet ET difference. 

Average ET = { 

• Gluon fraction difference. 

Gluon fraction= 

18 GeV 

30 GeV 

{ 

13 % 

75 % 

for 

for 

1 + jet events. 

dijet events. 

m , + jet events. 

m dijet events. 

The differences were corrected using the Monte Carlo data, which are 

discussed later. 

8.2.1 D*± reconstruction in dijet events 

Then·± reconstruction in the dijet events was performed with the same 

cuts as that of the inclusive photon analysis. Figure 8.3 shows the 6-M 

distribution in the dijet events after then·± selection cuts. A peak of the 

n·± signal was observed at 145.5 Me V / c2
• The distribution was fitted 

to a function of 

Pl l(ilM - P2 2 PS 
Jf,rpg x exp (-2 p

3 
) ) + P4 x (6.M - m1r) , 
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(a) Direct production, 

C 

C 

(b) bremsstrahlung production, 

u,d,s 

C 

C 

Figure 8.2: Schematic diagrams of gluon splitting. 
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where m1r is the pion mass, and Pl, P2, P3, P4, and P5 are the fitting 

parameters. The fitted tl.M is 145.5 ± 0.2 Me V / c2 , where the error shows 

statistical one. From the fitting, the number of D·± events is obtained: 

N n·± = 60.2 ± 19, 

where the error shows statistical one. 

8.2.2 D*± fraction in a jet 

From the observed n·± even~s, a n·± fraction in the dijet events was 

obtained. The n·± fraction ( F n·±) is defined to be an average number 

of n·± mesons per jet. Figure 8.4 (a) shows a distribution of the number 

of jets in the dijet events. The jets were required to have the transverse 

energy larger than 20 GeV and the pseudorapidity smaller than 0.9. The 

average number of jets ( (Mjet}) in an event is 

(Mjet} = 1.29. 

The n·± fraction was calculated by 

1.29 X 111209 
- ( 4.20 ± 1.30) X 10-4

, 

where Nev is the number of the observed dijet events. 

8.2.3 Average jet ET 

The inclusive photon data were taken with the ET threshold of 16 GeV, 

while the dijet data were taken with that of 20 GeV. Figure 8.4 (b) shows 
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the jet ET distribution, where the jet ET and 1111 were required to be 

greater than 20 Ge V and to be less than 0.9, respectively. The average jet 

ET is different in the photon and the dijet data. The difference affects the 

n·± reconstruction efficiency, because the D·± reconstruction efficiency 

is expected to be higher at higher ET jet sample. The difference in 

the reconstruction efficiencies was estimated using then·± Monte Carlo 

events of dijet production. Two sets of the dijet Monte Carlo events were 

generated with PYTHIA at the average jet ET 's of 18 Ge V and 30 Ge V. 

The reconstruction efficiencies were obtained: 

{ 

En•±((ET) = 30 GeV) = 46.7 ± 0.7% at (ET) = 30 GeV. 

fn•±((ET) = 18 GeV) = 35.7 ± 0.7% at (ET) = 18 GeV. 

The n·± fraction at (ET) = 18 Ge V was obtained as follows: 

Fn-±((ET) = 18 GeV) 

En•±( (ET) 
Fn-±((ET) = 30 GeV) x ((E ) 

fD•± T 

= 18 GeV) 

= 30 GeV) 

-4 0.357 
- 4.20 X 10 X 0.467 

(3.21 ± 1.00) X 10-4
• 

8.2.4 Gluon fraction 

The gluon fractions in the inclusive photon and the dijet events are dif­

ferent. The gluon fractions were estimated with PYTHIA: 

{ 

13 % 

75 % 

m , + jet events. 

m dijet events. 
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The difference affects the n·± fraction. From the PYTHIA Monte Carlo 

events, the efficiencies of the track PT cuts for K, 1r, and 7rs from the n·± 

decay were estimated to be: 

{ 

€g{g --+ cc--+ n·± --+ K 7r7rs, PT cuts) 

Eq( q --+ gq --+ cc+ q --+ n·± --+ K 7r7rs, PT cuts) 

= 0.69 %. 

0.13 %. 

The efficiencies include a probability of cc production from a gluon or a 

light quark, but the branching ratios of n·+ --+ D01r+ and D0 --+ x-1r+ 

are not included. The quark and gluon fractions (lg and fq) in the 

inclusive photon events were estimated with the PYTHIA: 

{ 
Jg = 0.13. 

fq = 0.87. 

Taking account of the gluon fraction difference, the n·± fraction in the 

inclusive photon events (Fn-± . x) was calculated as follows: 
m -Y+ 

Fn-± · x m -Y+ 
0. 75Eg 0.25eq 

Fn-± x /9 + ---=-----Fn-± x fq 
0. 75e9 + 0.25eq 0. 75€9 + 0.25eq 

- (5.58 ± 1.73) X 10-5 

8.2.5 D*± from gluon splitting in ,+n•± events 

The number of the prompt photon events is 

N.., = 65879 ± 494. 

Using the n·± fraction ( Fn-± . x) and the number of the inclusive 
m -Y+ 

photon events (N.., ), the number of 7+D"'± events from the gluon splitting 
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(G.S.) is estimated to be: 

N(1 + D·± from G.S.) - 2 x Fn·± . x x N"Y m "Y+ 

2 X 5.58 X 10-5 X 65879 

= 7.4 ± 2.3, 

in the observed 61.8 ± 19.1 "Y + n·± events. We have estimated the 

number of gluon splitting events using the D0 ---+ K-1r+ decay mode. For 

n° ---+ K-1r-1r+1r+, we can expect the same number of gluon splitting 

events, because of eva-K31["xBr(D0 ---+ K31r) '.::: eno-K1t"xBr(n°---+ K1r), 

where e is the reconstruction efficiency and Br is the branching ratio of 

then° decay. Therefore, we multiplied Fn-± . x as shown above. 
m ,-+ 

On the other hand, the number estimated with PYTHIA in the pre-

vious section was 

N(1 + n·± from G.S.) = 4.3 ± 0.3. 

They are consistent within the statistical errors. 

159 



Chapter 9 

Predictions of the , + n*± 

Production Cross Section 

The measured ; + D-± production cross section is compared to theo­

retical predictions. The PYTHIA and the PDFLIB programs [25] are 

used for the calculations. The factorization scale M and the renormal­

ization scale µ, are assigned to outgoing parton transverse momentum, 

namely, µ, = M = PT. The dependences of the predicted cross section 

on the choices of the renormalization scale and the parton distribution 

functions are studied. 

9.1 Parton distribution function 

Parton distribution functions have been determined by other experi­

ments of deep inelastic scattering. Figures 9.1 and 9.2 show the charm 

quark and the gluon distribution functions with µ, dependence in the 

CTEQ2M [6] and the MRSD0 ' [28] parton distribution functions, respec-
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tively. Comparisons of different parton distribution functions, CTEQ2M [6], 

MRSDa' [28], and MRSD_' for charm quark and gluon are shown in Fig­

ures 9.3 and 9.4, respectively. 

9.2 Choice of parton distribution function 

Various parton distribution functions were used in the calculations of 

the 1 + n·± production cross section. The predicted cross sections are 

summarized in Table 9.1. The renormalization scale µ was taken as 

parton transverse momentum. 

Table 9.1: Cross sections for 1 + n·± production for various parton dis­

tribution functions 

PDF Set Name u(, + n·±) (nb) 

CTEQ2M 0.211 ± 0.003 

MRSDa' 

MRSD_' 

0.224 ± 0.003 

0.181 ± 0.003 

9.3 Choice of the scales 

The predicted cross sections were calculated for the scale definitions of 

µ = PT /2 and µ = 2 x PT. The CTEQ2M was used in the calculations. 

The predicted cross sections are 

u( 1 + D·±) = 0.196 ± 0.003 (nb) with µ = PT /2, 
u(, + n·±) = 0.248 ± 0.003 (nb) withµ= 2PT, 
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Figure 9.1: Dependence of the charm quark distribution functions on µ. 

The CTEQ2M and the MRSDo' distribution functions were used. 
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Chapter 10 

Results and Conclusion 

The proton-antiproton collision data at vs = 1.8 TeV were collected 

with the CDF detector during 1992 and 1993. The inclusive photon 

events were taken with the ET threshold of 16 GeV. The integrated lu­

minosity of the data was 16.4 pb-1
• In the photon candidate events, 

n·± mesons were fully reconstructed through the sequential decays of 
-

n·± --+ n°(--+ K=t=1r±)1r± and n·± --+ n°(--+ K=i=1r=i=1r±1r±)1r±. The sig-

nificant peaks were observed at 145.5 Me V / c2 in the mass difference 

distributions. The background events against prompt photons were sta­

tistically subtracted using the CES x2 method. The combinatorial back­

ground events against n·± mesons were subtracted by using the param­

eterization of the fake n·± ~M distribution. After subtracting these 

background events, we found 29.9 ± 10 ;+n·=(--+ K=t=1r±1r±) events and 

31.9 ± 16 ,+n·±(--+ K=t=1r=t=1r±1r±1r±) events. The D·± reconstruction 

efficiency and the detection efficiency of photons were estimated from 

the data, the electron test beam data, and the Monte Carlo data. The 

overall efficiencies for detecting 1 + D-± events were estimated to be 
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0.150±0.024 and 0.067±0.011 for the reconstructions using n° --+ x-1r+ 

and n° --+ K-1r-1r+1r+, respectively. The systematic uncertainty. in the 

cross section was evaluated to be!:: % from the Monte Carlo events and 

the real events. We determined the cross section for,+ n·± production 

in the kinematical range of 16 GeV /c < PTb) < 40 GeV /c, jy(,)I < 0.9, 

n(D·±) > 6 GeV /c, and IY(n*±)j < 1.2. The measured cross section is 

0.48 ± 0.15(stat.) !g:g~ (syst.) nb, where the first and the second errors 

show statistical and systematic ones, respectively. The contributions of 

the gluon splitting and the b decay processes in , + n·± events were 

studied using the PYTHIA Monte Carlo data and the real dijet data. 

From the real dijet events, the estimated number of the events from the 

gluon splitting processes was 7.4 ± 2.3 events in the observed 61.8 ± 19 

1 + n·± events. The measured cross section was compared to the lowest­

order calculations. The predicted cross section was 0.211 nb using the 

CTEQ2M parton distribution function, where the renormalization scale 

was taken as photon transverse momentum(µ= PT). 

The measured cross section is 1.5 standard deviation higher than the 

lowest order calculation. 
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