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Abstract

The Cross Section for the Production of bb Pairs in
Proton-Antiproton Collisions at /5 = 1.8 TeV

(A Dissertation presented to the Faculty of the Graduate School of Arts and Sciences of
Brandeis University, Waltham Massachusetts)

by Robert B. Mattingly

The cross section for the inclusive production of b5 pairs in proton-antiproton collisions
at a center-of-mass energy of 1.8 TeV, as measured by the Collider Detector at Fermilab
{CDF) during the 1988-1989 experimental run, is presented. The production of bottom
quark pairs is identified through the dual semileptonic decay mode, in which one guark
produces an electron, and the other a muon. Background from cascade decays of single &
quarks is removed by requiring the invariant mass of the ex pair be greater than the mass
of the b. The b signal is separated statistically from the remaining physics background, c&
production, by fitting the lepton P§*! distributions with normalized distributions obtained
from Monte Carlo simulations of b and ¢ decays. The resulting cross section, expressed in
terms of the b Pr thresholds, is found to be a factor of two higher than the prediction of
Quantum Chromodynamics.
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Chapter 1

Introduction

Studies of b productiov in pp collisions provide quantitative tests of perturbative Quantum
Chromodynamics (QCD). For processes involving squared momentum transfex;s on the order
of m}, the strong coupling constant, a,, becomes relatively small and perturbative meth-
ods are expecged to work well. Measurements of the inclusive cross section for pp — X
have been made at UA1 [1] and at CDF [2|. The QCD prediction [14] is in good agree-
ment with the data at /s = 630 GeV but is systematically low when compared to the
CDF measurements at /s = 1.8 TeV. Consideration of the process pp — bbX provides
further opportunities to test QCD; in particular, it provides the opportunity to explore the
correlated production of bottom quarks.

The remainder of this thesis is organized as follows: Chapter 2 introduces the parton
model of pp interactions and discusses the theoretical description of bb production, chapte: 3
describes the CDF detector, chapters 4 and 5 describe the identification of electrops and
muons at CDF, the analysis iz presented in r_haptér 6, and chapter 7 sumrarizes the results

of the analysis and provides a brief look at the prospects for the future.



Chapter 2

Theory

To use pp collisions as a tool for the investigation of nature, it is necessary to first understand
the nature of the proton. The purpose of this chapter is to provide some understanding,
though far from exhaustive, of the internal structure of the proton and the theoretical

framework that is used to describe the production of b quarks in pp collisions.

2.1 The Structure of the Proton

The structure of the proton, as revealed by lepton scattering, is dependent upon the scale
of the four-momentum transfer squared, @2, in the collision. At low values of QZ, the
scattering is elastic and the proton appears to behave as a point-like object. As the Q2 is
increased, the proton begins to manifest internal structure. The cross section for inelastic
scattering grows and resonant behavior appears. As Q? is inc-eased further, the dependence
of the inelastic cross section upon Q? nearly disappears. This region was first probed by

the deep inelastic scattering experiments that took place at SLAC in the late 1960s [7].



The indepemdence of the cross section from any mass scale was referred to as ‘scaling’. This
scaling behavior had been predicted by Bjorken (3] and was later shown by Feynman [4]
to be consistent with elastic scattering from free, point-like objects, ‘partons’, within the
proton. The partons were later identified as the quarks that had been introduced by Gell-
Mann and Zweig in 1964 [5] as a means of ordering the spectrum of known hadronic states.
The picture of nucleon structure that emerged as a result of the deep inelastic scattering
experiments was referred to as the ‘parton model’. As experiments increased Q? still further,
scaling violations were eventually observed in the inelastic cross section. Scaling violations
were explaimed as an effect of Quantum Chromodynamics (QCD), the theory of strong
interactions between quarks. QCD was incorporated into the parton model to produce the
‘QCD improved parton model’ that is in wide use today. Before describing this model, it is

necessary to first introduce some ideas from QCD.

2.1.1 Quarks, Gluons and Color

QCD describes strong interactions as the exchange of spin-1 gluons between spin-% quarks.
In analogy to electromagnetic interactions, described by Quantum Electrodynamics (QED),
the quarks carry a strong charge called ‘color’ and the the strong force is mediated by the
gluons which are roughly analogous to the photon. As opposed to electromagnetism where
there is only one charge (plus anti-charge), there are three colors (plus associated anti-
colors). QCD further differs from QED in that the photon is electrically neutral, whereas
gluons themselves carry color, meaning that gluons not only interact with quarks but with

other gluons as well.



2.1.2 Renormalization and the Strong Coupling Constant

Due to the mathematically complex nature of QCD, most calculations rely upon pertur-
bative methods. The lowest order perturbative diagram for the interaction of two unlike
quarks, g and ¢’, is shown in figure 2.1. This digram schematically shows the scattering
of the quarks by the exchange of a gluon. Above leading order, diagrams such as those
depicted in figure 2.2 must also be taken into account. These ‘one loop’ diagrams depict
the sitnation in which the exchanged gluon fluctuates into a virtual quark-antiquark pair
or a virtual gluon pair. The inclusion of such diagrams introduces divergences into the
calculation of scattering amplitudes as the momentum carried by the virtual particles in
the loop approaches infinity. This type of divergence is known as an ‘ultraviolet’ divergence.
Such divergences are handled by absorbing the divergent terms into the definition of the
coupling constant. The renormalized coupling, that is, the original ‘bare’ coupling plus the
divergences, is treated as the physical observable that must be measured.

A result of renormalizing the theory is that the coupling constant acquires a Q% depen-
dence. This is understandable qualitatively by considering the redefinition of the coupling
constant. The new ‘physical coupling’ that has been defined by the addition of the loop
diagrams to the bare coupling can be thonght of as a point charge surrounded by virtual
pairs. For example, virtual electron-positron pairs are continually created and destroyed in
the space surrounding a free electric charge. The virtual pairs behave like dipoles and align
themelves with the radial field of the charge. At large distances, that is small Q% , a test
charge feels a smaller coupling because of the screening effect of the virtunal pairs. As the

Q? increases, the screening effect decreases and the test charge feels an increasing coupling.



Figure 2.1: The lowest order QCD diagram for the scattering of two unlike quarks.



COOCTORS

RECOO0O00

Figure 2.2: An example of gluon and quark one loop diagrams. As the momentum in the
loop approaches infinity, the calculated cross section diverges (ultraviolet divergence).



The @2 dependence is often referred to as the ‘running’ of the coupling constant.

Though QCD makes no prediction of the magnitude of the strong coupling, it does
provide a relationship showing the evolution of the coupling constant with Q2 . If the
strong coupling constant, as , is measured for Q% = u?, then the value of as at some other

value of Q2 is

as(#?)
1+ as(p?) In(Q3/p?)’

(2.!) as(Qz) =

1t is traditional to define as in terms of A%, which is the value of Q2 at which as becomes
qcr

infinite. The expression for Af)cn is renormalization scheme dependent but a common

definition is
-12x
2 o 2
(22) Ajen = p” exp [(33 ey AW L

where Ny is the number of quark flavors allowed to participate in the loop diagrams. The

expression for ag is then

127
(33 - 2N/ In(Q?*/Adcpy)

(2.3) as(Q’) =

Once a value for A%/, has been provided by experiment, the above equation can be used
to obtain 2 value for ag at any desired Q. Notice that for Q2 » AZ)CD the strong coupling
becomes small. This is consistent with the observation from the deep inelastic scattering
experiments that the scattering centers in the proton behave as quasi-free particles. Note
also that it is only in the regime where as becomes small that perturbative methods are
expected to yield reliable results.

While calculation to all orders in perturbation theory would eliminate the x? depen-



dence, this is usually not possible and some choice of a value for u? must be made. The
value chosen for y? usually reflects a momentum scale appropriate for the process in ques-
tion. Since the p dependence must disappear in a calculation made to all orders, the
sensitivity of a finite order calculation to variations in u is indicative of the magnitude of

the higher order corrections.

2.2 The QCD Improved Parton Model

2.2.1 The Parton Distribution Functions

As in the original parton model, the QCD improved parton model describes the proton in
terms of quark constituents. The difference is that now the quarks are allowed to radiate
and absorb gluons. The scaling violation that is observed at sufficiently high Q2 i; due
to the cloud of gluons surrounding each quark that spreads out the color charge. The
scattering center thus gains physical extent which introduces a slight Q* dependence into
the scattering cross section.

The momentum of a proton is shared amongst its quark and gluon constituents. The
parton distribution function, Fi(z,Q?), represents the probability of a parton of type i
having a fraction z of the proton momentum when the proton is probed at a momentum
scale of @? . In the original parton model, the proton was composed of three quarks (uud)
that combined carry the quantum numbers of the proton. In the QCD improved parton
model, these quarks became known as the valence quarks. The term sea quarks represents
the quark-antiquark pairs that are constantly being created and destroyed by the color

fields of the proton. Figure 2.3 shows some representative parton distribution fumctions



as a function of z. The figure shows the distributions for valence quarks, gluons, and sea
quarks. The valence quark content of the proton is given in terms of the integrated parton

distributions functions for up and down quarks
1
(2.4) / dz[Fu(z) - Fs(z)] = 2
0

(25) /o ' de(Fu(z) - Fy(z)] = 1

where F, 4 = F::‘J"‘“ +FRG Fpa= ;"'ﬁ', and the integrations are done at a fixed Q2 . Par-
ton distribution functions are usually obtained from deep inelastic scattering experiments.
The functions thus measured are for a particular value of Q2 . In order for the functions to
be generally applicable, it is necessary to understand how the parton distributions change,
or ‘evolve’, with Q2 . The QCD predictions for the evolution of the parton distributions

with Q? are known as the Altarelli-Parisi equations:

(20) ) 2s(@) [12 [h (@R ) + F(w, @Ru(Z)].

dF,(z, Q%) _as(Q?) fldw

(2.7) d(ln Q?) T Tox A o [E Fo(w, Q2)qu(%) + Fy(w, Qz)Pyb(‘:,')] .

P,y(z) is known as the quark-quark splitting function and describes the probability of a
quark emitting a gluon with momentum 1 — z and retaining a fraction, z, of its original
momentum. F,y, F,, and P,y are defined analogously. The solutions to the Altarelli-
Parisi equations are similar in nature to the expressions for the running coupling constant

(Equation 2.1).
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Figure 2.3: An example of the parton distribution functions for the proton. The parame-
terizations shown are from Diemoz, Ferroni, Longo, and Martinelli (DFLM).



2.2.2 Cross Sections

The caleulation of the cross section for the hadroproduction process AB — ¢X is expressed
im the improved parton model as the sum of the contributing subprocess cross sections at

the parton level, convoluted with the appropriate parton distribution functions.
1 i
(2.8) o(AB — cX) = / dz, / dzy Fa(24) Fy(25)5(ab — X).
o 0

In the above expression, F,(z.), represents the probability of finding a parton of type a in
hadron A with a fraction, z,4, of the hadrons momentum. The function, Fy(z), is defined
analogously. The explicit Q% dependence of the parton distribution functions has not been
shown. The choice made for Q? is usually the subprocess center-of-mass (CM) energy, §,
which is related to the CM energy of the hadronic collision via, 8 = z,z;s. The subprocess
cross section, @, is the result of calculations at the parton level. To obta%n a final state
containing observable particles, the hadronization of final state partons must be considered.
As hadronization is a low Q? process, a description of the process using perturbative QCD
is not possible and models must instead be used. The model of fragmentation used in this
analysis was the Peterson fragmentation model {18]. Details of this model are given in
chapter 6.

As implied in the preceding discussion, the parton model assumes that hadronic in-
teractions can be separated into three, independent phases: the evolution of the partons
inside the hadrons prior to the hard scattering, the hard scattering of two partons inde-
pendent of the remaining hadronic constituents, and the hadronization of the final state

Partons independent of the initial and intermediate states. This assumption is referred to

10



as ‘factorization’ and many technical discussions in the context of QCD appear in the lit-
erature. A simple, qualitative argument in favor of factorization is known as the ‘impulse’
approximation and will be sketched here. Consider the collision from the point of view of
one of the hadrons. The oncoming hadron is highly relativistic and hence, time dilated.
For collisions of sufficiently high energy, the dilated lifetime of the virtual hadron states is
much larger than the characteristic collision time. This implies that the interacting partons
act independently of the remaining hadronic constituents, that is, they act as quasi-free

particles.

2.3 bb Production

2.3.1 O(a})

The production of bb pairs at @(a%) in QCD includes only the Born terms. As illustrated in
figure 2.4, these terms include only ‘two-to-two’ processes in which a two parton initial state
leads to a two parton final state. It is worth noting that at this level in the perturbative
calculation, the issue of correlations between the produced bottom quarks is trivial; the
quarks are always created back-to-back and with transverse momenta relative to the beam

axis (Pr) of equal magnitudes in the center-of-mass frame.

2.3.2 O(a})

The analysis in this thesis was concerned with the bb X final state, meaning that a calcu-
lation of the b5 production cross section to at least O(a%) was necessary for purposes of

comparison. The first full caclulation of b3 production to order O(a}) was accomplished

11



by Nason, Mangano, and Ridolfi (MNR) in 1991 {19]. This calculation included the two
to three processes shown in figure 2.6 as well as the O(a}) virtual corrections to the Born
terms shown in figure 2.5.

As mentioned previously, perturbative calculations require that some resonable choice
be made for the value of u; normally, this choice represents some energy scale relevant to
the process under consideration. For the calculation of the 8 cross section, p was chosen
to be equal to uo, where pg = /mZ + P} and m, is the bottom quark mass. Because free
quarks have never been observed, m; is not precisely known. Using potential models of B
meson states, m is estimated to be in the range 4.5 to 5.0 GeV/c?. Thus, my was assumed
to be 4.75 GeV/c®. The parton distribution functions used in the calculation were those
due to Diemoz, Ferroni, Longo, and Martinelli (DFLM) [6] with Agcp = 266 MeV.

Figure 2.7 shows the result of a O(a}) calculation for a(pF — b8 X). The cross section
is shown as a function of the Pr threshold of the b quark, PJ™"(b), for PP*"(8) = 8.5 GeV/c
and absolute rapidities | y |< 1, | 5 [< 1. The figure clearly demonstrates the non-trivial
Pr correlations that have been introduced by the higher-order diagrams. The dashed lines
represent the uncertainty involved in the calculation. The uncertainty was obtained by
varying the parameters of the calculation in the following ranges: 4.5 < my < 5.0 GeV/c?,
160 < Agcp < 360 MeV, po/2 < p < 2pg. The cross section was found to be insensitive
to variations in my and Agcp. Thus, the theoretical uncertainty primarily reflects the
sensitivity of the cross section to variations in u. Figure 2.8 shows the variation of the cross
section with the Pr thresholds of both the b and 5. The figure shows the predicted cross
section as a function of PPi"(b) for three choices of PF'"(3). The sensitivity of the cross

section to small variations in P{*"(}) was seen to decrease with incresing PF™(5).

12
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Figure 2.4: The Born level diagrams for bb production.
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Figure 2.5: Examples of virtual correction diagrams that contribute to b3 produétion.
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Figure 2.6: Examples of diagrams that contribute to 55 production at O(a}).
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Figure 2.7: Theoretical prediction for o(pp — b5 X) from MNR. The cross section is
shown as a function of PP"(b) for PJ*"(5) = 8.5 Gev/c, and | g, 15 |< 1. The dashed lines
represent the theoretical uncertainty.
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Chapter 3

Experimental Apparatus

3.1 The CDF Detector

3.1.1 Introduction

The CDF detector is a general purpose 4x detector for studying pp collisions at a center-
of-mass energy of 1.8 TeV. An isometric view of the detector is shown in figure 3.1. The
detector is cylindrically symmetric about the beam axis and is composed of the movable
central detector and the stationary forward and backward detectors. Figure 3.2 shows a
cross section of the forward znd central detectors. The forward and backward detectors are
identically instrumented with gas-sampling electromagnetic and hadronic calorimeters and
a muon system utilizing magnetized steel toroids for momentum measurement. The central
detector is divided into central and plug regions. The central region of the central detector is
instrumented with drift chambers for vertex determination and particle tracking. A super-
conducting solenoid encasing the drift chambers enables measurement of charged particle

momenta. Surrounding the solenoid are scintillator-based electromagnetic and hadronic
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calorimeters and muon chambers. The plug region contains electromagnetic and hadronic
gas-sampling calorimeters and has partial tracking coverage. The forward/backward detec-
tors and the plug region of the central detector were not utilized in this analysis and will
not be diltu;sed in further detail. The CDF detector is described in detail in a spacial

edition of Nuclear Instruments and Methods (8.

Figure 3.1: Isometric view of the CDF detector.
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Figure 3.2: Cross section of the forward detector and a portion of the central detector.
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The CDF coordinate system is defined with the positive z axis in the direction of the
proton beam. The positive y axis points vertically and the positive z axis points horizontally
away from the center of the Tevatron ring. The polar angle, 8, is zero along the positive z
axis and the azimuthal angle, ¢ is zero along the positive z axis. It is often more convenient
to speak in terms of pseudorapidity, 7, than polar angle, 8. The pseudorapidity is defined

P+p,
P_Px-

= %ln

n=ln cota

2
For an energetic particle, pseudorapidity is a good approximation to the particles rapidity,

Y.

_ 1 E+p,
y-Z'HE—p,'

Rapidity is additive unaer Lorentz boosts in the z direction and is thus a useful quantity
in pp physics.

Starting at the interaction region and proceeding radially outward the major detector
subsystems in the central region (| 7 |< 1.1) are: the Vertex Time Projection Chamber
{(VTPC), the Central Tracking Chamber (CTC), the Central Electromagnetic Calorimeter
(CEM), the Central Hadronic Calorimeter (CHA), and the Central Muon Chambers (CMU).

Each of these subsystems is described in detail below.

3.1.2 The Vertex Time Projection Chamber

The Vertex Time Projection Chamber (VIPC) is designed to provide tracking information
close to the interaction region for event-by-event vertex reconstruction. The VIPC consists

of eight octagonal modules placed side-by-side along the beampipe. Two modules of the
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VTPC are shown in figure 3.3. Each module is composed of a central high voltage grid
with a drift space on either side. Each module is capped with a proportional chamber
readout consisting of sense wires and cathode pads. The readouts are segmented into oc-
tants. Charged particles traversing the VTPC volume ionize the gas filling the chambers
(nominally 50-50 argon/ethane). The ionization electrons drift towards the wires and pro-
duce signals. Using the wire positions and the arrival times of the wire signals, tracks are
reconstructed in the r — z plane. The reconstructed tracks are parametrized in terms of
their polar angle, # and their extrapolated intersection with the z axis. Clusters of tracks
with similar z intercepts are used to reconstruct pritnary z vertices. A typical distribution
of z vertices reconstructed from VTPC information is shown in figure 3.4. The distribution
is well fit by a gaussian with ¢ = 30 cm. The width of the gaussian is due to the longi-
tudinal extent of the colliding proton and antiproton bunches. The VTPC is capable of

reconstructing z vertices with a resolution of about 2 mm.

3.1.3 The Central Tracking Chamber

The CTC is a large volnme wire chamber lying outside the volume of the VIPC and inside
the superconducting solencid. The CTC provides tracking information primarily in the
r — ¢ plane. Figure 3.5 shows a transverse section of the CTC.

There are 84 layers of sense wires grouped into 9 “superlayers”. Within each superlayer,
the sense wires are further subdivided into measurement cells. Five of the superlayers
contain 12 sense wires per cell, each parallel to the beam axis. These superlayers are
referred to as axial superlayers and are used for the determination of track curvature in

the transverse plane. The remaining four superlayers contained six wires per cell with each
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Figure 3.4: Typical distribution of z vertices from CDF events.

24



P ITITYS P
: "--tl‘//“{f!f;z g
i AR N e
T

Vv
T
e

55400mm 1.0.

2760.00mm 0.0.

Figure 3.5: Transverse view of the Central Tracking Chamber.
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superlayer having an alternating +3° angle with respect to the beam axis. These layers
are referred to as stereo superlayers and provide information about the polar angle of the
tracks. The axial and stereo superlayers alternate, with the inner and outermost superlayers
being axial. Each cell in every superlayer was tilted 45° with respect to the radial dire~tion.
This tilt compensates for the Lorentz force upon the drift electrons due to the solenoidal
magnetic field, yielding approximately azimuthal drift trajectories that greatly simplify the
drift time-to-distance relationship. The axial position resolution for each layer is better
than 200 and the z resolution is about 1 mm.

Due to the solenoidal magnetic field, charged particles follow helical trajectories within

the CTC volume. The trajectories are parametrized by the following five quantities:

e ¢ - The half-radius of curvature. The Pr of a track is given by the relation

_ 0.000149898B
[

Pr GeV

where B is the magnitude of the solenoidal field in Tesla.
e do - The distance of closest approach of the track to the origin in the r — ¢ plane.
» ¢o - The azimuthal angle of the track at the point of closest approach to the origin.

» z5 - The z position of the track at the point of closest approach of the t.ack to the
origin.
e cot @ - the cotangent of the polar angle of the track at the point of closest approach

of the track to the origin.
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For isolated tracks, the rms transverse momentum resolution of the CTC is given by

§Pr
— = 0.0020
Pr Pr

where Pr is expressed in GeV. The outermost superlayer of the CTC covers the region
| 7 1< 1. Particles traversing the CTC at greater values of 5 pass through fewer superlayers

with a corresponding degradation of tracking performance.

3.1.4 The Central Calorimetry

The central calorimetry covers the region | 7 |< 1.1 and is composed of an electromagnetic
calorimeter {(CEM) followed by a hadron calorimeter (CHA). The central calorimetry forms
a barrel around the solenoid and is divided into 48 wedge-shaped modules. Each wedge
subtends 15° in ¢ and 1.1 units in . Each wedge is a sandwich of lead-scintillator for the
CEM followed by an iron-scintillator sandwich that forms the CHA. Within each wedge, the
sampling medium is subdivided into 10 sections in 7, so that the §n x §¢ tower segmentation
is 0.11 x 15°. The CEM portion of a wedge is shown in figure 3.6. The tower structure
is evident in the figure; note that the towers are projective, that is, point to the nominal
interaction region. Light from the scintillators is brought out through light pipes at the ¢
boundaries of the wedge to photomultiplier tubes.

Each wedge of the CEM has a gas proportional chamber (CES) embedded at the ap-
proximate shower maximum position (nominally 5.9 X;). The chambers are read out with
orthogonal sets of anode wires and cathode strips. The wires provide a ¢ view and the strips

yield a profile of the shower in z. The much finer segmentation of the CES with respect to
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the CEM allows a more precise measurement of the transverse shower shape and position.
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Figure 3.6: CEM wedge.

3.1.5 The Central Muen Chambers

The Central Muon Chambers {CMU) are located behind the CHA. The CMU provides
muon identification for |  |< 0.63. Figure 3.7 shows the position of the chambers in a
wedge. There are tbree chambers per wedge with each chamber containing 16 drift cells.
A cross section of a single muon chamber is shown in figure 3.8. Each of the four layers of
drift cells has only two electronic channels for readout as alternate sense wires are ganged
together. ¢ information is reconstructed from drift times and z information from charge

division. The chamber resolution in the ¢ direction is 250 yum and 1.2 mm in the z direction.
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3.1.8 The Trigger System

The Tevatron was operated during the 1988-89 run with six bunches of protons and six
bunches of antiprotons in the machine. One pair of bunches intersected at the CDF interac-
tion region every 3.5 useconds. The total inelastic cross section at 1.8 TeV is approximately
50 mb, yielding a rate of 50 kHz for a typical luminosity of 1 x 10 em~2s~!. The rate at
which events could be written to tape was only about 1 Hz. A multilevel trigger system
was built in order to rapidly decide whether an event was of interest. At each level of the
trigger, the event rate was progressively reduced by the imposition of progressively more
sophisticated requirements.

The lowest level of the trigger, level 0, selected inelastic collisions by requiring simulta-
neous hits in scintillating paddles located in front of the forward and backward detectors.
Once the level 0 trigger was satisfied, data-taking was inhibited during the next beam
crossing, allowing 7 us for level 1 to make a decision.

The level 1 and 2 trigger decisions were based upon information from the calorimeters,
the muon chambers, and a fast hardware tracker (the CFT). The trigger gangs together
two calorimeter towers into a single “trigger tower”. A trigger tower has a segmentation in
81 x 8¢ of 0.2 x 15°. The level 1 trigger looks for individual trigger towers in excess of a
programmable threshold. It may also make decisions based upon the presence of stiff tracks
in the CTC or the muon chambers. The level 2 trigger is capable of associating the energy
clusters, CTC and muon tracks, used individually in level 1, with each other in order to
make decisions based on more global event properties. The typical time to make a level 2

decision was approximately 100 pus. Once the level 2 trigger was satisfied, the readout of
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the detector was initiated; readout of all 100,000 channels typically took 10-15 ms.

The data read out of the detector was digitized and buffered for further processing by
the level 3 trigger, The level 3 trigger consisted of FORTRAN-77 programs running on Ad-
vanced Computer Program (ACP) processors located in VME crates, allowing sophisticated

event filtering. Once passed by level 3, an event was recorded on magnetic tape.
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Chapter 4

Electron Identification

Electron identification was divided into two stages. The first stage entailed the identification
of electron “candidates”. Electron candidates are collections of signals in the detector which
may have been generated by an electron. The second stage consisted of the imposition of

various selection criteria to improve the rejection of backgrounds.

4.1 Identification of Electron Candidates

The selection of an electron candidate began with the examination of the energy deposition
in the Central Electromagnetic Calorimeter (CEM). The transverse energy ', Et, associated
with each tower of the CEM was calculated from the energy deposited in that tower and
the position of the tower center. Clusters were then formed by associating towers on the
basis of their relative positions and their E1. The electron clustering algorithm first locked

for towers that had an Er above a 3 GeV threshold; these towers were called seed towers.

'Er = Esind
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The algorithm looked next at the towers adjacent to each seed tower at higher and lower
values of 7. If an adjacent tower had E7 above 0.1 GeV then that tower (a “shoulder”
tower) was added to the cluster. Note that a cluster was limited to a marimum of three
towers, a seed and two shoulders, and that each tower of the cluster was in the same ¢
wedge. The cluster ET was defined as the scalar sum of the ET of each tower participating
in the cluster. A sum was also made of the transverse hadronic energy associated with the
clustered towers. The quantity, HAD/EM, was defined to be the ratio of the transverse
electromagnetic energy, EEM, and the transverse hadronic energy, EFAP. Clusters with

EEM > 5 GeV and /mboc HAD/EM < 0.125 were considered to be electron candidates.

4.2 Electron Quality Variables

4.2.1 LSHR

One method of rejecting electron background is to compare the transverse shape of an
electron shower with that for the background, using the tower segmentation of the CEM. A
typical CEM tower is 25 X 46 cm?. An electron in the CEM has a transverse shower size of
a few centimeters, meaning that an electron is well contained by a single tower, depositing
little or no energy in the adjacent towers. Overlapping photons and charged hadrons are a
major source of electron background. Overlaps are most likely to occur inside of jets which
have 3 large transverse extent. Overlaps are then likely to be associated with other particles
that will deposit energy in adjacent towers. Background due to overlaps may be rejected
by comparing the observed energy deposition to that expected for an electron. Test beam

measurements have been made to determine the energy deposited by an electron in towers
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adjacent to the one struck as a function of the point at which the electron impacted the

primary tower. This information is used to define the variable LSHR:

M; - P
~ VOI4E+ (AR)’

LSHR = 0.14

M; is the energy deposited in an adjacent tower, P; is the predicted energy deposition in
that tower from the test beam measurements, AP; is the error in P, associated with a 1 em

variation in the impact point. E is the electromagnetic energy of the cluster.

4.2.2 CES x?

LSHR uses the CEM tower segmentation to compare the transverse shower shape to that
expected for an electron. The strip chamber may be used in a similar manner. The segmen-
tation of the strip chambers is much finer than that of the CEM and is therefore us;eful in
rejecting background events in which the jet has fragmented to a few, collimated particles
or in which the overl%ppi.ng particles are well separated from the rest of the jet. The strip
chambers are embedded in the CEM at approximately shower maximum. The transverse
extent of an electron shower at this distance is such that greater than 99% of the shower
is contained in 11 strip channels, allowing for a reasonable determination of the shower
profile. A standard electron strip profile was obtained through test beam measurements. A
least-squares fit of the standard profile to the measured profile was performed and the x?

was defined as
2 _ 15~ (mi-pi)?
X =74 o?

=t



where i is the channel index, m; is the measured profile, and p; is the standard profile.
Both measured and standard profiles were normalized to unity. The variance, o7, is the
squared RMS fluctuation of CES channel i in the measured, unity normalized strip profile.
The channel variance as a function of channel response was determined from test beam

measurements using 10 GeV electrons. The normalized variance of the normalized strip

profile for 10 GeV electrons was found to be
o%y; = (0.026)% + pi(0.096)2.

The variance of a chanpel is proportional to the number of secondaries passing through
that channel which, in turn, is dependent upon the point at which the shower evolution is
sampled. Since the shower evolution has a logarithmic dependence upon tixe energy of the
primary, E, the variance is expected to depend weakly upon the electron energy. This weak

dependence is parametrized from testbeam measurements as

10 0.747
d=doi()

where E is the primary electron energy in GeV. The determination of the standard profiles

and the calculation of the CES x? is discussed in detail in reference ??.

4.2.3 Fiducial Cuts

In order to assure proper measurement of the electron shower, certain regions of the CEM

were excluded from consideration. The electron was required to be in the fiducial region

defined as follows:
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| rA¢ |< 21.5 cm from the tower center, 9 cm <| z |< 200 em.

The fiducial cuts ensure that the shower is well away from the ¢ cracks between CEM
wedges, away from the 90° crack between the East and West arches and that the electron
does not extend beyond adequate CEM coverage in | 77 |. The strip chamber was used to

determine the electron position for the purposes of determining fiduciality.

4.2.4 Track Matching

Variables such as LSHR and the CES x? provide electron background rejection based upon
a comparison of the electromagnetic energy deposition with what is expeeted for electrons.
The association of a track with the EM energy deposition is usually required in electron
reconstruction and provides another method for rejecting overlap events. The position of
the EM shower centroid may be accurately determined by the strip chambers and compared
to the propagated track position. An electron is expected to leave a track that matches well
with its strip chambef profile in both the r¢ and z views. An overlap event is expected to
have a poorer match between the track and the EM shower centroid because they are not

produced by the same particle.

4.2.5 HAD/EM

Electromagnetic showers develop more rapidly than hadronic showers as a function of the
amount of material traversed; this fact is exploited to allow simultaneous measurements
of the electroinagnetic and hadronic energy depositions in the same calorimetry tower.
The central electromagnetic calorimeter (CEM) is positioned in front (i.e. closer to the

interaction region) of the central hadronic calorimeter {(CHA). Electromagnetic showers
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develop in the CEM and are usually well contained within the volume of that calorimeter.
Hadronic showers do not typically develop until a particle reuches the CHA, leaving a
minimum ionizing trail in the CEM. Electromagnetic showers may be distinguished from
hadronic showers by comparing the energy deposition in the CEM to that in the CHA.
The HAD/EM variable is defined as the ratio of the energy deposited into the hadronic
compartments of the towers forming an electron cluster to the .energy deposited into the

electromagnetic compartments.
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Chapter 5

Muon Identification

Muon identification was divided into two stages. The first stage entailed the identification
of mucn “candidates”. Muon candidates are collections of signals in the detector which may
have been generated by a muon. The second stage consisted of the imposition of various

selection criteria to improve the rejection of muon backgrounds.

5.1 Identification of Muon Candidates

The primary tool for the detection of muons in the central region (| 7 |< 1) of CDF
is the central muon (CMU) system. The CMU system has been described in chapter 3;
for the purposes of the following discussion it is necessary only to recall that the system
consists of four layers of wire chambers, positioned behind the calorimetry, that allow the
reconstruction of muen tracks (“stubs”) with a resolution of 250 ym in ¢ and 1.2 mm in
z. A muon stub was considered a candidate muon if there was a CTC track that matched

the r¢ position of the stub to within 10 cm.
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5.2 Muon Quality Variables

®
5.2.1 PFiducial Cuts

Muon fiducial cuts were imposed in order to guarantee that the portions of the muon cham-
bers in use were fully efficient and that the CTC would also be efficient for the reconstruction

of the muon track,

5.2.2 Track-Stub Matching

To perform a precision matching of a stub to a CTC track, the effects of multiple Coulomb
scattering in the volume of the calorimetry had to be considered. A muon traversing a
slab of material will undergo multiple scatterings off of the atoms comprising the material.
The scattering is described by an angle, §, which is defined as the angular difference in
the momentum of the muon at incidence and at a distance, L, into the material. The

distribution of @ is roughly gaussian with a width, 8, given by [10]

(5.1) 8o = lﬁZ—‘:—v/—‘z;,,,/L/LRu +0.038/In(L/ L)),

where 3, p, Z;,. are the velocity, momentum, and charge number of the incident particle
and (L/Lpg) gives the number of radiation lengths traversed by the particle.

The matching of a track and stub was described in terms of the quantities A(r¢)and Az,
which are the differences in the r¢ and z values at which the CTC track and the muon stub
intercept the front face of the muon chambers. Utilizing the above expression for 6y and the
Bethe-Bloch formula for energy loss, a software routine was written to calculate the expected

distributions of A(r¢) and Az, given a sample of muons {11]. The standard deviations of
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the distributions were used to calculate the significances: A(r¢)/ga(r¢)y O2/0nz. A CTC
track and CMU stub were considered to match if the A(r¢) and Az significances were less

than three.

5.2.3 Vertex Matching

The matching of CTC tracks to the event vertex is useful for reducing background from
the underlying event. Tracks associated with the hard scattering originate from a common
vertex. The underlying event is due to the relatively soft interactions between the remaining
partons. Tracks produ‘ced by the underlying event have a flat distribution in 7. The
matching of the track to the vertex in the r — ¢ plane is measured by the distance of closest
approach (DCA), ;vhich is the perpendicular distance from the track to the origin at the
point at which the track come closest to the vertex. The matching of a track to the vertexin
z is measured simply by the difference in the z coordinate of the vertex and the z corrdinate

of the track at the distance of closest approach.

5.2.4 Energy Deposition

A muon signature may be faked by energetic hadrons when some of the hadronic shower leaks
from the back of the calorimeter and creates a stub in the muon chambers. This backgound
may be reduced by propagating the muon CTC track to the face of the eleciromagnetic and
hadronic calorimeters and requiring that the energy deposited in those towers be consistent

with a minimum ionizing particle.
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Chapter 6

Analysis

6.1 The Electron-Muon Data Sets

The data used in this analysis originated from the ELECTRON_EMC.5.CMU_3 trigger.
The requirements of the trigger are detailed in 6.6.2. The trigger required a central electron
candidate with E; > 5 GeV and a central muon candidate with Pr > 3 GeV/c. Two
samples were culled from these events: the “analysis™ data set and the “unbiased” data set.

6.1.1 The Analysis ey Data Set

The requirements used to select the events in the analysis data set are listed in table 6.1.1.
The quantities shown in the table are discussed in chapters 4 and 5. The bb content of this

sample was determined in order to measure the bb production cross section.

€.1.2 The Unbiased ey Data Set

The unbiased data set comprised events satisifying the following requirements:
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[ Electron Requirements Muon Requirements ]
Er > 5 GeV Pr>3GeV/e
HAD/EM < 0.05 Track-stub match in z and z < 30
E/PL14 Track DCA < 50 mm.
LSHR < 0.2 z of track < 5 cm. from vertex
| A(ré) I< 1.5 em < 2 GeV EM energy in p tower
jA(z) |25 em < 4 GeV HAD energy in p tower
Strip x* < 10 FIDCMU
Only 1 3D track
FIDELE
Event Requirements
Missing Er significance < 2.4
| zvertex |< 60 cm.
Invariant mass of ey pair > 5 GeV/c?

Table 6.1: The requirements used in creating the analysis ey data set. The quantities are
defined in chapters 4 and 5.

* A muon candidate with Pr > 3.0 GeV and track-stub matching in the zy and zy

planes within 3.5¢ of that expected for a muon undergoing muitiple scattering and
o An electron candidate with Er > 4.0 GeV that is associated with at least one track.

This data set was used to determine the efficiencies of the analysis data set selection re-

quirements for b} events; details are located in section 6.4.

6.2 Method

8.2.1 Sources of Electron-Muon Pairs

The ep data are primarily comprised of events from: bb production, ¢z production, ‘fakes’,

and the sequential decay of single b quarks.
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Bottom Decays

Leptons from bottom decays may be direct (b — Lev) or indirect (b — ¢X,c — £X).

In the absence of B°Bomixing, two direct leptons (b — £~ X, § — £*Y) or two indirect
leptons (b = cX — £*X, b — &Y — {Y) would always have charges of opposite sign
(0S), whereas one direct lepton (b — £~ X) and one indirect lepton {(§ — €Y — £~Y) would
have charges of the same sign (SS).

An electron-muon pair may also come from the sequential decay of a single bottom
quark (b — £"ev, ¢ — £*sv). Such pairs are always of opposite sign. Sequential decays
were removed from the data by demanding that the ey invariant mass be greater than 5

GeV.

Charm Decays

The dual semileptonic decay of a pair of directly produced charm quarké can also lead to

an electron and a muon in the final state
pp =t —~epX

- As there is negligible mixing, the leptons will always be of opposite sign. The contribution
from cZ is expected to be small relative to that from bb since the Pr spectrum of leptons

from cZ is much softer than that for leptons from b5 .

44



Fakes

Events may also be composed of electrons or muons that are of non-prompt origin or are
misidentified particles. Example of leptons from non-prompt sources are electrons from
photon conversions and muons from decays-in-flight. Muon and electron signatures in the
detector may be produced by other particles or combinations of other particles. A particle
which does not shower in the calorimetry may reach the muon chambers and be misidentified
as a muon. Overlapping #”’s and charged pions may be misdientified as an electron. Non-
prompt or misidentified particles will be referred to as ‘fakes’ and events in which one or both
of the leptons are fake will be referred to as fake events. Since the processes which produce
fake electrons and muons are random with respect to the charge of the fake produced, fake

events are equally likely to have ey pairs of opposite sign or same sign.

6.2.2 The Method for Measuring o(b5X)

This thesis presents the measurement of the cross section for bb production from events
containing electron-muon pairs. To explicitly indicate the stage in the data analysis to

which quantities refer, the following convention for superscripts has been used:
(©) refers to all events produced in an integrated luminosity, £.

(1) refers to the events in which an ey pair satisified the trigger. This is the unbiased

ey data set.

(2) refers to the events in which an ey satisifies all the selection requirements. This is the

analysis ey data set.
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The cross section for inclusive b5 production, ¢(b5X), is related to the number of pro-

duced b5 events, N ;%) , via
N©

(6.1) o(s5X) = 2,
where £ is the integrated luminosity. Again, N;%) is the number of b} pairs that have been
produced, not the number finally observed in the analysis. No & decay mode has been
specified at this point; no trigger requirements or event selection cuts haev been imposed.

The number of b events that satisfy the ey trigger requirements, N &), is obtained from
the total number of b events produced, N;%) , by the application of the branching fraction
for bb — epX, B, the acceptance of the detector to ey pairs, A, and the efficiency of the
trigger, €irig:

) .
(6.2) N = NS BAey,.

In a real experiment, the number of observed ey pairs will not necessarily equal the
number of observed b} events as there may also be contributions from cZ production and
fakes. The number of eu events passing all analysis cuts, Nc(:), is related to the number of
bb events passing all cuts, N;%), by

(6.3) NQ = N&) + N2 4+ P,

where N g’ is the contribution from c¢ production, and F(?) is the contribution from fakes.
The contribution from the fakes may be eliminated by noting that fake events are equally

likely to be of opposite sign or same sign. Separating the data into opposite sign and same
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sign contributions gives,
NOS@ - NOSE) 4 N@ 4 % F2),

NS5@ = NSO 4 %F(’).

It is seen that the fake contribution subtracts out in taking the difference of the opposite

sign and same sign ey events:

05(2 55(2) _ Ar05(2) $5(2) (2)
(6.4) NGS@ — N5 = N N+ N

(2

% as the number of

Defining A£f,’ as the number of excess opposite sign e events and A

excess opposite sign bb events, equation 6.4 may be written:
2
(6.5) AR = A;B’ +N@,

Event-by-event separation of b5 and c€ contributions is not possible with the inclusive
ep decay mode. A statistical separation is possible, however, and allows the determination
of the fraction of ey events due to b5 . Defining f'(’%) as the fraction of the sign-subtracted

ej events due to b5 production,

(2) _ £(2) A(2)
(6.6) AbE = sz Al

47



Ag is related to A%’ through the efficiency of the selection cuts:

a?

(6.7 €outs = A—f‘")—.

bb

The number of excess opposite sign b5 — epX events satisfying the trigger is then

(2) A(2)
d bb Ac .

Ecuta

W _
(6.8) ald =

To arrive at a cross section, it is necessary to obtain the total number of 60 — epX
events that triggered. This number is calculable from the number of excess opposite sign

events, Ay through various branching fractions and lepton acceptances. Defining f,(.n., as

b’
the fraction of triggered bb events surviving the sign-subtraction

)

M _ “8b
(6.9) N =i

surv

Using equation 6.8,
(2) A(2)
Typ Ao

f !(l“l)‘li €cuts '

W _
(6.10) NG =

Thus, the observed excess of opposite sign ey pairs is related to the total number of bb events

satisfying the trigger. The number of b5 events created is obtained from equation 6.2:

(2) A(2)
d bb A

(6.11) NO - __ b 7
bb fa(llazv Ecut.qB-Aflrig

48



Substituting into equation 6.1 yields

) 7@

6.12 o(85X) = bl
( ) . f.fuln)-v ec:uhB-Afln'_qc

The remainder of this chapter describes the evalunation of each term in the above expres-
sion. The calculation of f,(‘l.,)., is detailed in section 6.2.3; the calculation of the event
selection efficiency, €.u., is detailed in section 6.4; the trigger efficiency, €, is discussed
Ifz_b) , is detailed in section 6.3; the

lepton acceptance, A, is’calculated in section 6.5. The comparison of the results with the

in section 6.6.2; the determination of the bb fraction,

theoretical expectation is discussed in section 6.7.

6.2.3 The Survival Fraction f(1)

surv

f,‘.‘.l., was defined as the fraction of bb events surviving the subtraction of the same sign

events from the opposite sign events:

05(01) _ NSS(1)

N2
(6.13) fa(:llu = —b——'—ﬁ)ﬁ'—
N-
bb

55(1)

In the absence of B® B°mixing, N;’Is(l) and NM-, can be written in terms of branching

fractions and lepton acceptances:

N;%s(') = [B(b— evX)A(be)B(b — pvX)A(bg)
(6.14) + B(b—c— evX)A(bee)B(s - c — uwX)A(ben)| N,

N;’ES(‘) = [B(b — evX)A(be)B(b— ¢ — pvX)A(bep)



(6.15) + B(b— c— evX)A(bee)B(b— pv X )A(by)] Ng).

B(b — {vX) is the branching fraction for b producing a direct lepton, while B(b — ¢ — (v X)
is the branching fraction for b producing an indirect lepton. Likewise, A(b£) and A(bel) are
the acceptances for direct and indirect leptons from b decay. B"_B-‘—’mixing modifies the
above results. The probability of bottom quark mixing is given by the mixing parameter,

X, defined as
Prob(b — B® — B® — £+)

(6.16) X Prob(b — B — (£)

n

where B° refers to either BS or B? and B represents any bottom flavored hadron. The

probability of one quark, both quarks, or neither quarks mixing is

2x(1 - x) One quark mixes,

x* Both quarks mix,

(1 - x)® Neither quarks mix.
Including B®B%mixing, the equations in 6.14 are now

N = {(PePou + P Picy) [x* +(1- 07

(6.17) + PPy + Puc Py 2x(1 - )} N,
NEM = (PP + PocePocy] 2x(1 - X))
(6.18) + PPy + PucPo) [x* + (1= 0]} N,

50



where the compact notation Py = B(bd — evX)A(b) has been used. Substituting into

equation 6.13 gives

(6.19) (1) {Poe Pou + Poce Pocys — PoePocy ~ Pb.:ePbp](l - 2x)?
' " (PocPoy + PocePocy + PocPocy + PrecPos]

Dividing top and bottom by Py P, and defining

_ B —c— tvX)
"= TBh - wXx) '

o = Albct)
t= A@D’
equation 6.13 becomes
(6.26) () o (1~ aere)(l - ayvn)

T (0 F ar)(1+ auv)’

The values of () were calculated from known branching ratios [16]. 7(e) and () were
found to be 0.88 + 0.15 and 0.92 + 0.186, respectively.

The determination of ay, is given in section 6.5.
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6.3 Determining fi;

The fraction of the sign-subtracted ey events due to bb production, f“ , was determined
from the lepton P§°! distributjon. Prelis defined as the component of the lepton momentum
transverse to the axis of the associated jet (figure 6.1). The data were fitted with the sum
of the normalized b and ¢ P} distributions from Monte Carlo, with the free parameter of

the fit being f“ .

6.3.1 The Relative Transverse Momentum P}

Semileptonic b and ¢ decays produce a lepton and a neutrino in association with other
decay products. The lepton was identifiable in the detector. The neutrino was not directly
observable and was ignored. The remaining charged decay products were identified as
tracks in the CTC and were clustered together into a ‘jet’. The remaining uncharged decay

products were ignored.

6.3.2 Jet Clustering

Jets are reconstructed by associating or ‘clustering’ tracks according to the distance between

them. Distance is measured in terms of AR, the displacement in ¢ space',
(6.21) AR? = A¢® + Ar?,

where A¢ and Ay are the differences in the ¢ and 77 coordinates of the tracks, respectively.

The first stage in clustering was the selection of ‘seed’ tracks. A seed track was defined

'See chapter 3 for the definitions of 7 and ¢
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as a track with Pr > P-,’-"". The seed tracks were looped over and any two seeds with
AR < Refysier were merged into a single seed by summing their momenta vectorially, where
1.0 was the m_)m.inal value of R jyster- This process was iterated until no new mergings
occurred. The second phase of clustering was the selection of all remaining, non-seed,
tracks with Pr > 400 MeV/c. Tracks below this threshold are not reliably reconstructed
by the CTC tracking algorithm. In the final phase, the selected tracks were merged with
the seeds if AR < R i,ster for a seed-track pair. The jet with the smallest displacement in
AR relative to the lepton was used to calculate the lepton P-;F' . Tracks corresponding to

the electron and muon were excluded from clustering.

8.3.3 Monte Carlo Distributions

The predicted shapes of the P} spectra for leptons from bottom and charm decays were
obtained from Monte Carlo. Two event generators were used: Isajet and Single-b. Isajet
generated events with a 83 or ¢ pair and included an underlying event simulation. Single-b
produced events with no underlying event and only a single bottom quark. The generated
events were passed through a CDF detector simulation, trigger simulation, and standard
reconstruction code. The simulated events were then subjected to the same selection re-
quirements as the ey data. The resultant P-}" distributions were parameterized using a
gaussian convoluted with a Breit-Wigner. This functional form was chosen as it provided
the best fit to the Monte Carlo distributions. The distribution for leptons from direct
(b — fvc) b decays and indirect (b — ¢.X,c — fvs) b decays were parameterized separately.
Figure 6.2 shows the fits to the Single-b direct electron distributions for three choices of jet

clustering cone size: Rejyaer =1.0, 0.7, 0.4 and two values of the seed track Py threshold:
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Ppd = 1.0,0.4 GeV/c. Pigure 6.3 shows the fits to the Single-b indirect electron distri-
butions. The fits to the Isajet direct and indireet distributions are shown in figures 6.4
and 6.5, for the same choices of Ry ,¢cr and P-;“" listed above. Both generators reproduced
the electron E7 and Pr spectra as demonstrated in figures 6.6 and 6.7. The separation in R
between the electron and the nearest jet, A, je., is compared with Monte Carlo in figure 6.8.
The two generators displayed different behavior above AR._; =~ 1.2. Isajet predicted a
flat tail, comprising approximately 20% of the distribution. The Single-b generator was in
better agreement with the data, which has an integrated number of events in the tail that is
consistent with zero. The Isajet distribution was in reasonable agreement with the data in
the low AR._;,, region; therefore, the region AR, ;. > 1.2 was disregarded when making
Py distributions.

The charm Pf distributions were obtained from ISAJET generatgd ¢E events. The
events were processed in the same manner as the bottom events. Figure 6.9 shows the fits

to the PJ* distributions for electrons from charm.

6.3.4 Fits to Data

The sign subtracted data was fit with the sum of the normalized P} distributions for
bottom and charm. The free parameter of the likelihood fit was the fraction of the events
due to 85 production, fb-b . The ncrmalization of the fit was constrained to the observed
number of events. The only other parameter was the fraction of the bottom events from
indirect b decays, fi,s. The value of fi,s was determined from branching ratios [16] and
the relative acceptance of direct and indirect electrons to be fi,q = 0.09 + 0.02. Each fit

was performed twice, the first time fixing f;nq at the predicted value and the second time
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fixing fing = 0. Figures 6.10 and 6.11 compare the predicted P{F' distributions for electrons
from direct b decays, indirect b decays, and charm decays. The distribution for indirect
electrons from b decay is softer than the distribution for the direct. Reducing f,4 makes
the total bottom distribution less charm-like and the resulting fit tends to overestimate
the charm content of the data. By setting f,4 to zero, a very conservative assessment of
the effect of this parameter upon the fitted value of f“ was obtained. The systematic
effect of the jet clustering algorithm was investigated by varying the clustering radius and
the seed track Pr threshold. The fits are shown in figure 6.12. The results of the fits are
summarized in table 6.2. The table lists the fitted values of fi; as a function of: the jet
clustering radius, R yster; the clustering seed Pr threshold, P.;”"; the fraction of electrons
from indirect b decays relative to direct b decays, fin4; and the Monte Carlo used to obtain

the b Py distributions. The uncertainties listed for sz are from the fit.

B[P [foa| T T
GeV/c Single-s | ISAJET
1.0 1.0 [009] 1.0070% [ 1.00%507 |
1.6 1o [0.00| 1.007050 | 1.00%39°
1.0 04 |0.09] 1.00%290 | 1.00%559
1.0 04 [o0.00] 1.001099 | 100t0%
0.7 1.0 |0.09] 1.0070%0 [ 100700 |
0.7{ 1.0 [0.00] 1007200 { 1.0035%°
0.7( 04 |0.09(095+0.04( 1007005
07! 04 |0.00]|093+0.04] 0.98%052
04| 1.0 [0.09]0.87£0.05| 0.937575s
0.4| 1.0 |0.00]0.84+0.05 | 0.9+ 0.05
0.4 04 |0.09/086+0.05]0.90+0.05
0.4{ 0.4 |0.00]0.83%0.05] 0.86 0.05

Table 6.2: A summary of results from fits of Pj*(e). Single-b and ISAJET refer to the
generators used to obtain the P} distributions for electrons from b decay.
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be was found to be 1.0 in the region R = 1.0 — 0.7 and decreased by 13% between
0.7 and 0.4, due to decreasing containment of the b-jet. Figure 6.13 shows the Monte
Carlo prediction for the fraction of the tracks from the b with Pr > 0.4 GeV/c that are
clustered as a function of the clustering radius, R. Lowering P§*¢ was seen to correspond
to at most a 5% change in fbl; . Using fing = 0.0 corresponds to at most a 3% change.
Comparison of the resuits from the two generators estimated the effect of the underlying
event and additional activity from the other bottom decay, yielding a 5% effect. The effect
of finite statistics upon the subtraction of the fake background was estimated by generating
Monte Carlo data sets with the same ratio of fake events to non-fakes observed in the data.
The parameterized P-,'-“ distributions were used to generate sign-subtracted distributions
with a bb fraction, f:{ ™. The fakes were generated according to the charm distribution to
obtain the most conservative result. The distributions were then fit to determine fb!;"‘. The
probability of obtaining fg' = 1.0 as a function of f7" is shown in figure 6.14. The 68%
confidence level corresponds to a 5% decrease in fu-, .

The P}l distributions for the electron and the muon contain the same information
concerning sz . The value of sz used in this analysis comes only from the electron
distribution because of the greater separation power at E1 > § GeV rdative to Pr(u) >3
GeV/c. As a check, figure 6.15 shows a fit to the sign-subtracted muon P-,'-“ distribution
with Pr(u) > 3 GeV/c. The fit yielded a value of 1.00+0.05 for fig where the uncertainty

is solely from the fit.

8.3.5 Results

The value of [y was extracted from fitting the sign-subtracted electron Pye! distribution
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| Source

Uncertainty (%)

Background subtraction
Additional activity

Fit

Pf-‘d

find

5

Lo n

Total Uncertainty

Y
(=]

- Table 6.3: A summary of the uncertainties associated with fb'b .

with parameterized b and ¢ distributions from Monte Carlo. The value of sz was seen to be
independent of the jet clustering radius for values of Rc/yster between 1.0 and 0.7. Table 6.3.5

lists the estimates of the uncertainties associated with f“ . The uncertainties were added

in quadrature to obtain fig = 1.007595.
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P (lepton)

P(lepton)

Figure 6.1: An illustration of the definition of P»;'F' .
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Figure 6.5: Likelihood fits of the indirect b electron P} distributions from the Isajet gen-
erator.

62



® 0S - SS
100

Isajet

oo
(o]

@
(o]

Events/(1 GeV)

20

R

10 12 14 16 18 20

6 8
electron E; (GeV)

Figure 6.6: A comparison of the sign-subtracted electron Er distribution from the data
with the predictions of the single-b and Isajet generators.

63



® 0S - SS
100

Single—b

) [
<
= [
(1)
O 60
= L
~— o
< ¢t
2 oL
- L
n’ -
>
e L
20
[ -
0
g AL E N N T L R N S B .ot
o 2 4 10 12 14 18 18 20

6 8
electron P; (GeV/c)

Figure 6.7: A comparison of the sign-subtracted electron Py distribution from the data
with the predictions of the single-b and Isajet generators. '

64



Events/0.1

60
i 005 - S5
50 - Single~b
o I et isajet
!
40 |-
r
30
o
20 !
L
H
10 h{!
o
FERVITUES RS EE NPT § STUL S R U0 S N ST SR RS ST T ST
0 0.4 2.4 2.8

0.8 1.2 1.6 2
AR(electron—jet)

Figure 6.8: Distance in R between the electron and the nearest jet, AR.

65



Events/0.25 (GeV/c) Evenls /0.25 (GeV/c)

Events/0.25 (GeV/c)

40 40
r Re1.0, P10 Cev/e R 1.0, P a0.4 Gev/e
- \eajet i it
L Crharm sectrens ~ Churm etectrons
— >
- [
L (&)
=
i~ 't}
N
o
SN
)
=z
<
[
>
W
r R=0.7, P==1.0 Gev /e r R=0.7, Py w0.8 Ca¥/c
= lsojet i o s jot
ol Charm slaciroms N = Chvarm slactrem
— > 30
- v -
- e -
- 0 »
N 20
o L
\ -
0
=
[=4
[
>
w
R4, P10 GoV/s — r Ra0.4, #00.4 Gov/c
ajet o twjet
Crorm enectrans = - Chorm electrons
> —
] -
& L
=
0 L
N
o
S~
%)
=
<
)
>
w

2.5 5

7.5

10

0 2.5

5 75 10

P *(electron) {Gev/c) P,*(electron) (GeV/<)

Figure 6.9: Likelihood fits of the charm electron P.}'-" distributions.

66



0.5 -

Single—b
Rowew=1.0, P =1.0
Bottormn (Direct)

-* Bottom (Indirect)

0.4 |-

[ TRRUR FEUTHE ST T SR SRS S - Il PO I

0 1 2 3 4 5 6 7 8 9 10

Parametrized P;"(electron) (GeV/c)

Figure 6.10: Comparison of the single-b electron P-;F' parameterizations for direct b, indirect
b, and charm.

67



Q.5 -
L Isajet
L Riwae=1.0, P =1.0
0.4 Bottom (Direct)
s T Bottom (indirect)
Lew Charm

AR

0.3

Q.2

0.1

VLT ENE FEWTE FRWEE NN S S P R

Q 1 2 3 4 S 6 7 8 9 10

Parametrized P;“(electron) (GeV/c)

Figure 6.11: Comparison of the Isajet electron P{-“ parameterizations for direct b, indirect
b, and charm.

68



Events /0.5 (GeV/c) Events/0.5 (Gev/c)

Events/0.5 (Gev/c)

Figure 6.12: Likelihood fits of the normalized b and ¢ P} parameterizations to the sign-
subtracted electron P§ distribution from the data. The free parameter of the fit is fyg + the

fraction of the data due to b6 production. Fits are shown for three values of the clustering

40

40

L " R=1.0,P"™=1.0Gev/c
L o Single=b, fu=1.00
e ISA fu=1.00

NS AN AENETE AU RN

- R=0.7, Py™=1.0 GaV/c
—— Single=b, fu=1.00
... ISAJET,

.

A1t I t 21l l U I LAl i
L R=0.4, Py =1.0 Ga¥/c
- I - ery
'
11 LI (] I L4 l L)1t
o] 2.5 5 75 10

P;"(electron) (Gev/c)

Events /0.5 (GeV/c) Events/0.5 (GeV/c)

Events/0.5 (GeV/c)

»
Q

(@]

»
Q

(@]

»
Q

(@]

R=1.0, P,™'=0.4 GeV/c

— Single~b, fu=1,00
reeer ISAJET,  f0=1.00

o

1 [*

IIlAllllIllll!IlLLL

] )

R=0.7, Py™"=0.4 GaV/c

—— Single=b, 1,=0.95
T ISAJFY, fa=1.00

IlllllllilLl

- R=0.4, P,™"=0.4 GeY/c

— Single=b, {u=0.86
o BAIET, 14=0.90

LA
TN AN FNETE RN
o} 2.5 5 7.5

10
P*(electron) (GeV/c)

radius, R, and for two choices of clustering seed track Pr threshold, P;“".

69




o
- .« ©
b r e o
s | °
3 3 'y
OO.S:— °
7]
2 L
O 3 [ ]
E I

0.6
Loy i ®
et
o L
"|3 - ®
o4 |-
- L
o “F
5 |
(o]
D02
o -
(o] -
L |
L

o NEVENUE B B S R R
0 0.2 0.4 0.6 0.8 1

Clustering Radius

Figure 6.13: The fraction of the tracks, with Pr > 0.4 GeV/c, from the b-jet that get
clustered as a function of the clustering radius, R.

70



0.45
0.4 [
(@) F |
- 0.35:— 3
I 5
Boosp
he) [
Dok
= [
L b
> 02 |
Py L
'8 015 F
-o -
8 [
0.1
o b
005 |
L ““LL.LLJ,.‘.l...Af.\\\ A N

0.8 0.825 0.85 0.875 0.9 0925 085 0975 1

Generated f,,

Figure 6.14: The probability of obtaining a fitted value of be =1.0 (f:i‘) as a function of

the real fuz (f7").

71



60 T T 1T T r T Ll T L l T T T LE I T 7 L
| R=1.0, P*™=1.0 GeV/c ]
Single=b, f,,=1.00
X 40 .
>
©
e L .
n
(=]
S 20F .
c
2
> L A
w
! .
0 1 .
F U SEN . l il i i ] 1 - 1 LIJ b1
0 2.5 5 7.5 10

P™(muon) (GeV/c)

Figure 6.15: A likelihood fit of the sum of the normalized b and ¢ P§ () distributions to
the sign-subtracted Py!(p) distribution from the data.

72



6.4 Cuts Efficiency e.u,

€cuts Was defined as the ratio of the opposite sign excess due to bd production after and
before the imposition of the event selection cuts; as such, it is essentially the efficiency of
the cuts for ey pairs from b5 production.
(2) (2) A(2)
Bgp _ fyz O

(6‘22) Eoyts = — 7 = .
(1) (1) A (1)
w Ty O

For calculational purposes, the total efficiency, ecu., was separated into two components:
€uis = €€, where €; referred to the cuts involving the matching of a muon track with
either the event vertex or hits in the muon chambers and ¢; referred to all remaining cuts.

€1 was determined from a sample of J/¥ — p* ™ events where both muons had Pr > 3.0
GeV/c; The dimuon invariant mass distribution is shown in figure 6.16. The invariant
mass distribution was fitted with a combination of a gaussian and a first order polynomial.
The number of actual J/¢ events falling within three sigma of the peak was determined
by subtracting the integrated linear background from the total number of events in the
region. This procedure was repeated after application of the muon track matching cuts.
In this manner, the number of muons tested and the number passing were determined.
Table 6.4 summarizes the efficiencies of the individual cuts and the total efficiency, ¢;.
The uncertainty associated with ¢, was obtained by adding the individual uncertainties in
quadrature. Figures 6.17 through 6.20 show the distributions of the quantities used for
muon selection. The distributions are background subtracted.

€; was determined from the unbjased data set. As discussed in section 6.3, the analysis

data set yielded a value of 1.01’81‘1’ for fg%) . An attempt was made to determine f;;_’) in
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[Cut Efficiency

Track-Stub match in z < 3o | 0.998 + 0.001
Track-Stub match in z < 3¢ | 0.998 + 0.001

| Ztrack — Zvertex |< 5 cm. 0.97 + 0.01
Track DCA< 50 mm. 10002000
) 0.97+ 0.01

Table 6.4: ¢, and component efficiencies.

the same manner by fitting the electron P§* distribution from the unbiased data set with
the appropriate Monte Carlo derived distributions. The fit to the electron P5 distribution
from the unbiased data set is shown in figure 6.21 for Pr(gz) > 3 GeV/c. The poor quality
of the fit was due to the dual problems of the unbiased data set: low statistics and a large
background from fakes. For comparison, figure 6.22 show the fit to the same distribution

after the imposition of all cuts. Due to the unconvincing nature of the fit, another method

(@ N :
was used to estimate €;. Defining: R = i‘,“ and ¢z = TV-'}F,-, equation 6.22 may be recast
“ ¢E
as
-1
R 1
(623) tcus = R _‘l_ - =1
f(Z) €z f(Z)
1] bb

€.z was estimated from the data by finding the efficiency of the cuts for ey events with
Prel(e) < 2 GeV/c. This interval was motivated from examination c;f figure 6.10 and
represents the range in which the ¢ probability is maximal relative to the 55 probability.
Table 6.5 shows R, €.z ,&1, €2, and €., 3s a function of the muon Pr threshold. The
accuracy of the estimate for ¢,z proved to be unimportant as f;%) = 1.0, meaning that ¢z
entered only into the calculation of the uncertainty associated with ;. The distributions
of the electron and muon selection quantities are shown for the unbiased ep da.ta set in

figures 6.23 through 6.24. The figures show the opposite sign, same sign, and sign-subtracted
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distributions.

[ Pri{p) > GeV/c 3.0 4.0 50 ]
R 0.71+ 0.27 | 0.54 £ 0.21 | 0.42 £ 0.21
e 038 0.49 | 0.43 £ 0.60 | 0.24 % 0.30
F?f 0.71 £ 0.27 | 0.54 + 0.21 | 0.42 £ 0.21
P 0.97 £ 0.01 { 0.97 % 0.01 | 0.97 + 0.01
et 0.69 % 0.27 | 0.52% 0.21 | 0.41 £ 0.21

Table 6.5: €., and associated values as a function of Pr(p). €cuts = €162.
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Figure 6.16: Dimuon invariant mass in the J/y mass region.
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Figure 6.21: A likelihood fit of the sum of the normalized b and c electron P} distributions
to the sign-subtracted electron P} distribution from the unbiased data set. The data set
was not subjected to the electron selection cuts.
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Figure 6.22: A likelihood fit of the sum of the pormalized b and ¢ electron P—"-“ distributions
to the sign-subtracted electron P distribution from the unbiased data set. The data was
subjected to all electron selection cuts.
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6.5 Acceptances

The acceptance for electrons and muons from bottom quark decays was determined from
Monte Carlo. Bottom quarks were generated with the Pr spectra obtained from the full
NLO calculation of bb production by Mangano, Nason, and Ridolfi (MNR). Peterson frag-
mentation was used to produce hadrons from the quarks. The hadrons were then decayed
semileptonically according to the model of Isgur, Scora, Grinstein, and Wise (ISGW). The
MNR calculation is described in chapter 2. The Peterson fragmentation model and the
ISGW model are discussed in the following subsections. The final subsection describes the

acceptance calculation and presents the results.

6.5.1 Peterson Fragmentation

Fragmentation falls outside the boundaries of what is calculable with perturbative QCD.
Thus models have been introduced in the attempt to obtain a description of these processes.
A model that is often used to describe heavy quark fragmentation is that due to Peterson
et al. [18].

The Peterson model provides an expression for the heavy quark fragmentation function,
D(z), as a function of only one parameter, €,:

N(1-2)?

PO = v e

z is the fraction of the energy plus momentum of the initial quark that is carried by the

final hadron

2= EX R
(E+Ple’
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where P is the component of the hadron momentum parallel to the direction of the initial
heavy quark. N is a normalization constant. Properly normalized, D(z) yields the proba-
bility of obtaining a particular value of z. ¢ is an experimentally determined parameter.
Present measurements imply ¢, = 0.006 & 0.002 [17] for bottom quarks. The ¢, dependence
of D(z) is illustrated in figure 6.29.

The momentum of the hadron transverse to the direction of the initial heavy quark, P, ,
is not specified by D(Z). The mean value of P was estimated from uncertainty principle
arguments to be approximately 350 MeV/c . P, was assumed to be distributed according
to the functional form (1 + aP?), where a was chosen so as to yield 350 MeV/c as_the mean

value of P, .

6.5.2 The ISGW Model

The model of semileptonic B and D meson decays due to Isgur, Scora, Grinstein, and
Wise is detailed in the literature [15]. In contrast to the spectator model, which treats
the heavy quark component of a meson as a free particle, the ISGW model treats the
heavy quark-light quark bound state. Due to the mass of the heavy quark, the problem is
treated in a non-relativistic manner. The Schrodinger equation is solved for a Coulomb plus
linear potential with a variational method utilizing the basis states of the three-dimensional

harmonic oscillator.

6.5.3 The Acceptance

Semileptonic decays do not allow the reconstruction of the quark Pr; hence, this analysis

used lepton acceptances expressed in terms of a quark Pr threshold, P-}"‘". The acceptance
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for a lepton, £, from a bottom decay was defined as follows:

Number of b’s decaying to fiducial £'s with Pr(£) > PH#"***(¢) and | z,recs |< 60cm

) = 4
A(b0) Number of 5’s decaying to {’s with | y; |< 1 and Pr(b) > PP*"

The fiducial region of the detector referred to the portions of the detector efficient for the
detection of the lepton in question. The choice of a value for PJ*" was essentially arbitrary.
In this analysis, the convention of {1] was followed and P*" was chosen such that 90% of
the bottom decays with Pr(¢) > Pi#"*» have Pr(b) > P{". The shape of the accepted b
quark Pr distribution, and thus the value of Ppin_is dependent upon P (£), the lepton
Pr threshold.

The combined acceptance of the electron-muon pair was assumed to factorize into the
product of the acceptance for the electron only and the acceptance for the muon only. The
Pr distribution for b quarks with | y |< 1 that decay semileptonically to an electron is
shown in figure 6.28. The upper distribution is for all electrons. The lower distribution is
for electrons with Pr > 5 GeV/c. The equivalent distributions for b quarks that produce
muons are shown in figures 6.25, 6.26,and 6.27 for muon Pr thresholds of 3, 4, and § GeV/c.

The values of PJ" extracted from the figures are shown in table 6.6.

[PE{T) GeV/c | PP™ GeV/e
3.0 6.50
4.0 7.50
5.0 8.75

Table 6.6: Pf"™ of a b quark that decays semileptonically as a function of the lepton Pr
threshold, P (¢).
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The justification for factorizing the acceptance came from an investigation of the NLO
calculation of b5 production. Figure 6.30 shows the PJ*" of the second b in the event,
Pin? ag a function of the P/ of the first, PP*!. A Pr cut of 5 GeV/c on the lepton
originating from the first b would yield a value of about 9 GeV/c for P{*"!'. Consulting
the figure, it is seen that the corresponding theoretical expectation for PP"? is about 3.5
GeV/e. If the second b is required to produce a lepton with Py > 3 GeV/c, however, the
expected P—;-"‘" is 6.5 GeV/c. This indicates that the observed portion of the Pr spectrum
for the second b is well above any bias introduced by the Pr threshold on the first 5.

The results of the acceptance calculation are listed in table 6.7. The acceptance for
directly produced leptons (b —» cfv) is represented by A(b£). a(f) denotes the ratio of the
acceptance for indirectly produced leptons (b — ¢X, ¢ — sfv) relative to the acceptance for
directly produced leptons. The systematic uncertainties resulted from the variation of the
fragmentation parameter and the shape of the b Pr spectra. The fragmentation parameter
was varied in the range: 0.004 < ¢, < 0.008, which corresponded to a 10% variation in the
acceptance. The shapes of the b Pr spectra were varied and resulted in a 15% variation in

acceptance.

LPT(8)

Pr(e) >5 GeV/c

Pr(p) >5 GeV/c

Pr(p) >4 GeV/c

Pr(p) > 3 GeV/c |

A(bl)

0.153 + 0.028

0.092 + 0.017

0.099 +0.018

0.116 + 0.021

0.099 + 0.005

0.126 + 0.011

0.130 + 0.008

0.182 + 0.006

a(l)

Table 6.7: The acceptances of electrons and muons from b decays. A(bf) denotes the
acceptance of leptons from direct decays (b — cfv), and a(f) represents the ratio of the
acceptance for leptons from indirect decays (b — cX,c — slv) relative to the acceptance
for direct decays.
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Figure 6.25: Pr for all bs generated with | y, |< 1 and that produce a u (upper) and the
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Figure 6.26: Pr for all bs generated with | g, |< 1 and that produce a u (upper) and the
subset of those for which Pr(u) > 4.0 GeV. (lower).
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6.6 Trigger Efficiency

As was discussed in chapter 3, the rate of pp collisions at the Tevatron was too large to allow
information about every event to be collected, necessitating the use of a triggering system to
identify events of particular interest. For each event tested, the trigger compared detector
information with preset criteria to determine whether the event should be accepted. There
were many sets of criteria, or ‘triggers’, each motivated by interest in events of a particular
type.

The data used in this analysis were collected by the ELECTRON_EMC_5_.CMU_3 trig-
ger. This trigger required a central electron with Er > 5 GeV and a central muon with
Pr > 3 GeV/e. ‘The detailed requirements of this trigger are presented in the following
subsection. The remaining subsections describe how the efficiencies of the trigger require-
ments were determined, and how the individual efficiencies were combined to obt;in the

total trigger efficiency.

6.6.1 The Trigger Requirements
Muon Requirernents

Muon triggers were based upon reconstructed tracks, or ‘stubs’, in the muon chambers,
and tracks found in the CTC by the Central Fast Tracker (CFT). In both cases, the track
reconstruction took place in the » — ¢ plane, utilizing no z information.

The Level 1 muon trigger requirernent was the presence of a stub with Pr > 3 GeV.
The Pr of the muon was calculated in Level 1 from the angle of incidence, a, that the stub

made relative to a radial line. Figure 6.31 shows the geometrical quantities involved in the
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calculation.

As a muon travels through the solenoidal magnetic field, B = 1.4116 T, it follows a
curved path with a chord L, where L = 1.44 m is the radius of the solenoid field. Outside
of the magnetic field, the muon follows a straight path to intersect the muon chambers at
an angle, a, relative to the radial direction. The angle of deflection, 8, is related to the Py

via

where e is the electric charge of the muon in units of the electron charge. Using
L sin g = Dsina,

where D = 3.470 m is the distance from the origin to the muon chambers,

In the small angle approximation, this becomes

- eL’B
~ 30F

Level 2 first required a match in r — ¢ between a muon stub passing Level 1 and a CFT
track. Each CFT track was propagated through the solencid 2nd the calorimetry to the
radius of the muon chambers. The propagation included the effects of the magnetic field

in the solenoid. The track was considered to match the stub if it propagated to either the
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muon chamber containing the stub or an adjacent chamber. Thus, the maximum possible
angular distance in the transverse plane between the track and the stub was 10.8°. After
finding a matching CFT track, Level 2 further required that the track pass a 3 GeV/c Pr

threshold.

Electron Requirements

Electron triggers were based upon information from the central calorimeters and the CFT.
The trigger did not use the full granularity of the calorimeters. Instead ‘trigger towers’ were
used, which were twice the size of the calorimeter towers. Two adjacent calorimeter towers
in n were ganged together to form one trigger tower of §n X §¢ = 0.2 x 15° in size. The
trigger tower energies were weighted by sin 8 to represent the transverse energy.

Level 1 operated by requiring at least one trigger tower have weighted energy above 3
GeV.In Level 2, CEM trigger clusters were formed by initially looking for ‘seed’ towers with
E7 > 3 GeV. Adjacent towers were added to the cluster if they passed an Er threshold of
1 GeV. The total EM Er is obtained from a scalar sum of the transverse energies of the
towers comprising the cluster. The total Er (EM + HAD) of the cluster is obtained in the
same fashion. Level 2 required that the total E7 of the cluster be greater than or equal to 5
GeV, and that the ratio of the total Et to the EM Er be less than 1.125 . The final Level

2 requirement was a CFT track with Pr > 4.8 GeV/c that matched the cluster in r - ¢.

Efficiency of Muon Requirements

The efficiency of both the Level 1 and Level 2 muon trigger requirements were determined

in a separate analysis [12]. A brief description of the method is given below.

97



The determination of the effciciency of the Level 1 muon trigger requirements began
with the selection of a sample of unbiased muon candidates. Such a sample was obtained
by selecting muon candidates from events passing triggers independent of the central muon
system. The muon candidates were stubs in the central muon chambers which had been
associated with tracks in the CTC. Candidate muons can be real muons, non-prompt muons
from pion or kaon decays, interacting punch-through, or non-interacting punch-through.
Non-interacting punch-through refers to charged pions or kaons that traverse the calorimetry
without interacting. For the purpose of studying the trigger, non-interacting punch-through
is indistinguishable from real muons and should cause no bias. Interacting punch-through,
such as particles from a jet that leak out the back of the calorimeter or from late showering
particles, will be a source of bias as the Pr of the resultant muon stub and the Pr of the
CTC track are related through other physics than just the effect of the trigger system. The
fraction of the muon candidates due to interacting punch-through was determined from
the examination of the energy deposition in the hadronic calorimeter tower traversed by
the candidate. Real muons and non-interacting punch-through will produce 5 distribution
consistent with a minimum ionizing particle (MIP), i.e., a Vavilov? distribution. Interacting
punch-through was seen to produce a flat distribution. The muon candid#tes were binned in
Pr and the hadronic energy distribution within each bin fit with a Vavilov distribution plusa
flat background. The muon candidates were then subjected to the Level 1 requirements and
the resulting distribution refit. The ratio of the number of remaining, Vavilov-distributed
events to the initial number was taken as the efficiency of the Level 1 requirements for

muons. The resulting Level 1 efficiency, as a function of reconstructed muon Pr, is shown

2The Vaviloy distzribution red to the Landau distribution for the special case of thin absorbers.

98



in figure 6.32.

The efficiency of the Level 2 trigger requirement was also determined from the muon
candidates. Candidates passing the Level 1 requirements were tested for a matching CTC
track with Pr > 3 GeV/c. The efficiency of the Level 2 requirements are shown in figure 6.33

as a function of the reconstructed muon Pr.

Efficiency of Electron Requirements

The efficiency of the 5 GeV cluster Er threshold in Level 2 was driven by differences
between the values of Er used in Level 2, E%’, and those reconstructed in the analysis,
Egne . E%? was calculated by the trigger hardware and was intended to be a rapidly
obtainable approximation to the “true” electron transverse energy. E7"* was reconstructed
with software and provided a better measure of the electron E7 than E%z by utilizing more
detector information and by applying detector calibrations and energy corrections.

The relationship between EL2 and E3"* was investigated using a sample of electrons
unbiased by trigger requirements; such a sample was obtained by selecting electrons from
events which satisfied an inclusive muon trigger. The Level 2 response, Ef2/E$"™ , was pa-
rameterized by a gaussian, both before and after the imposition of the 5 GeV E}? threshold.
The fitted means (u) and the fitted standard deviations (o) are shown in figure 6.34 as a
function of the E7™ interval. The values of 4 and ¢ are listed in table 6.8. The E}?
threshold was seen to have little effect on the u and o values for E3"* > 8 GeV .

Given that E%’/ E3"* is gaussian distributed, the efficiency of a 5 GeV E'#"' threshold
is readily calculable. Defining s as the number of standard deviations from the mean that

an electron with reconstructed transverse energy E3™ need fluctuate in order to pass a 5
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[_E'Tr Range | Volunteers EX? > 0 GeV | Volunteers EXZ > 5 GeV

(GeV) Fitted u Fitted o Pitted p Pitted o
5-6 0.83+0.01 ! 0.11 £0.01 | 0.92+0.01 | 0.06 + 0.01
6-~7 0.82+ 0.01 | 0.13+0.01 | 0.88+£0.01 ] 0.09+0.01
7-8 0.83 + 0.01 | 0.16 £ 0.01 | 0.87 £0.01 ; 0.12+ 0.01
8-9 0.82+0.01 | 0.15+£0.01 | 0.84+£0.01 | 0.13+0.01
9-12 0.86+0.01 | 0.15+0.01 | 0.87+0.01 ] 0.14 £ 0.01

Table 6.8: The results of gaussian fits to the EX?/EXLES distributions for electron volun-
teers. The rows represent intervals in E.’r':LES .

GeV EL? threshold,
5.0GeV ana
a ana | — "(ET
s(B) = () - uep) ,()E%M)

1

then the efficiency as a function of E$™* is given by

o(E5) = 1-Erf(s), s>0
Erf(s), s<0
where Er f(z) is the error function.

The efficiency of the E#z threshold was estimated with the method outlined above. The
estimate was then compared to the actual efficiency, which was determined by explicitly
applying the E'!f2 > 5 GeV requirement. The estimate of the efficiency #sumed that g and
o were flat in E3"® . Further, the magnitudes of 4 and o were taken to be the average
values in the interval 8 < E$"® < 12 GeV , after the imposition of the E£? threshold. The
comparison between the estimated and actual values is shown in figure 6.35. The error bars
asoociated with estimated points were obtained by varying the values of 4 and & within
one standard deviation. The comparison between the actual efficiency and the éstimate is

reasonable, the average magnitude of the deviation over the turn-on region being 4.6%.
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ET Range ep 0S-SS
{GeV) Fitted p Fitted o
-6 0.94 £ 0.01 | 0.07 £ 0.01
0.88 £0.01 | 0.07+£0.01
0.92+£0.01 | 0.08 £0.01
0.93 £0.02 | 0.11 £ 0.01
2 0.91£0.03 | 0.14 £ 0.02

i

t

0 oo~
t
~ © 0~

Table 6.9: The results of gaussian fits to the sign-subtracted Ef2/E¥LFS distributions for
electrons passing the ey trigger. The rows represent intervals in EF"ES.

The same estimation method was applied to the ey data. Figure 6.36 shows the distsi-
bution of E4?/E3™ in the ep data, for five intervals in E§™® . Also shown are the gaussian
likelihood fits to the distributions. The fitted means and standard deviations are listed in
table 6.9. Again, y and o were assumed flat in E4™ and taken to be equal to their average
values in the interval 8 < E§™ < 12: u = 0.91 £ 0.02, o = 0.13 £ .02. The resultimg
efficiency for E»}’z > 5.GeV is shown in figure 6.37. The error bars represent variations of u
and o within one standard deviation. From consideration of the above study, a systematic
uncertainty of 10% was assigned.

The efficiency of the Level 2 H AD/EM requirement was determined from Monte Carlo.
bb events were generated and then passed through a CDF detector simulation and a CDF
trigger simulation. The simulated events were then reconstructed with the same routimes
used to reconstruct the data. The resulting efficiency of the FAD/EM < 0.125 requirememt
is showr. in figure 6.38 as a function of the reconstructed electron E7. The efficiency is seen
to decrease with increasing Er; the higher Er electrons tending to come from b quarks with
a greater Lorentz boost and hence, less isolation from the b hadronic remnants. To build

confidence in the result, the scalar sum of the Et in a cone about the electron was compared
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between the data and the simulation. Figures 6.39 and 6.40 show the comparison between
the sign-subtracted sum Er distributions from the data with the simulation, for cones of
radius 0.4 and 0.7 in 5 — ¢ respectively. The distributions from the simulation include the
effects of the trigger simulation and all cuts placed upon the ep data.

The efficiency of the final Level 2 requirement, a matching CFT track with Pr > 4.8
GeV/c, was determined in a separate analysis {13] . The efficiency of this requirement
is shown in figure 6.41 as a function of the reconstructed track Pr. The efficiency was
estimated from a sample of reconstructed tracks, taken from events unbiased by triggers
utilizing the CFT. A reconstructed track was considered to have passed if it was matched

spatially with a CFT track with Pr > 4.8 GeV/c.

6.6.2 The Total Trigger Efficiency

PT(") > (GeV/c) Eirig
3.0 0.56+ 0.02+0.01
4.0 0.61 £ 0.02 £0.01
5.0 0.65 + 0.03 + 0.01

Table 6.10: Total trigger efficiency for three values of the offline muon Pr threshold. The
first uncertainty reflects the uncertainties of the individual trigger requirements added in
quadrature. The second uncertainty corresponds to uncertainties in the shape of the lepton
Er and Pr distributions. The total efficiency was obtained by convoluting the efficiencies
of the individual trigger requirements with the normalized lepton Pr and Er spectra.

The total trigger correction, €.y, was obtained by weighting the individual efficiencies by
the Pr and E7 distributions observed in the data. The data were binned in three dimensions:
Pr(p), Pr(e), and Er(e). For each bin, a total trigger correction was obtained by taking the
product of the efficiencies of the individual trigger requirements. The total con;ection for

that bin was then weighted by the fraction of the total data contained in that bin. The total
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trigger correction for the entire data was obtaired by surnming the weighted corrections for
each bin. Table 6.10 shows ¢,y and the associated uncertainties for three values of the muon
Pr threshold. The first uncertainty listed in the table corresponds to the uncertainties of the
individual trigger requirements added in quadrature. The second uncertainty corresponds
to the uncertainty in the shapes of the observed Pr and Er spectra. Variations in the
shapes of the spectra were studied by parameterizing the observed distributions and then
using the parameterizations to generate trial spectra with the same number of events. The
trial spectra were convoluted with the efficiencies of the trigger requirements, as detailed
above, to obtain a total efficiency, €7, The distribution of ¢, for several hundred trials
was fit with a gaussian. The standard deviation of the fitted gaussian was taken to be the

uncertainty associated with variations in the shapes of the Pr and E7 spectra.
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Figure 6.31: Geometry relating muon Pr to angle of incidence at CMU.
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Figure 6.32: The efficiency of the Level 1 muon trigger as a function of the CTC track Pr
(from reference [11]).
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represent the ex data. The histogram is the prediction from the simulation. The simulation
is normalized to the data,
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6.7 Results

6.7.1 The Inclusive bb Cross Section

Pr(p) > (GeV/e) 3.0 4.0 5.0
Prn (GeV/e) 6.50 7.50 3.75
A(%) 177045 | 1.51£0.39 | 1.41 £0.36
O 035+ 0.09 | 0.37 £ 0.09 | 0.37 % 0.09
et 0.69+£027 | 052£0.21 | 0.41+0.20
€irig 0.56£0.10 | 0.61£0.10 | 0.65 £0.10
A, 248133 | 100£25 | 11618
C 2.65£017pb"
X 0.16 £ 0.04
Br(b — eX) 0.107 £ 0.005
Br(b = pX) 0.103 % 0.005

Table 6.11: Quantities used in the calculation of the cross section for pp — o X.

Table 6.11 summarizes the quantities used to calculate the cross section for p5 — b5 X
with | w |< 1,] 9 I< 1, and M, > 5 GeV/c?. Figure 6.42 compares the cross section to the
theoretical expectation from MNR. The cross section is plotted versus the PJ" of the muon-
producing b, given the PP of the electron-producing 5. The inner error bars represent
the statistical uncertainty; the outer represent the combined statistical plus systematic
uncertainty. The uncertainties are highly correlated between points, tending to change the
overall normalization of the cross section more than the shape. The shape of the cross
section is seen to compare well to the theoretical expectation over the small range of Pp"?
spanned by the data. Although the normalization of the cross section is higher than the
central value of the theoretical expectation by approximately a factor of two, this represents
only one standard deviation due to the large systematic uncertainties in the measurement.

This factor of two is noted to be consistent with previous measurements of the cross section
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for pp — bX at CDF [2]. The dashed lines in the figure represent the uncertainty associated
with the theoretical prediction. The theoretical uncertainty was estimated by varying the
free parameters of the calculation: the b mass, m;; the renormalization scale, A“QC pi and
the factorization scale, p. The mass of the b was taken to be 4.75 GeV/c? and was varied in
the range 4.50 < m, < 5.00 GeV/c?. The renormalization scale was taken to be 260 MeV
and was varied in the range 160 < Ajcp < 360 MeV. The factorization scale was defined

as p = \/m} + P} and was varied from }p to 2p.

6.7.2 The Single Inclusive b Cross Section

As a check, the MNR calculation was used to find the equivalent single-inclusive & cross
section for the measured double-inclusive cross section. The caleulation was used to find
the ratio

oune(bX) _ o(pF — bX : P} > PP, | |< 1)
Tene(b X)  o(pp — 5162X : Pry > PPi™ w1 [< 1; Pra > PR, |42 I< 13 My, > 5)

The equivalent single-inclusive cross section was then defined as

au,,(bX)

o(bX) = ——._Vlhe(bs X)

(kb X).

Figure 6.43 shows the comparison between the equivalent single-inclusive b cross section

and previous CDF results.
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8.7.3 The ey Transverse Opening Angle

The opening angle between the b and § in the transverse plane, A¢N—’ was not fully recon-
structable using exclusive decay modes. The transverse opening angle between the electron
and muon, Ag,,, was instead studied as an estimator of A¢b$ . The sign-subtracted Ag,,,
distribution for the data is compared with the theoretical prediction (MNR) in figure 6.44.
The theoretical prediction is shown normalized to the data, and is in good agreement with
the shape of the data distribution. The theoretical prediction for M,,, > 0 is also shown, to
demonstrate the effect of the invariant mass cut upon the opening angle; this distribution

is normalized to the data with A¢., > 100°.
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Figure 6.42: The cross section for pp — 5b X compared to the theoretical expectation from
NLO QCD. The cross section is plotted as a function of the PI*™ of the second b, given
the PP® of the first. The inner error bars represent the statistical uncertainty; the outer
represent the combined statistical plus systematic uncertainty. The dashed lines show the
uncertainty associated with the theoretical calculation.
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Chapter 7

Conclusion and Future Prospects

7.0.4 Conclusion

This thesis has presented a measurement of the cross section for the inclusive production of
bb pairs in pp collisions. Comparison of this result to the full O(a?) calculation of Quantum
Chromodynamics silows the theoretical prediction to be low by a factor of two. Due to the
large systematic uncertainty associated with the measurement, however, this discrepancy
constitutes a difference of only one standard deviation. Notice must also be paid to the large
theoretical uncertainty associated with the x4 dependence of the QCD calculation. Aside
from the absolute normalization, the shape of the predicted cross section compares well to
the data, indicating that the theory correctly handles Pr correlations between the quarks.
Further, the good agreement between the equivalent single inclusive b cross section and
previous CDF measurements is also a good indication that the theory accurately models
the 35 correlations. The good agreement between the observed distribution of ey transverse

opening angles and the theory implies that spatial correlations are also well described.
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Counsidering the large systematic uncertainties, the discrepancy between the measured
cross section for inclusive b8 production and the O(a}) QCD prediction should, by itself,
not be considered a definitive proof of the inadequacy of the calculation. However, when
considered alongside previous CDF measurements of inclusive and exclusive single b cross
sections at low Pr, the b result provides further indications that the current theoretical

understanding of bottom quark production remains incomplete.

7.0.5 The Future of b} Physics at CDF

The future prospects for the investigation of 85 production at CDF are bright. Aside
from higher integrated luminosity, detector upgrades promise increased ability to study
b production. Improvements in muon coverage, electron and muon background rejection
and improved muon triggering will all aid in the next measurement. The’most important
upgrade, however, is the installation of a silicon vertex detector that will allow the direct
abservation of B decays through the reconstruction of displaced vertices. More data, better
lepton identification, increased muon acceptance, and the ability to detect displaced vertices

will all contribute to a much improved measurement of the inclusive bb cross section.
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