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ABSTRACT

This thesis describes the measurement of several kaon parameters by the E731 experi-
ment at the Fermi National Accelerator Laboratory {Fermilab). The most important
measurement was that of the direct CP-violation parameter Re(e'/e). We have found
Re(e'fe) = (7.4%5.2(stat) £ 2.9(syst)) x 2074, which is not significantly different from zero.
Precise determinations of the K lifetime and K, — K¢ mass difference have been made,
yielding 7 = (0.8929+£0.0016)}x 10715 and Am = (0.5286£0.0028) x 10'° is. Finally, new
measurements of ¢, _ = arg(7n,.-) and of the phase difference A¢ = ¢oo —~ d4—, have been
made. The results, ¢, = 42.2°+1.4° and A¢ = —1.6° £ 1.2°, help to limit C PT-violating
effects in the kaon system. Our new results for Am and ¢, _ resolve a longstanding discrep-

ancy between the measured value for ¢, _ and the natural phase tan?(2Am/[['s — I',]).
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CHAPTER 1

INTRODUCTION

The search for symmetries and invariance principles within physical systems has often con-
tributed dramatically to our understanding of those systems. Indeed, some of the greatest
insights have stemmed from experiments that have discovered an invariance principle or
symmetry when none was expected, such that of Michelson and Morley [1], or have discov-
ered a violation where a symmetry was expected.

In the study of elementary particles and their interactions, the consequences of the
search for symmetry have not been inconsequential. Of particular interest in this field are
the three discrete symmetries of space inversicn or parity (P), charge conjugation (C), and
time reversal (T). It has been known for some time {2, 3, 4, 5] that a local field theory which
is invariant under proper Lorentz transformations is then invariant under the operation of
the product CPT. This CPT symmetry immediately leads to some very basic predictions,
such as the equality of the masses, the lifetimes, and the magnitudes of the electric charge
for a particle and its antiparticle [6].

One elegant means of preserving the C'PT symmetry of particle interactions would be
to have interactions that were invariant under each of the three individual operators C,
P and T. This belief held firmly until Lee and Yang 7] proposed that parity violation in
weak interactions could explain the 7 — 8 puzzle, where two particles seemed to be identical
(and were, in fact, the K+), but were thought to be different because they decayed into two
different final states of opposite parity: a 37 state with odd parity and a 27 state with even

parity. With the strong evidence for parity conservation in the strong and electromagnetic



interactions that existed at the time, even Lee and Yang seemed hesitant to believe their

own hypothesis that the 7 — 6 puzsle was, in fact, an indication of parity violation, stating

This argument, however, is not to be taken seriously because of the paucity of

our present knowledge...

They did suggest, however, that parity nonconservation could be established by the ob-
servation of an angular asymmetry in the S—decay of oriented nuclei, or in an asymmetry
in the distribution of angles between the muon and the electron in the sequence of decays
T — pu+vand p— e+ v+ v This proof was soon after furnished by the celebrated $°Co
experiment of Wu et al. [8], and shortly thereafter in the pion decay sequernce by Garwin
et al. (9] and Friedman and Telegdi {10]. The confirmation of parity violation led rapidly
to the recognition of the V' — A nature of the weak interaction, proposed independently by
several groups {11, 12, 13, 14].

At the time of the discovery of parity violation, it was recognized that charge conjuga-
tion symmetry was simultaneously violated with parity in these experiments. It was soon
afterward realized that some of the symmetry of the weak interactions could be restored
by considering the operator product C'P [15]. The prototypical example of C P symmetry
is the neutrino. By operating with the product C P, the physically observed states with a
left-handed neutrino and a right-handed antineutrinoe can be transformed from one to the
other. Operating with P or C alone, however, transforms the neutrinos into one of the
charge conjugate states, which have not been observed. Kaons again shattered this world-
view when in 1964 Christenson, Cronin, Fitch and Turley {18} discovered evidence of CP
violation in decays of the long-lived component of the neutral kaon.

It has been almost 30 years since that initial discovery of CP violation, yet we know
little more about the true origin of C P violation now than we did at that time. The origin
of C and P violation is less a mystery — they arise from the left-handed nature of the
interactions of the W boson. While the phenomenon of CP violation can be naturally
accommodated within our current understanding of particle interactions (the “Standard
Model”), its introduction is via the presence of a somewhat ad hoc C P-violating phase, and

we still lack the knowledge of the origins of this phase. It is also possible that C P violation



arises from interactions entirely outside of the Standard Model — we currently do not have
enough information to exclude this possibility.

This thesis will focus on a new determination of the C P violation parameter Re{e'/¢) in
the decay of the K, meson into two pions. As a byproduct, our experiment is sensitive to
many of the fundamental parameters of the neutral kaon system, which will also allow us to
probe the validity of the more fundamental C PT symmetry. These parameters include the
K s lifetime (75) and the difference in mass between the X, and K5 (Am = m;, — mg). We
will also measure the phase difference A¢ = ¢, _. — ¢oo and the phase ¢, _. The parameters

Re(e'[e), ¢+~, and A¢ will be defined in the following section.

1.1 Kaon Phenomenology and CP Violation

There exist in the literature many fine reviews of kaon phenomenology, and of CP
violation and C PT violation within the K° — K© system [17, 18, 19, 20, 21, 22, 23]. This
section will cover the basic phenomenology of the neutral kaon system, primarily as the
backdrop for our determination of Re(e’/e). For the sake of clarity, we will assume that
CPT is valid during most of this discussion. The implications of C'PT symmetry will
then be outlined in the following section. Finally, possible sources of C' P violation will be
examined in the third section, with the emphasis placed on C P violation within the minimal
Standard Model.

The K° and K° mesons are strangeness eigenstates produced via the strong interaction,
and are charge conjugates of each other. It was recognized very early on [24] that the decay
of the KY into a final state like 71 + #~ has several consequences. The most obvious is
the observation that the weak interaction responsible for the K° decay does not preserve
strangeness. What is even more interesting, however, is that the final state of charge
conjugate decay is identical to the final state of the original process, which implies that the
weak interaction responsible for the K° decay mixes the K and K°. The mixing can occur
through virtual AS = 2 transitions like K & 77 + 7~ « K9 We would like to examine
this system to identify the weak eigenstates, since it is the decay process that defines the

particles with definite masses and lifetimes.



In the Wigner-Weisskopf formalism first applied to the H° — K system by Lee, Ochme
and Yang [25] and later extended or reformulated by (among others) Wu and Yang {26},
Sachs [27], and Bell and Steinberger [28], we begin with an effective second order hamiltonian
H.; operating on a two state system with time-dependent amplitudes ¢ and & for the K°
and K° states, respectively. By necessity, Hes; contains terms second order in the weak
hamiltonian in order to incorporate the AS = 2 processes that mix the A° and K°. The
Schrodinger equation is then

P (1.1)
dt a
H.ss is 2 2 X 2 matrix connecting the K° and K7 states, which can be divided into two

individually hermitian matrices M and I', with
Hepr =M ~T/2. (1.2)

T is the absorptive term responsible for the decay of the kaon to the physically accessible
states, and hence is dubbed the decay matrix. M is often called the mass matrix, and its
off-diagonal elements would mix the K° and the K states even in the absence of decay (ie.,
if I' = 0). We wish to find the eigenstates | K, ) of the effective hamiltonian with definite

masses my s and lifetimes 7, ¢ = 1/T', ¢, that is, with a time dependence
|Kps(t)) = e mmste Tust? | K, (0)). (1.3)
Equation 1.1 then becomes the matrix equation

HepplKps) = (mos ~ 200 s/2) | Kps) (1.4)

Were the weak interaction invariant under the operation €' P, constructing the weak
eigenstates would be trivial since we simply would need to identify the C'P eigenstates.
The K° and the K are CP conjugate states, but there is an ambiguity in the phase
relationship between these two states. Because the strong and electromagnetic interactions
are invariant under the operation C'P, they do not connect the X° and the X° and hence

do not define a phase relationship between them. The weak interactions, which violate C



(and C'P) do define such a relationship, but only up to a factor of exp(—1$S), where S is
the strangeness of the kaon under consideration. Thus we have
CP|K®) = e7¥%|R%) = ¢

CP|E®) = e™%5|K°) = et

£°)

K°). (1.5)

The phase ¢ is physically unobservable, so we can choose a convenient convention. Here we
will choose

cP|k°) = k), (1.6)

though one often finds ¢ = 7 used in the literature as well. With this phase convention, we

can define the two states with definite C P 1o be

K2} ~ [K°) + | &) (CP = +1)

_ (1.7)
K} ~ |K°) — |R0) (CP=-1),

which would be the desired weak eigenstates were C'P conservation not violated.

The kaon system is guite unique in the sense that there are a limited number of CP
eigenstates which are dominant decay modes — the 27 and 37 modes. If the weak inter-
action conserved CP, then the decay of the C P-odd K, state into the C P-even 27 final
state would be forbidden. This results in the lifetime of the K, being much longer than
that of the K;. A long-lived state was predicted by Gell-Mann and Pais [24], and observed
soon after by Lande et al. [29] in 1956.

The discovery of Christenson et al. [16] in 1964 of the decay of this long lived state
into the 27 final state at about the 0.2% level shattered the hope that the weak interaction
was at least invariant under CP. Even stronger evidence for the C P-violating nature of
this decay! arose when the interference of the ¢ P-violating and C P-conserving 27 decay
amplitudes was demonstrated in 1965 by Fitch et al. [30].

One method of accommodating the observed C P-violation of this decay within the
phenomenology is to suppose that each weak eigenstate is close to one C P eigenstate, but
contains 2 small admixture of the opposite eigenstate. In the notation of Sachs [21], the

long-lived and short-lived states become

'It might have beer a different neutral particle with a mass similar to the neutral kaon respensible for
the 1964 observation.



1K) =~ (1Kn) 4 (6 - ) K2)

(1.8)
[Ke) = W (1&2) + (e + €} K1)} -
In the K° and K° basis, the eigenstates are
K= ol _ A [xO _ =\ [ 70
|Ks) m((l‘}'g E)[K®) 4+ (1~€+€)|K)) (1.9)

(Kp) = W ((1+e-8) K% —(1-e—-&)|H?)).
In this form, it is manifest that C'P violation can result as an asymmetric mixing of particle
and antiparticle, in this case the X° and the K°.
Substituting the latter form into Equation 1.4, we can then identify

_ (B Hs [K°) — (K°| Hogs |KO)

£ 2Am + oT's — Ty

(CP) (1.10)

and
(RO| Heyy lRO} - <K0| H.yy |K0> OPT
- 2Am 4 o(Ts - T;) (CPT) (1.11)

My

to first order in ¢ and €. In these expressions, Am is the mass difference between the long

and short Jived weak eigenstates,
Am =my — ms. (1.12)

Note that while |K°) and |K°) are orthogonal, the weak eigenstates |Ks) and |K ) will
not be orthogonal if CP or CPT is violated, From Equation 1.8 we have

(K| Ks) ~ 2(Rec — 1ImeE). (1.13)

If we now impose the requirement that the effective hamiltonian is C PT invariant, we

have the properties that the diagonal elements of the hamiltonian are equal,

(RO|Bags |RO) = (K| Heps |, (1.19)

and that the off diagonal elements in the mass and decay matrices are complex conjugates,
(ko |M|E°) = (K°|M|K°)’, (1.15)

and



(k°|v|&%) = (&[T |K°)". (1.16)
Equation 1.14 forces € = 0. From the assumption that M and T are hermitian, Equa-
tion 1.10, can be rewritten in the simpler form

_ Ilig — '%'.',ImI‘lg
CAm- (T, -T,)’

€ (1.17)

where M1, = (K°| M |K®) and Ty, = {K°{ T |K®).

By choosing ¢ small, we have in fact implicitly chosen a phase convention between the
(S| = 1 and | S| = 0 sectors. A more careful consideration of the problem shows that the
only condition necessary for ¢ # 0 (that is, to have C'P violation) is to have M;, and Ty,
not relatively real. The experimental observation that C' P violation is small simply implies
that the angle between My and I'y3 is small (about 6 mrad given the measured level of
C P violation [31]). A different phase convention could be chosen such that Mi; and Ty,
would each have a large overal]l phase, in which case the C P-violating parameter ¢ would
be large. It is possible to choose a basis state where My, and T'15 would both be real were
there no O P violation. Then the size of ¢ is a reflection of the size of C P violation, and the
assumption that ¢ is a small parameter in the preceding discussion is valid. We will discuss
this phase convention further in the explicit context of the #m decays, but will assume this
convention until then without further reference.

From the preceding expressions, it is clear that the both the mass matrix and the decay
matrix can contribute to the asymmetric mixing of the K¢ and the K°. Now the off diagonal

elements of I'y; are given by
(k°|r &%) = 3 434y, (1.18)
f

where the sum runs over all the final states f physically accessible to the kaon. The decay
amplitudes As and Ay are the weak amplitudes for the decay of the K° and K° respec-
tively, into the final state f. The total decay amplitude for the K© (K°) is A;exp(:6s)
(Asexp(265)), where &5 is the phase shift induced by final state interactions. From equa-
tions 1.17 and 1.18, we see that ¢ receives a contribution from the decay matrix only if there

exists a state such that A; and Ay are not relatively real. If we consider some final state f



that is an eigenstate of C'P, it is interesting to consider the ratio of amplitudes for the long

and short eigenstates to decay into this final state,

po o I Heps |Kp)
P I Hegs Ky (1.19)

Using Equation 1.9 to express this in terms of ay and @y, we have

_ (of — @p) + e(ay + dy)
elay — ag) -+ (as + af)

¥ ay and @; are not relatively real, then Equation 1.20 implies that any C P violation which
comes from the decay matrix will not only affect the asymmetric K — K° mixing through
its contribution to ¢, but will also directly contribute a term to the ratio of the (loosely
speaking) C P-violating and C P-conserving amplitudes.

In the case of the C P-violating #1x~ decay of the K, if we define

gt g~ = Qpt p—
_ = , 1.21
Xxtx Gt + Gt o ( )
then
’r+_=——£+xw+w_ N E+ Xpbam (1.22)
w 1+ €Xpt o~ whe )

the latter using the fact that CP violation in this decay is known to be small. The contri-
bution to C'P violation from a term outside the mixing is manifest in this form. Note that
x; for different final states f are in general not equal.

We can now see that we have two possible origins for a C'P violating effect. In one case,
the K and the K° mix asymmetrically, resulting in a small admixture of a C P-violating
eigenstate in a primarily C P-conserving state. In the second case, the K° and the K°
decay asymmetrically, leading to a C'P violating amplitude directly in the decay, as well
as contributing to the asymmetric K° — K° mixing through virtual processes. The latter
effect has been appropriately dubbed “direct” C'P violation. Almost 30 years of effort have
gone into establishing whether the observed C' P violation arises from mixing in the mass
matrix alone, or whether direct C' P violation also occurs. One of the most important tasks
of the proposed B meson factory is also to search for direct C P violation in the B® — B°
system, where C'P violation in mixing is expected to be much smaller, but direct effects

much larger.



Before examining direct C P violation in the w7 system more closely, let us examine the

consequences of having mixing arise only in the mass matrix.

1.1.1 CP Violation from Mizing

To examine the experimental evidence we have on C'P violation, we must first define the
experimentally accessible quantities. For decay modes where the final state has a definite
CP, it is interesting to consider the ratio of C'P violating to C'P conserving amplitudes for
the decay modes. For the »7 decay modes, this is simply the quantity r defined above. In

a more traditional notation, we have for the charged decay mode

_ (77| Hegp |Ky)
M = - = Tpta,
{rra~|Hess | Ks)

(1.23)

and for the neutral mode

s L P17 9
(rOm®| M5 [K)

Mo 00 (1.24)

If only the asymmetric X° — K° mixing in the mass matrix contributes to the C P violating

amplitudes, then x = 0 in Equation 1.22 for both decay modes, and we are left with
N4 = Too = €. (1.25)

Experimentally, both the phases and the magnitudes of 7, _ and 79 are accessible for

verification. From equation 1.17, the phase of ¢ is given by

28m Iml
-1 -1 12
= —_—] - _— ), 2
¢, = tan (I‘S—I‘L) tan (QImMm) (1.26)

Since we are assuming only the mass matrix contributes to C'P violation, ImI'1s = 0 and
we are left with the “natural” phase for ¢,

20Am )

_ -1
¢e = tan (—Fs T, (1.27)

This natural phase is often referred to as the “superweak” phase, for reasons that will
become clear later in this chapter. Obviously, Equation 1.25 implies both that we should

observe

74~ = |00 (1.28)
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and

_ _ 1{ 2Am )
$4— = ¢oo = tan (Ps 5 )

where ¢, _ and ¢qg are the phases of 1y _ and 70, respectively.

(1.29)

Average values for |ny_} and |ngo| have been calculated by the Particle Data Group
[32] based on the current knowledge of the K, and K lifetimes, the branching ratio mea-
surements for the K, — a7 decay modes, and the direct measurements of |54 _|, {nool, and

[74+- /7o0- Their best fit results are

Ins-1=(2.268 £+ 0.023) x 10~3 (1.30)
In00] =(2.253 + 0.024) x 103,
which are consistent with the prediction of Equation 1.28, that is, with the hypothesis that
the observed C'P viclation in K, decays is due to mixing alone.

In addition to the magnitudes of 74— and 7go, we can examine their phases. As we will
see later, a comparison of the phases will turn out to be much more a test of the assumption?®
of CPT than a test of the source of C'P violation being solely due to mixing. To make the
comparisons in Equation 1.29, we need measurements of the mass difference (Am), of the
K. and K, lifetimes® (75 and 71), and of the phases themselves. Measurements of Am
have been made by comparing the interference between the Ky and K, amplitudes, both
in the semileptonic decay modes [33] and in the wt7~ mode [34, 35]. The former method
was actually suggested [36] even before the discovery of the K. The current world average
is Am = (0.5351 £ 0.0024) x 10'° fs~! [32]. The value of 75 is known on average at the
1/4% level, with 75 = (0.8922 4 0.0020) x 1071° 5. Combined with the current knowledge
of the K, lifetime, these values imply that the phase of ¢ is

¢, = 43.73° £ 0.14°. (1.31)

As a part of this thesis work, we have recently published [37] new determinations of the
values of Am and 75. These new results have not been included in the averages listed above,
and will be presented in detail later.

The phase ¢, _ of ,_ has also been measured previously by studying the the interfer-
ence in 77~ decays [38, 39, 40). The current world average (32] is ¢u— = 46.6° £ 1.2°

2 Actually, CPT coupled with the assumption of unitarity.
3Though since I's == 580T,, 1. does not significantly affect the natural (superweak) phase.
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This value is over 2 standard deviations away from the superweak phase. There are two
recent measurements of the phase difference A¢ = ¢oo — ¢ _, one based on a subset of the
data used in this experiment [41), and another from the NA31 experiment [40] at CERN,
which has been performing a set of experiments on the neutral K system that parallels our

own. The values obtained for A¢ were

—0.3°4+24°+1.2° (This experiment, partial data set) (1.32)

+0.2° £ 2.6° +1.2° (NA31).

In both cases, the first errors are statistical and the second are systematic. Together, these
measurements imply A¢ = —0.1°+1.9°. A new result for A¢ that supersedes our previous
measurement listed above has recently been published [37], along with a new determination
of ¢4_. These new measurements will also be part of the package of results on neutral kaon
physics presented in this thesis.

The other quantity of interest in terms of experimental accessibility is the charge asym-

+

metry § in the semileptonic decays K, — n*e¥y, and K, — 7*uFy,. The charge asym-

metry in terms of the decay rates I' to the final states with a positive or negative lepton is

given by
T DN(K, -ty + INK,— wtl~ig)

(1.33)

To first order in C P violating quantities, a straightforward calculation using the K° — K°
representation of the K, given in Equation 1.9 (with £ = 0) yields
2

&= 2|—li~__|—z:2Re£. (1.34)
The parameter z is a measure of the violation of the AS = AQ rule, which states that in
semileptonic hadronic decays, the change in the total electric charge? of the hadrons is the
same as the total change in strangeness. In terms of the kaon decay, if the AS = AQ is
exact, then only the K© can decay to a final state with a positive lepton £, and only the

K° can decay to a final state with a negative lepton £~. More precisely,

(@ e Hegf RO [t m B KO
T (mfty Hegp KO \ (mtL- 5y | Heps |K°) ) 7

(1.35)

*Measured in units of the magnitude of the electron charge.
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where the latter equality follows from the assumption of CPT. The current upper limits
on |z| are still relatively high at the several percent level. In the standard model, the
AS = AQ rule is exact at the tree level, and while higher order processes allow a violation
of the AS = AQ rule, these processes are expected to be highly suppressed [42].

For the purposes of comparing € 10 74.. and 7o We will here assume that the AS = AQ
rule is exact. Equation 1.34 then relates the charge asymmetry directly to the mixing
parameter, § = 2Ree. It is interesting to note that in this case, the semileptonic decays do
not contribute at all to mixing (since the X° and K° semileptonic channels are distinct), yet
vestiges of the mixing still appear in the decay. Combining all of the information on § from
the electron and muon decay channels, the current world average for the charge asymmetry
is § = 0.00327 £ 0.00012 [32]. If we combine this value with the value for ¢, obtained above

from the superweak phase, we can estimate
le] = (2.26 4 0.08) x 1073, (1.36)

which is in good agreement with the values of ny_ and oo given above.

One can also consider CP violation in the 37 decay modes of the K, though experi-
mentally this is a much more difficult mode to study. Again defining # to be the ratio of
the C P-violating to C P-conserving decay amplitude in a decay mode,

o = (rtm x| Hess1Ks) 1 fr s
- (mtx-7C0 Heypy | Ko T

(1.37)

and
oo = (won%7%| Hegs | K's)
000 = (x0n0n 0 Hops 1K)

= 1/7 04040, (1.38)

the current experimental information places upper limits on {n, .ol and |7ogo} at the 10%
level [32]. The situation is also more complicated in the x+7~70 case because there are C P
even final states available in this decay, though K decays to these states are expected to
suppressed by the angular momentum barrier.

From this first glance at what we know about experimentally about C P violation, it is
clear that if direct C P violation occurs, its effect is small. Hence to attempt to observe direct
C P violation, a dedicated experiment with carefully controlled systematic uncertainties is

desirable. The primary goal of this experiment was to limit (or if possible observe!) the
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contribution of direct C' P violation in #r decays of the neutral kaon. This goal will be the

primary focus for the remainder of the thesis.

1.1.2  Duwrect CP Violation in mn Decays

In the previous discussion, we saw that we could ascertain the overall effect of CP
violation by comparing the ratio n of the amplitudes of the C P-violating and C P-conserving
processes. However, this does not help us break down the contributions from direct CP
violation in the decay matrix and from mixing in the mass matrix. For a particular final
state f, we have only (c.f. Equation 1.22) # = € + xy, where ¢ is the mixing contribution
and xy is the contribution from direct C' P violation to that fina] state. One way of isolating
the mixing and decay contributions is to compare the level of C P violation in two different
C P-violating final states. The two C'P-violating decays K, — 777~ and K, — 7% allow
such a comparison. Another way is to search for C P-violating decays, such as the rare
K, — n%®u decay, where the C P-conserving decay amplitudes are highly suppressed. An
observation of such a decay mode would then essentially be a signal of direct C P violation.
In this experiment, we use the first approach’®

To determine what the observable effect of having direct C' P violation in the K, — «w
decays should be, we need to consider the fact that there will be final state interactions
between the two pions in the decay process. Since these final state interactions are strong,
we have no recourse but to formulate the discussion in terms of the strong eigenstates, that
is, the isospin eigenstates. In the case of two pions, Bose symmetry implies that only the
I =0 and I = 2 final states are allowed. We would like to determine an expression for the
values of X +,- and xzo.0 (c.f. Equation 1.21), for which we will need the amplitudes for

a K° and a K° to decay to nx final states with / = 0 and I = 2. First let us define
(T Heps |[K®) = 0y = 4,e1, (1.39)

where I denotes the isospin (I = 0,2) of the 77 final state. The overall amplitude (a; in

Equation 1.21) has been separated into an amplitude A4, corresponding to the weak decay

5Since this approach involved the use of an intense K beam, we were also able to obtain limits on some
rare decay modes of the K, relating to C'F violation {43, 44, 45, 46, 47].
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process itself, and a phase shift §; from the final state interactions. From our assumption

of CPT symmetry, we also have (see, for example, reference [21])
(I Heps |B°) = ar = 4}er. (1.40)

We will now explicitly adopt the Wu-Yang phase convention [26] hinted at previously
and take A, to be real. This fixes the relative phase between the |S| = 1 and the § = 0
sectors, which are not connected by the strong and electromagnetic interactions. As noted in
reference [23], when the level of direct C P violation is calculated for a particular model, one
chooses a phase convention which simplifies the calculation in that model. This convention
will generally not be the Wu~Yang convention, and one will find contributions to direct C P
violation from ImA,. The physical observables are, however, independent of the choice of
phase.

Breaking down the 77~ and 27° eigenstates into their I = 0 and J = 2 components,

rre)= Al +/E1 (1.41)
et =T+

When we substitute these expressions and Equations 1.39 and 1.40 into Equation 1.21, we

we have

obtain in the #t7~ case

1ImA,e%2=%)

- = 1.42
Xt \/§A0 n ReAge‘(éz“sO) ( )
EI
1+w/v2

In the last expression we have introduced the parameters

o= éef(éz-rso)l ";A,..z, (1.43)
Q
and

w= %e*“rﬁo). (1.44)

0

The latter is a parameter measuring the ratio of the C' P-conserving AI = 3/2 amplitude
to the C' P-conservingAJ = 1/2 amplitude in K5 — 7w decays. Experimentally, we know
that the AT = 3/2 transitions are suppressed, with

ol ~ o (1.45)
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Since w is small, from Equation 1.43, we can see that £’ sets the scale for dizect C P violation,
and from the preceding section, we also know that ¢ ‘must be small as well. Substituﬁng
this into Equation 1.22, and keeping only terms to first order in ¢’ and w, the form for 7;..
becomes

e me+e (1.46)

A similar calculation for the neutral mode gives

—2¢!
Xm0 = 1- \ﬁw’ (147)
and again to first order in € ‘and w the form for nyy becomes
Noo = & ~ 2¢’. (1.48)

If there is direct C'P violation in the wx decay of the neutral kaon, then we have just
shown that the ratio of C'P-violating to C P-conserving amplitudes will be different for the
n*tn” and 277 final states®. The geometrical relation between the different C P-violating
amplitudes is illustrated in the Wu-Yang diagram in Figure 1.

The phase of ¢’ follows from its definition:
-
bor =8 = o + 3. (1.49)

The I = 0 and [ = 2 final state phase shifts have been measured in other experiments,
and in a recent compilation, Ochs [48] obtains é, — §, = —43° + 6°. This implies that the
phase of ¢’ is ¢ = 47° 1 6°. Comparing this phase to the phase of £ obtained above, we
see the ¢’ and ¢ are almost parallel, a convenient but accidental coincidence. To a good
approximation then, we have C'P violation parametrized by Re(ec’/c), and C'PT violation
parametrized by Ime’/e. The latter would result if, for example, the K° — K° mixing
asymmetry were different for the K, and K; (£ # 0 in Equation 1.9.

In an experiment, what we have direct access to are the decay rates for the differ;ent
K — mx decays. Expressed in terms of the decay rates, a signal for direct C'P violation in
K -+ mw decays is deviation of the double ratio of rates,

N(K, » atx)/T(Ks > nta™) g |?
F(KL - WOWO)/P(KS — ?1'0?1'0) - |7700|2

~ 1+ 6Re(c'/e), (1.50)

SWhether the splitting is large enough to be measured is a separate issue.
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Figure 1. The Wu-Yang phase diagram for K — n7 decays. The phase and magnitude
of € relative to ¢ have been greatly exaggerated for the sake of clarity.

away from unity. Since Re(e’/¢) is expected to be small, this deviation is approximately
6Re(e'/e). There has been quite an industry to measure Re(e'/c) over the past 30 years,
and the more recently published results are presented in Table 1. In 1988, the NA31
group published evidence [49] for direct C P violation ai the 3 standard deviation level. An
initial result [50] from our group based upon 20% of the data presented here was, however,
consistent with no direct C'P viclation. There is approximately a two standard deviation
discrepancy between the NA31 publication and our initial result. The analysis presented
here also reanalyzes the data used in reference [50], so this result will supersede the previous
one. The Re(c'/¢) analysis will be the focus of this thesis, and the results of this analysis
have been recently published [51].
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Table 1. Recently published measurements of Re(e //¢). The first errors listed are statistical,
the second systematic.

Collaboration Year Re{e'fe) (107%)
Yale-BNL [52] 1985 17 + 82
Chicago-Saclay [53] 1985 —46+53+24
Chicago-Elmhurst-FNAL-Princeton- 1988 32+t 28+12

Saclay (FNAL E731) [54]
CERN-Dortmund-Edinburgh-Mainz—Orsay— | 1988 33£7x8
Pisa-Siegen (CERN NA31) {49
FNAL ET731 [50] 1990 ~4+14+6

1.2 Tests of CFPT Invariance

In the phenomenological analysis of C' P violation in the 77 decays of neutra,.l kaons given
above, many of the results we obtained rested on the assumption that the weak hamiltonian
underlying H.s¢ was invariant under CPT. Also implicit was the assumption of unitarity
(the condition that probability is conserved), which entered in the assumption that the
mixing matrix M and the decay matrix I' are both hermitian. As the primary concern of
this thesis is the measurement of Re(¢’/¢), we will only briefly discuss some of the tests of

C PT symmetry open to the kaon system and accessible by our experiment.

As we remarked above, C'PT invariance is a very general property, arising in any local
field theory which incorporates proper Lorentz transformations. However, there have been
several issues recently raised which question the validity of assuming C' PT. For example,
Kobayashi and Sanda [55] question the applicability of the CP1 theorem to QCIL because
the proof of the C' PT theorem used the properties of asymptotically free states, while the
quarks and gluons are confined and do not appear in such states. Furthermore, one might
question the validity of the assumption that the world is described by a local field theory.
We may well be seeing the low-energy effective interactions of some more fundamental
process. If, for example, a string theory turns out to be a valid description of nature, then

the nonlocal nature of such a theory could lead to C PT-violating phenomena. Indeed, there
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have even been recent speculations that such phenomena could lead to observable effects in
the K° — K° system [56].

We have hinted above that the phases ¢ _ and ¢gy could be used as a possible test
of CPT violation. Equation 1.29 can be divided into two different tests, and different
assumptions will enter each test. In the first test, we wish to compare the phases ¢, _ and
$oo directly, that is, to measure the phase difference A¢. Using Equations 1.46 and 1.48,

we find that the effect of £’ on the phase difference is given approximately by
A¢ = 3Re(e' [e) tan(¢p, — ¢.1). (1.51)

Using the uncertainties given above in the previous measurements of Re(¢/¢) and in the 7
final state phase shifts, we can limit the contribution from direct C' P violation to the phase
difference to be under 0.2°. The experimental values for the phase above are consistent

with CPT, but further improvement is needed.

The other phase comparison we can make is the agreement between ¢, _ and the super-
weak phase tan™}(2Am/[T's — T';]). To make this comparison, however, we have to neglect
the contribution of I'y; in Equation 1.17 to the phase. If we assume that the AS = AQ
law is not significantly violated, and that C P violation in the 37 decays is not anomalously
large, then the 77 contribution is expected to dominate by a factor of I's /Ty =~ 580. The =«
contribution to ImI'12/T's i1s [21] of order |wlle’/e], so the contribution of I'1; to the phase
of £ is expected to be extremely small. The phase ¢, (and therefore the phase ¢, _) should
thus be very close to the superweak phase. The current experimental data summarized
above is clearly not in the best of agreement with this assertion.

The latter test is, unfortunately, a somewhat model dependent one since the assumption
that the semileptonic and 37 contributions to I';y are small could be questioned. If we are
questioning the validity of CPT, it is not clear that it is fair to make model-dependent
assumptions about these rates. Since the AS = ~AQ amplitude is only limited at the
2% level, and C' P violation in 37 decays is only limited at the 10% level, a completely
model independent estimate of ¢, is actually much poorer. Recent estimates [55] have
placed the value of ¢, within the 39.5° to 47.4° range at the 90% confidence level. It is still

interesting to probe the experimental discrepancy between ¢;_ and the superweak phase.
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If the discrepancy is not an artifact of the measurements, then it ¢s an indication of some
new physics, even if not C' PT violation.
Let us now turn back to C'P violation and briefly investigate our current understanding

of possible sources of C'P violation.

1.3 Theories of CP Violation

1.3.1 Introduction

It was shown very early on that C'P violation could arise through the presence of a
dispersive contribution to the mass matrix [57). Such an interaction would have the form

21]

Man [ 52V AB) AE), (1.52)

where A, (A.) is the amplitude for the virtual decay of the K° (K°) to any channel ¢ that
is coupled to the kaon by the weak (or other) interaction. Contributions to such a term
arise naturally in the current Standard Model of particle interactions. If these dispersive
terms are present, however, then contributions to direct C' P violation are also expected in

this model.

In 1964, Wolfenstein [58] postulated that CP violation could occur through a new
AS = 2 interaction. To accommodate the small size of observed C'P violating effects,
and to not be observable in other decays, this interaction would have to be on the order
of 107 times weaker than the standard interaction (i.e., a 105 TeV mass scale). Hence
this inferaction was dubbed the “superweak” interaction. Superweak interactions would
contribute solely to the dispersive term in the mass matrix, since the AS = 2 interaction
could not mediate a AS = 1 decay, and we would observe no direct CP violation. In the
K — 7w decay, we would have ¢//¢ = 0. Such an interaction has not been definitively
excluded.

For the remainder of this discussion, we will focus on origin of C'P violation within the

Standard Model itself.
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1.3.2 CP Violation in the Standard Model

1.3.2.1 The CKM Matrix

Within the framework of the standard electroweak interactions, C P violation can arise
naturally in the interactioms of the quarks with the charged gauge bosons W*. There
have been many reviews over the last few years [59, 60, 23, 61] which cover the origin and
calculation of C P-violating phenomena quite fully, and we will only touch on the general
features here. The weak interactions are not diagonal in the basis of quark flavor, which is

preserved in the strong interaction. They are rather of the form
91%Viru(l - ¥s)iW* + hec], (1.53)

where the repeated indices are summed over. The coupling between the up-type quarks

u = (%, ¢,1) and the down-type quarks d = (d, 5,b) is given by the 3 X 3 unitary matrix

Vud Vus Vub
V= Ved Ves Ve g (154)

Vid Ves  Vib

While V' has in principle 18 real parameters, the true number of free parameters is
smaller. The unitarity constraint, V;Vjr = d:x, provides 9 conditions, reducing the number
of free real parameters to 9. In addition, another (2x 3 —1 = 5) parameters can be removed
by redefining the relative phases of the u and d quarks. The number of free real parameters
reduces to four, and a typical convention [32] is to choose the quark phases such that the
parameters can be represented by 3 angles §;; in the first quadrant and one complex phase

§. V then becomes

5
€12€13 512C13 s13¢e"
_ 5 5
V =1 —s12033 — €12523513€”°  €12C23 — S12923513€%  S23cyz | - {1.55)
$12523 — C12€23513€0  —c12803 — 5120235138 caacia

where, ¢;; = cos@;; and s;; = sin§;;. The complex phase é can be moved by redefinition
of the quark field phases, but cannot in general be removed. As noted by Jarlskog [62], all

C P-violating phenomena are proportional, independent of phase convention, to the quantity
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J = Im[V,,Va Vi Vo] = Im{VaaVas VI V.. (1.56)

In the rightmost quantity, the repeated indices are not summed over; the Greek indices
simply indicate an up-type quark, and the Latin indices a down-type quark.

V, the Cabibbo-Kobayashi-Maskawa (CKM) matrix was first introduced by Kobayashi
and Maskawa [64], and generalizes the mixing concept originally introduced by Cabibbo
[63]. Kobayashi and Maskawa noted that the complex phase(s) arising for 3 (or more)
generations of quarks lead to interactions that are not invariant under C'P.

The coupling strength between two quarks becomes weaker as the distance between the
two generations (corresponding to the 7 and j indices above) to which the two quarks belong
increases. This hierarchy of coupling strengths leads to a convenient parametrization of the
CEM matrix originally introduced by Wolfenstein |65] in powers of the sine of the Cabibbo

angle, A = sin #12. To order A3, the CKM matrix becomes

1- %2 A AM(p—m)
V= Y -~ Azi A2 . (1.57)
AN(1~p—1m) —AX? 1

Here A is a quantity of order unity, and within this representation, the parameter J becomes
simply

J 2 A%)5q, {1.58)
which makes the relation between C'P violation and the imaginary component of the CKM
matrix manifest.

A common pictorial illustration of the parameters relevant to C P violation is the “uni-
tarity triangle” one obtains by applying the unitarity condition to the first and third columns
of the CKM matrix:

ViaViip + VeaV + VeaVi = 0 (1.58)

To first order in A, we can take V4 = 1, and the unitarity condition becomes
Ve + Vig = AN (1.60)

The triangle one obtains from this relationship, which is a triangle in the p-7 plane, is
pictured in Figure 2. The area of the triangle is proportional to the measure of C P violation,

J.
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In order to evaluate the level of direct C P violation in K -+ w7 decays expected in
the CKM framework, we need to evaluate some of the parameters of the CKM matrix. A
very complete discussion of information on individual elements of the CKM matrix can be
found in [59]. Here we will only note that the value of A can be obtained from the rate of
semileptonic B—D decays. A typical value obtained {66] from the analysis of the observed
ratesis A = 0.9+ 0.1.

To examine the allowed ranges of the parameters p and 7, we turn to several different
phenomena. In particular, the observed level of C'P violation in the K% — K° system, mixing
of other neutral mesons, and decays involving b — u transitions are most helpful.

Within the CKM paradigm, C P viclation arising from asymmetric K° — K® mixing
(and hence the value of €) is dominated by the contribution of the box diagram shown in
Figure 3. While the expression for ¢ in Equation 1.17 has both dispersive and absorptive
contributions, we know experimentally that the dispersive term dominates, which implies ¢
is given largely by I'mM;5. For m; > Mw, evaluation of the box diagram yields

2

G
My = 12:2FI%BKTRKM%,— [)\37}15(2%) + AfmS(ee) + 2AAensS (2, xf)] ’ (1.61)

where F is the kaon decay constant (161 MeV) and By is the ratio of the true matrix ele-

ment to that obtained using vacuum insertion (lattice calculations [67} give Bx = 0.84:0.2).

(p:m)

Ve

Vi, /AR

0.1

Figure 2. The unitarity triangle.
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Figure 3. The box diagrams which are expected to provide the dominant contribution
to C P violation in K° — K° mixing.
The terms in the brackets correspond to the contribution from the different internal fermion
lines, with A; = V.5V, giving the coupling strengths, z; = mZ /M, and the Inami-Lim func-
tions (68} S(x:), Sz, z;) giving the correction to box diagram calculations originally made
with arbitrary internal quark masses. The 7; are the short distance QCD corrections [61, 69]
to the operators, with 7, 2, 73 approximately 0.85, 0.62 and 0.36, respectively. Evaluating
the expression for My, with m; > My gives [66]

le] ~ (2.74£0.7) x 1073 |1 + gAz(l — p)a® (1.62)

With this form we can see that the relationship between |¢|, p and 7 combined with our ex-
perimental knowledge of ¢ define a hyperbolic constraint in the p—7 plane shown in Figure 47
for a fized top quark mass of m; = 140 GeV /%

In evaluating the K,-Ks mass difference, there are significant contributions from long
range processes from virtual transitions through intermediate states like #°, 77, 9, etc. in
addition to the short range contributions from the box diagram. While we can use the
observed value of € to limit the CKM parameters A, p and 7, it is difficult to use the mass
difference for this purpose because of these long range contributions.

Particle-antiparticle mixing is not the sole domain of the kaon system. Box diagrams
similar to that for the kaon system should mediate mixing in the D° — D°, B9 — BY and
B® — BY systems, for example. Mixing has already been observed in the B system, and
can also help constrain the CKM parameters. The mixing parameter zg = AM/T'p, where
AM is the mass difference between the BY and Bg mass eigenstates and I'p is the B-meson
decay width, is expected to be dominated by box diagrams similar to those in Figure 3,

with b-quarks replacing the s-quarks and with a {-quark on the internal fermion legs. The
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Figure 4. The one standard deviation constraints on p and % which result from the
measurements of |e|, 24 and |Vip|/|V|. Plot courtesy J.R. Patterson.

evaluation of this gives, to a good approximation [23],

2
_ 1. 2, 2] 08 |VBenafE

Bgp and fp are analogous to the similar parameters in the K system, and ng is again the
short range QCD correction. To illustrate the constraint provided by this relationship, we

will use the value [66]
v Benpefr = 200 £ 35 MeV. (1.64)

The latest experimental information from CLEQ 1I {70} and ARGUS [71] implies® a world
average of 4 = 0.658 1 0.088. Combining the expression above for 24 with this information,
we obtain the annulus offset to the right in Figure 4. _
Finally, the rate of semileptonic b — w decays gives a measure of the matrix element
Vub- To date the measurement technique uses only the upper end of the lepton spectrum to
differentiate the b — wfv decays from the much more copious & — c¢fr decays. There is still

considerable theoretical uncertainty in extracting |Vy,| from the endpoint spectrum alone,

#This value was extracted using the vaine (Fy B /(F; B} + Fo Bi) = 0.5, where By (Bo) is the B (B°)
semileptonic branching fraction, and Fy (F,) is the production fraction.
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and the most recent analysis from CLEO II [72] implies

| Vbl
~—— = 0.08 £ 0.03, 1.65
ol (1.65)

where the error is dominated by the theoretical uncertainty, which has been estimated by
combining the spread of values obtained from different models and the uncertainty within
the models themselves. Our current knowledge of |Vys|/|Vet| translates into the annulus
centered at zero in Figure 4. If the theoretical uncertainties in extrapolating the endpoint
lepton spectrum to the full spectrum were sharpened, or the measurements themselves could
be improved to use alarger fraction of the lepton spectrum, the bounds on the allowed region
of 77 from this measurement could be considerably sharpened, perhaps as much as a factor
of 3.

From the constraints shown in Figure 4, a value for the C P-violating phase & in the
first quadrant is preferred, though there is still & small region of overlap with the second
quadrant. The only information which places a lower bound on 7 comes from the constraint
placed by e. If mixing does arise entirely within the standard model, then our current
information places 7 roughly in the range from 0.2 to 0.5. As we mentioned above, however,
mixing could arise entirely from a superweak interaction, and we cannot yet place a lower
bound on 7% with complete certainty until a direct C' P-violating effect has been established.

With this background in hand, let us now turn to consider the level of direct C P violation

in K — 7w decays we should expect in this model.

1.3.2.2 Direct CP violation in K — 77 decays

If the C P-violating phase & of the CKM matrix is truly the source of the mixing C'P
violation we have observed in both the mr and semileptonic neutral kaon decays, we would
then in general expect to observe direct C P-violating effects as well. In a phase convention
more convenient for calculating Re(e’/e) within the standard model, the definition for ¢’

becomes

(1.66)

o =t glb20) ImA, _wIon]_
V2 ReA, ReA,

The dominant contribution to ¢’ then comes from the contribution to ImA, of the AT = 1/2

operator corresponding to the strong penguin diagram pictured in Figure 5. This graph
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Figure 5. The strong (left) and electroweak (right) penguins.

leads to an effective operator

Qe = 3 5(1 + 75)9g(1 — 7s)d, (1.67)

and it is the relatively large value expected for this matrix element which make the penguin

contribution important.

For moderate values of the m; ~ My or greater, however, the situation becomes more
complex because the electroweak penguin diagram also shown in Figure 5 begins to become
important. This diagram corresponds to a Al = 3/2 operator, and hence contributes to
¢’ though it contribution to ImA4,. While this diagram is suppressed by order o relative
to the strong penguin, this suppression is partially cancelled by the fact that it is not
suppressed by w. Furthermore, while the strong penguin has a relatively weak dependence
on the top quark mass, for m; > Mw the electroweak penguin grows almost quadratically
in m¢/Mw [73]. This leads to a partial cancellation of the strong penguin contribution for
moderate (about 140 GeV/c?) values of my, and to almost complete cancellation for large

(over 200 GeV/c?) values of my.

There has been much effort placed on the evaluation of Re{e’/¢) over the last few years,
with results ranging from as small as 10~ up to several 1072, Perhaps the only hard
conclusion one can draw from these calculations is that, from an experimentalist’s point of
view, Re(c'fc) is smalll The theoretical sitnation has greatly improved very recently with
two new calculations of Re(e’/¢) at next-to-leading order. We will, however, defer further

discussion of these results until Chapter 11.
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1.3.2.3 CP violation in the neutral B system

There has been much interest of late in the topic of the potential for observing C P-
violating phenomena in the B system, which is unique in that a large phase in the V,; and
Via elements should here lead to large C P-viclating effects. The C P-violating phenomena
in this system, however, take on a very different flavor than in the K system. One important
difference stems from the fact that there are many final states open to both the Bs and
By. As a result, the By and B, lifetimes are expected to be almost identical, and these
two states can not be isolated by simply allowing the Bs component to decay away, as we
can in the kaon system. The small lifetime difference also renders the charge asymmetry in
semileptonic B decays small (c.f. Equations 1.17 and 1.34), and taken together, it will be

very difficult to detect C'P violation from mixing via the charge asymmetry.

Thus to study C'P violation in the B system, the best way to approach the issue will
be to look for asymmetries in the decay rates of the B and B® to final states which are
C P eigenstates, such as YK ;. Of course, as is the case in the kaon system, measuring only
a single asymmetry cannot distinguish between mixing (either within the Standard Model
or from a superweak effect) and direct C'P violation. A second mode, such as the ==~
decay mode, will be necessary to make this distinction. In the literature, discussions of
these studies are generally couched in terms of extracting the different inner angles of the

unitarity triangle by measuring the decay rates to several final states.

Unfortunately, the modes in the B system which are expected to exhibit sizable ¢ P-
violating effects also have small branching ratios. It will be some time before the large
number of B decays {of order 10%) needed to unambiguously disentangle the various possible
sources of C'P violation in this system are accumulated. If the m, is not exceedingly large,
the kaon system is still the most promising system in which to discover new C P-violating

phenomena over the next decade.
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1.4 Overview of this Thesis

We have discussed many of the basic issues relevant to the measurements we can perform
in this experiment. The rest of the thesis will describe the measurement technique. In the
next chapter, the issues affecting a measurement of Ke(e/¢) and how these issues affected
the design of our experiment, will be discussed. Following this, we will examine the detector
itself and give a brief description of the data collection run. Chapters 4 through 6 will present
the analysis of the data, covering the calibration techniques, and the different reconstruction
and background subtraction techniques in the 7+#~ and 22° decay modes.

After the description of the data samples, we will change course and examine the meth-
ods used to determine the values of Re(e’/e) and the other kaon parameters. As we will
soon see, our experimental method requires urderstanding the acceptance of the detector
at a precise level. Chapter T will detail the Monte Carlo simulation of our experiment
that we used to determine the acceptance. The fitting techniques used in extracting the
physical parameters are covered in great detail in Chapter 8. Many of the issues presented
are quite technical, and though they will enter into our final systematic determination at a
small level, they will be very important as considerations for future experiments using this
technique. The results of the fits for Re(e’/¢) and the other parameters of the kaon system
will be presented separately in Chapter 9, along with a discussion about of the assumptions
that were made regarding C'PT and C P violation within each fit. A reader who sidesteps
Chapter 8 should still understand the essential issues of this particular chapter.

The final part of the analysis involved the determination of the systematic uncertainty on
each of the particular measurements. In Chapter 10, we will focus on the systematic checks
and the final systematic uncertainty for our measurement of Re(e/e), with contributions
to the uncertainty in the other parameters noted where important. With our measured
parameters and systematic uncertainties all in hand, we will conclude in Chapter 11 by

relating our findings back to the issues presented in this chapter.



CHAPTER 2

THE EXPERIMENTAL TECHNIQUE

The measurement of Re{e¢'/e) at a level more precise than 0.001 is truly an experimental
challenge. It entails measuring the double ratio of rates (Equation 1.50) to a precision better
than 0.5%. Such precision not only requires collecting a large number of K — 77 decays in
all of the four modes, but also requires strict controls of the biases one faces in extracting
the double ratio of rates. This chapter will outline many of issues one faces in measuring
this double ratio, and then discuss how the techniques employed by the E731 experiment
eliminate or greatly reduce sensitivity to these issues. Finally, we will outhine how these
techniques further enable us to extract other properties of K decays from the same data
set. This chapter will involve itself only with the general ideas involved in our measurement

technique. The detector itself is described in more detail in the following chapter.

2.1 The Measurement

The first problem to be dealt with in this measurement is obtaining adequate statistics
in both the Ks and K, 77 decay modes. Consider the instantaneous decay rate for K%
produced in a target:

dl'(2m) o |e,7/273+;,¢\.m + ne—'T/zTL'z, (21)

dr
where 75 and 7, are the K s and K, lifetimes, Am is the A, — K5 mass difference, and 7 is the
kaon proper time. Since i7| is of order 0.23% only, a 27 event sample from a detector close

to a kaon production target would be completely dominated by decays of the Ks. While
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accurate measurements of 7, and 7o could be made in principle by detecting decays from
a region where the K5 and interference terms in (2.1) are of comparable order (7 = 127¢),
this is in practice difficult because the relative numbers of K% and K% produced must
be accurately known. Thus for a practical measurement, separate sources for K; and K
decays seem to be required, one source located far from the decay volume to give a primarily

K, sample, and one source close to the decay volume for the K5 sample.

Once two separate sources for the K and K, samples are used, care must be taken that
biases in the relative collection efficiencies of the two samples do not arise. The response of
any detector will change over time, but the ratio of K and K, samples in either the 7+=~
(charged) or 27 (neutral} decay mode has to be robust against such changes. Furthermore,
the design of the experiment should guard against differences in the relative loss of K; and
K, because of spurious (“accidental”) activity in the detector. Accidental activity results
not only from random noise in the detector and readout electronics, but also from particles
other than the decay products passing through the detector. These particles result from
interactions between the primary beam and the beam dump, and from other decays close in
time to the kaon decay of interest. Hence the number of kaon decays collected will depend
on the intensity of the primary beam not only because of the number of kaons produced,
but also because of the variation in the loss of kaons due to other intensity-related effects.
The experiment must be designed to control biases not only from changes in rates of Ks

and K, production, but also from changes in accidental loss.

No detector will be able to cover all of the solid angle open to the kaon decay products,
even with the large forward boosts available in fixed target experiments. In general, the
acceptance of the detector will be a function of the location of a kaon decay and of the
laboratory energy of the kaon. The lifetime difference between the K, and K leads to
different distributions of decays along the decay volume, and hence to different overall
corrections to the number of observed events to obtain the true Ky /Kg ratio. The design

of the experiment must allow one to keep strict control of any biases in these corrections.

Other K, decay modes also present difficulties in obtaining a clean, large sample of
K — 27 decays. Detection of v+ 7~ decays, with two charged particles in the final state,

must compete with 17~ 7% and semileptonic {(x*¢Fv) decays with branching ratios from 60
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to 200 times larger than that of the 77—, Similarly, the 27° mode has to compete with the
more prodigious 3% mode. The 7° decays almost immediately into two photons, yielding a
four photon 27° final state that can sometimes be mimicked by the 7t7~7° decay. The 7
decays must be filtered from this morass of other K, decays without a bias at the trigger
level. For example, in the test run for this experiment [54] we discovered that it would
be very difficult to reject the 7*e¥y, (Ke3) decays at the trigger level without causing a
larger loss of ¥ 7~ decays in the vacuum beam relative to the loss in the regenerator beam.
Rather than introduce a bias that could be very difficult to control, we chose to accept the
Ke3 decays when collecting the data, and eliminate them later in an unbiased fashion in
the off-line analysis.

Finally, to extract Re(e’/e), one will compare the proper time distributions of the
charged mode decays to those of the neutral mode. Since this requires boosting the re-
constructed kaons back to their rest frames, the relative energy scale between the charged
and neutral must be strictly controlled to prevent biases in this comparison.

The following sections will describe the major principles used by the E731 experiment
to control these effects. A brief description of the individual elements of the detector will be
given in the following chapter, and more detailed discussions of the detector can be found

in earlier documents [74, 75, 76).

2.2 Double Beams and the Regenerator

In the E731 experiment, two nearly parallel beams were produced by collimating the
products of a proton beam impinging on a beryllium target. The detector was located
far (over 100 m) downstream of this production target, which gave us ample room to
magnetically sweep charged particles out of the secondary beam and gave neutral hyperons
sufficient time to decay away. What was most important for our measurement technique,
however, was that the detector was far enough from the target to allow essentially all of
the K¢ component of the K% and KOs produced in the target to decay away. This left two
neutral beams of K s (with some neutrons) entering our decay region.

At the upstream end of the decay volume for the experiment, one of the K, beams passed
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through two interaction lengths of boron carbide (B4C), yielding a sample of coherently

regenerated Kgss. Downstream of the regenerator, the 77 decay rate was then described by

dl'r _ -

=2 w aF (@) {|p(p) 7S 4 [nPe P 4 [olinlcos( AmzfyBe+ ¢, — ¢)},  (2:2)
where p is the kaon laboratory momentum, z is the distance from the downstream end of
the regenerator, p is the coherent regeneration amplitude, v and 8 are the usual Lorentz
boost factors, ¢ is the speed of light, and a is the total absorption of the kaon beam. For
our regenerator, |p/n| was typically in the range 10-20, so the K; decay term dominated

the 77 decay rate in the regenerator beam. In the other (vacuum) beam, the rate was given

by

dT'y i
=i o F(p)|nf*e2Pere (2.3)

In both 2.2 and 2.3, F(p) is the flux of K5 at momentum p in the beam. To accommodate
possible asymmetries between the two beams, the regenerator alternated between the two
K, beams after small fixed intervals (every minute), effectively making F(p) identical in
the two beams. This also rendered biases from asymmetries in the detector negligible.

Decays from both beams to a common decay mode, either 7+~ or 2%, were detected
simultaneously!. It is particularly important that biases in the collection and reconstruction
efficiencies were kept to a minimum by keeping all triggering, reconstruction and analysis
cuts strictly independent of the beam in which a decay occurred.

Many of the advantages of simultaneously collecting the K, and K decays to a common
mode are clear. Changes in the detector response as a function of time will then affect the
K, and K decays identically, and hence will cancel completely in the ratio of K1/ Kgs (the
“single” ratio). Similarly, losses due to accidental activity in the detector will cancel to first
order. Because both beams have the same source as their origin, intensity fluctuations in
the primary proton beam will also cancel in each of the single ratios.

Why, though, use a regenerator to produce the Kg decays? Why not use a second target
far downstream of the first? It is certainly an advantage to have the production target far

upstream of the detector. This reduces the rate from other extraneous particles produced

tn the last approximately 20% of the data, all four of the K — 7 modes were collected simultaneously.
While collecting the 27° and n1 7~ decays simultanecusly is not erucial for the success of our technique, it
does allow several more systematic cross checks.
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in the target and beam pile and allows the charged particles to be swept out of the beam,
both of which reduce the accidental rate in the detector. In coherent regeneration, there is
essentially no momentum transfer between the kaon and the target. This yields a sample
of K decays with an angular distribution relative the beam direction identical to that in
the K, sample from the vacuum beam. As we shall see, the transverse momentum of a
decay will provide a powerful tool for rejecting backgrounds, and having identical angular
distributions prevents any bias from entering into the background rejection. The momentum
distributions of the K; and K, samples obtained using a regenerator are also very similar,
which means that effects due to the finite resolution of the detector will be very similar in
the K5 and K, samples.

The use of the regenerator is particularly nice because the single ratios become physically
meaningful. As we can see by comparing Equations 2.2 and 2.3, the incident kaon flux
cancels in the Kg/Ky ratio and we are left with a measure of |p/n|. Since the same
regenerator was used throughout the run, the regenerator provides us with a very powerful
physical check (namely, we should always measure the same regeneration amplitude) to
apply to different subsets of the n7 decays collected.

Now the regeneration amplitude p is related (see Appendix I) to the difference in the
forward scattering amplitudes f(0) — f(0) of the K° and K° by

0) - f(o

p= W&)—{MM(LP), (24)
where k = p/h is the kaon wavenumber, N is the density of scatterers, and g is a complex
geometric parameter which is a function of the length L of the regenerator and of the kaon
momentum. Regge theory predicts [77] that the difference in the forward amplitudes is
dominated by a the exchange of a single Regge trajectory, that of the w meson. This leads
to the particularly simple form for the momentum dependence of the difference:

f((]) ; f(O) - Apae—:%(2+cx)' (25)
Analyticity leads to the constraint between the power o and the phase of f(0) — f(0),
$s_7 = —w(2+ a)/2. In the high momentum range available in a kaon beam produced

at Fermilab, deviations from this power-law dependence are expected to be very small.



34

The power-law momentum dependence and the analyticity prediction have been verified in

previous experiments (78, 79, 80] to work very well at E731 kaon energies.

The expected power-law behavior adds one more physical constraint for controlling bi-
ases in the measurement of Re(c’/e). From the charged and neutral single ratios we obtain
a measure of p/n,_ and p/noo. Since our measurement really entails measuring a differ-
ence between 7, _ and 7, we cannot directly compare the magnitude of the regeneration
amplitude extracted from the single ratios in each of the two modes. The momentum de-
pendence, however, should be identical in the two modes, and hence we should extract
consistent slopes in each mode. Since orthogonal elements of the detector are used to de-
tect the two different modes and since the backgrounds in the two different modes are quite
different, a physical parameter which can be independently extracted in the two modes and
then compared gives a powerful systematic check. It is particularly useful in limiting biases

due to possible nonlinear differences in the energy scales of the two modes.

There are some disadvantages associated with this technigque. The most important is
an additional background due to scattering in the regenerator. In addition to coherent
regeneration, where the kaon interacts coherently with all the nucleons in the regenerator,
there is diffractive regeneration, where there is a finite momentum transfer between the
kaon and a particular nucleon. There are also inelastic processes where the nucleus which
scatters the kaon breaks up or the nucleus or nucleon enters an excited state. Regeneration

and kaon scattering are discussed in more detail in Appendix A.

The other, more minor, disadvantage associated with this technique is due to the dif-
ference in the K; and K, lifetimes. As mentioned above, this leads to different average
acceptances for the A and K, samples. We use a Monte Carlo simulation of the detector
to determine the corrections needed in the two modes. It is important to remember that
the acceptance function €(p, z) is identical for the vacuum and regenerator beams, By using
bins (in p and z) with sizes large relative to the inherent resolution of the detector, we re-
duce our sensitivity to smearing in the event reconstruction, which is generally the hardest

aspect of a detector to simulate accurately.

We will now move on to discuss the general characteristics of the detector required by

this experiment.
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2.3 Detector Requirements

We will focus on three main aspects of designing a detector for an experiment using
the double beam: (a) acceptance corrections, (b) detection of the K — 27° decays and
background elimination in this mode, and (c) detection of the K — «*x~ and elimination
of the background. In both modes we wish to reconstruct the kaon laboratory momentum
and the decay position so that we may compare the observed distributions to Equations 2.2

and 2.3 above.

2.83.1 Acceptance Corrections

One of the most important aspects of designing the detector was to keep the acceptance
calculation mentioned in the previous section as simple as possible. To aid in this, all of the
geometrical limitations of the detector were defined by active veto elements. This largely
reduced the problem of determining the acceptance to measuring the edges of several planar
counters located at well known distances from the target.

To aid in studying the detector performance and acceptance, we collected high statistics

samples in the 37°%, 77~ 7%, and Ke3 decay modes.

2.8.2 K — 27° Decays

For 2r® decays, the energies and positions of the four photons in the final state had be
measured, which required an electromagnetic calorimeter. In order to accurately determine
the kaon momentum, the calorimeter needed to have high resolution. As we will describe
later, by using the positions of the photons in the calorimeter in addition to their energies,
we can determine the distance of the kaon decay from the calorimeter. Thus to obtain an
accurate determination of the decay position, the calorimeter must also had to be segmented
to allow an accurate measurement of the photon positions.

To obtain a large enough sample of decays in a reasonable time, the intensity of the kaon
beam had to be quite high. This meant that the calorimeter had to be sufficiently radiation

hard to not be damaged by the high rate of particles passing through it, and to have a rapid
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response. To keep biases at a minimum, it also helped to have a high resolution device.
An array of lead glass crystals, where the Cerenkov light produced in the electromagnetic
shower is measured, best satisfied these demands at the time of the experiment.

The most problematic background from the viewpoint of triggering came from K, — 37°
decays. Many of these decays could be eliminated from the 27° sample simply by counting
the number of isolated islands of energy {clusters) in the calorimeter and requiring the
count to be four. Because of the possibility of photons escaping the detector or landing
very close to each other (“fusing”) in the calorimeter, this background could still mimic
the four photon final state. This problem was reduced by introducing many planes of veto
counters to detect any photon from decays in our decay volume escaping the detector. A
finely segmented calorimeter also helped to reduce the number of fused photons.

The four photon final state could also be mimicked by the m*x~7° decay when the
two charged pions caused hadronic showers in the calorimeter. These could be effectively

eliminated with a hodoscope bank following the calorimeter.

2.8.8 K — ntn~ Decays

The 7t7~ decay required measuring two charged particles in the final state. For trig-
gering purposes, we used two planes of hodoscopes. The trajectories of the particles were
measured using two pairs of drift chambers. A dipole analyzing magnet between the fwo
pairs allowed the momentum of each particle, and hence of the kaon, to be measured. The
decay position of the kaon could be determined by extrapolating the trajectories measured
in the upstream chambers to a common point.

The major backgrounds to the #tx~ decays, the 77~ 7% and #t£¥ v decays, all have
a neutral particle in addition to the two charged particles in the final state. Since the
two charged particles can pick up a large transverse momentum which will be balanced by
the neutral, the two charged particles in these decays will in general have a much more
asymmetric topology than those from #¥ 7~ decays. A simple means of favoring the xta™
decays at the trigger level was therefore obtained by requiring a symmetric up-down, right-

left topology for hits in the hodoscope trigger planes.
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By placing enough material at the end of the detector to filter all but muons, the 7¥u¥Fy,
decays could be vetoed at the trigger level. As mentioned earlier, the Ke3 background could
not be rejected without biasing the relative K, and K acceptance, and were rejected off-
line later using the ratio of energy measured in the lead glass to momentum measured in

the charged spectrometer.

Finally, the charged and neutral energy scales had to be tied to each other. This was
accomplished by calibrating the lead glass with tracks from electron-positron samples mea-
sured in the charged spectrometer. The samples came both from special electron calibration

runs and from the Ke3 sample collected with the 77~ decays.

2.4 Sensitivity to Other Kaon Parameters

The preceding sections have outlined the major considerations affecting the design of
the experiment for measuring Re(e’/¢). Great care has been taken to obtain careful, high
statistics measurements of the distribution of decays in momentum and position downstream
of the regenerator. If we examine Equation 2.2 more carefully, we see that we in principle
have sensitivity to many other parameters of kaon decay. Using the vacuum beam as a
normalization, we can obtain the flux of kaons on the regenerator. Then from the shape of
the distribution immediately downstream of the detector, we have good sensitivity to the
K ; lifetime. Farther downstream the interference term becomes more significant, allowing

us to probe both the K — Kg mass difference, Am, and the overall phase ¢, — ¢,,.

Using a regenerator to measure the phase rather than a target again has advantages
and tradeoffs. The biggest advantage is that the initial state of the kaon is very well known
since we are starting with an essentially pure K, beam. In contrast, with a target, we
need to know the relative numbers of K% and K° produced. The biggest drawback to
using a regenerator is that the phase that is really measured is the difference of the phase
of 7 and the regeneration phase. For a A¢ measurement, this is not a serious issue as
the regeneration phase cancels when comparing the charged and neutral mode phases. To

measure individual phases ¢, and ¢go, however, we must use the analyticity constraint
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on the power law and phase of f — f (Equation 2.5) to isolate the phase of interest from

the measured phase ¢, — ¢y,.

2.5 Summary

This chapter has presented the some of the major issues facing a precise measurement
of Re(e’/e) and described generally both how these issues affect the technique and detector
used to make this measurement and how this method gives us sensitivity to other param-
eters of kaon decay. The following chapters will describe the detector, analysis and fitting

techniques used in more detail.



CHAPTER 3

THE APPARATUS AND RUN

In the previous chapter, the basic techniques used to measure Re(e’/¢) in this experiment
were outlined. Here we give a description of the kaon beam production, the detector, and
special features of the run. Excellent descriptions and illustrations of the various detector

elements for E731 have already been given references|[74, 75] if more detail is needed.

3.1 The Kaon Beams

The E731 experiment was located in the Meson Center beam line at Fermilab. The two
kaon beams used in the experiment were formed from the secondary particles produced by
the interaction of an 800 GeV primary proton beam with a beryllium target. The proton
beam was delivered in a 20 second “spill” once every minute, with 3 x 10** to 2 x 1012
protons delivered in each spill. Within a spill, the protons arrived in 2 ns “buckets” every
18 ns, with the number of protons in each bucket varying by about a factor of 2 from bucket
to bucket. This radiofrequency (RF) structure provided the basic timing used in our trigger,
and can be clearly seen in the TDC plots for our trigger elements! (Figure 6).

The target consisted of a square beryllium rod measuring 36 cm long and 3.2 mm on a

side. The proton beam profile was roughly Gaussian with a width of 0.4 mm. The beam

1A trigger element TDC measured the time between an initial pulse supplied by the trigger and a stop
pulse from activity in the trigger element, The origin of the scale is arbitrary, and the first signal to reach
the TDC is not necessarily the signal which formed the trigger.

39
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Figure 6. The distribution of arrival times relative to the trigger for the 2x° trigger signal
E, > 28 GeV (see neuntral triggering) in events that have satisfied the #*x~ trigger. The
18 ns structure of the accelerator can be clearly seen in the bunching of activity. The large
peak corresponds to the “bucket” in which the decay causing the 7 T7~ trigger occurred.

position on the target was monitored throughout each spill with a wire chamber, with the

center of the beam spot generally contained within +0.25 mm of the target center.

Secondary neutral beams were produced using the collimation scheme pictured in Fig-
ure 7a. The first stage of collimation used a two-hole copper collimator 5.8 m in length to
form the two almost parallel beams. The collimator began 9 m downstream of the target
and contained two tapered channels oriented nominally 5 mrad from the proton beam in
the horizontal direction. At the upstream end of the collimator the channels presented
6.65x6.65 mm square faces centered 5.8 mm above and below the target location. Each
beam channel subtended a solid angle of 3 nanosteradians. The beam edges were then fur-
ther defined by several sets of steel collimators ranging in length from 1.2 m to 1.8 m. The
two collimators defining the edges between the beams were located 25 m and 49 m down-
stream of the target. The outer edges of the beams were defined by two sets of horizontal

and vertical collimators 52 m and 83 m from the target.

To help reduce unwanted backgrounds and detector activity, it was useful to reduce the
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Figure 7. Dlustration of the experimental apparatus used in this experiment. Part (a)
is a sideview of the layout of the collimation and sweeping system used to produce the two
beams. Part (b) shows the apparatus used to detect the decay products.
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neutron to kaon ratio in the secondary beams. The neutron production spectrum is peaked
more strongly in the forward direction than the kaon spectrum, so the 5 mrad “targetting
angle” between the proton beam and the kaon beams served to decrease this ratio without
greatly sacrificing beam intensity. The ratio was further reduced with an absorber in each
beam made of 50.8 cm of beryllium and 7.6 cm of lead positioned just downstream of the
copper collimator. This “common” absorber also served to eliminate photons from the
beam. The resulting ratio was about one neutron per kaon entering our detector region.
The regenerator beam required further reduction of the neutron flux to keep interactions
in the regenerator at a manageable level, so a second 45.7 cm beryllium absorber always
shadowed the regenerator. Charged particles were swept out of the beam with several

sweeper magnets.

To further reduce beam interaction rates and prevent undue loss or scattering of decay
products, the entire beam path and decay volume from 17 m to 160 m was held at a
vacuum under 0.015 torr. The downstream end of the vacuum was sealed by a 1.22 m
diameter window. The window, made from 0.127 mm of mylar and 0.584 mm of Kevlar 29,

was as thin as possible to keep multiple scattering at a minimum.

The decay region considered in this experiment began 110 m downstream of the target.
This left ample time for hyperons in the beam and the Ks component of the kaons to
decay away. In the beam which finally reached our decay volume, there were roughly equal
numbers of K, and neutrons, and the number of A particles were about 0.05% of the number
of X in the energy range (20 GeV /e to 160 GeV/c) of interest. At our mean energy of
about 70 GeV/c, the K component of the original K° {or K°) produced at the target has

decayed to be under 107% of the K, component at the beginning of our decay volume.

For a spill of 3 x 10*! protons, roughly 25 million K, entered the decay volume in the
vacuum beam. Only a small fraction of these, about 2%, decayed in the largest fiducial

volume we consider.
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3.2 The Detector

The apparatus used in this experiment is illustrated in Figure 7b. Most of the detector
elements had a role to play in the detection of and reconstruction of both 7#+*x~ and 27°
decays, though some were designed primarily for one or the other mode. The components
which play a role common to both the 7w~ and 27° decay modes will be described first.

The detector divides up naturally into two subsystems, one to detect the four photon
27 final state and one to detect the two charged particle 717~ final state. Each subsystem
also has elements for background rejection peculiar to the final state of interest. A list of
the detector elements and their locations is given in Table 2. There are several components
of the detector with a common function in the charged and neutral modes which we will
first discuss.

The coordinate system to be used throughout this thesis defines the 2 axis along the
beam direction. The x and y axes are then defined by the horizontal and vertical directions

transverse to the beam, respectively.

3.2.1 Common Elements

3.2.1.1 The Regenerator

The regenerator, pictured in Figure 8, consisted of four blocks of boron carbide (B4C),
each 19.0 x 8.9 X 8.9 cm in size. These blocks totalled two interaction lengths, for which
coherent regeneration is a maximum (see Appendix I). The blocks were spaced on average
3.5 cm apart. Within each gap there were veto counters made with 6 8.90 x 1.74 x 0.63 cm
overlapping fingers of scintillator. These counters served to reduce backgrounds from inelas-
tic interactions within the regenerator and also to veto kaon decays within the regenerator.
A 1.25 cm lead piece at the very end of the regenerator converted photons from 279 decays
within the regenerator, defining a sharp boundary for the upstream location of the the 27°
decays in the regenerator beam. Another set of veto counters located 1.75 cm downstream
of the lead detected the conversion products. Since these counters were also in veto at our

trigger level, #¥n~ decays upstream of the counters were also vetoed. This resulted in the
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Table 2. The detector elements and their positions.

Detector Element m from target | Detector Element m from target
Pinching Anti 116.118 Drift Chamber 1 159.292
Sweeper Anti 119.59 Drift Chamber 2 165.867
Sweeper Magnet 119.59 Magnet Anti (MA) 166.836
Active Mask 121.893 Analyzing Magnet 168.865
Regenerator 123.550 Drift Chamber 3 171.857
Vacuum Anti 1 (VA1) 127.855 Drift Chamber 4 178.004
Vacuum Anti 2 (VA2) 132.819 Lead Glass Anti (LGA) 178.710
V hodoscope 137.792 C Hodoscope 179.502
Lead sheet 137.804 B Hodoscope 179.520
T hodoscope 137.815 Collar Anti (CA) 180.700
DRAC veto counter 137.826 Lead Glass Array 181.809
DRAN veto counter 137.866 Lead Wall 182.7
Separator Magnet 139.008 p1 Hadron Veto 183.996
Vacuum Anti 3 (VA3) 149.309 Back Anti (BA) 185.047
Vacuum Anti 4 (VA4) 158.291 3.2m Steel Muon Filter 186.7
Vacuum Window 158.965 #2 Muon Veto 189.914

downstream scintillator face defining the upstream edge of the decay region for the 7+~
mode, while the downstream face of the lead defined the upstream edge of the decay region
for the 27° mode. To precisely determine the true double ratio, we must therefore know
the size of the gap between the lead piece and the downstream veto counters af the 1 mm

level. We will further discuss issues related to this gap in Chapters 8 through 10.

3.2.1.2 The Upstream Mask

The behavior of the acceptance in the farthest upstream region of the vacuum beam

was defined by a precision veto counter {the “active mask” or AM ) located 121.9 m from
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Veto Counters

Figure 8. The makeup of the regenerator.

the target. The mask consisted of two layers of 2.54 cm thick lead with scintillator behind
each layer. Holes were milled in the lead to allow the beam and decay products to pass
and the scintillator was aligned flush to the edges. The holes were sized and positioned
such that (a) no products from decays in the regenerator beam which occurred upstream
of the regenerator could sneak past the regenerator (and regenerator anticounters) and (b)
products from decays upstream of the mask in the vacuum beam were limited by the mask
or another active counter farther downstream, and not by “dead” material (such as the box
enclosing the regenerator). The effective edges of the mask were determined with electrons

from Ke3 decays.

3.2.1.3 The HDRA

The HDRA (for Hodoscope and Decay Region Anticounter) was a trigger and veto
system used in both the charged and neutral modes. Its makeup is shown in detail in
Figure 9, while the physical properties of its components are listed in Table 3. Originally,
the hodoscopes were intended to tag the beam in which a K — 7°7® decay occurred by

converting one of the four photons and measuring the ete™ trajectories in the charged
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Figure 9. An exploded view of the material contained within the HDRA. The 0.5 mm
lead sheet, bonded to a mylar sheet for support, was not always in place.

spectrometer. A 0.5mm lead sheet converted exactly one photon 25% of the time, and this
process could be differentiated from decays with charged products by looking for a signal
in the trigger (T) counters just downstream of the lead in conjunction with the absence
of any signal in the veto (V) counters immediately upstream of the lead. Both the T and
V hodoscopes consisted of 6 1 mm thick staves of NE110 scintillator. A more detailed

description of this technique can be found elsewhere [81].

The 7t7~ events simply used the T and V counters as trigger hodoscopes. These
events could not be collected with the sheet in place because of the unacceptably large
multiple scattering in the lead. As a result, the 27° and =¥ 7~ events were initially collected

separately.

During the run we found that the 27° events in which no photons converted would yield
a more accurate result than the conversion events. This allowed us both to remove the lead
sheet and to extend our fiducial region into the decay volume downstream of the HDRA for
27° mode. Using the downstream events does, however, require careful measurement of the
materials listed in Table 3 to obtain the levels of kaon regeneration and photon conversion

at this plane.
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Table 3. A list of the materials in the HDRA and their physical properties. The thicknesses
are averaged over the beam region, while the radiation lengths are averaged over the illu-
minated region. The lead sheet was not always present (see text). (f — f)/k is given at 70

GeV/c.

Material | Thickness Density Atomic {zf — £if Radiation
(mm) (gm/cm®) Weight (mb) (mb) Length (percent)

Scintillator 2.17 1.03 13.0 1.15  33.10 0.497

Mylar 0.11 1.39 96.1 8.29 239.57 0.044

Aluminum 0.05 2.70 27.0 2.07 59.21 0.058

Paper 0.38 0.63 94.]1 10.89 229.51 0.066

Lead 0.515 11.35 207.2 9.71 326.28 8.9

8.2.2 Neutral Detection

As mentioned in the previous chapter, the neutral portion of the detector was designed
with two primary purposes in mind. The first, of course, was the detection of the 4 photon
final state resulting from the K — 7%°, 7% — yv decay chain. The second was to reduce
background from the 6 photon K, — 37° decays. This decay mode could mimic the 2x°
decay mode because (a) photons would sometimes escape detection, and (b) 2 photons would
sometimes land near to each other {“fuse”) in the electromagnetic calorimeter, resulting in
their showers appearing to the trigger as a single shower. Some combination of these two
processes would make the 377 decay appear to have a 4 photon final state. This section will

discuss the electromagnetic (EM) calorimeter and the photon veto system. The discussion

of the neutral trigger will occur in Section 3.3.

3.2.2.1 The Lead Glass Calorimeter

The heart of the 27° detection was the electromagnetic calorimeter located 181 m down-
stream of the target. An excellent, detailed discussion of this calorimeter has already been
given in reference [74], thus only an overview of the array configuration and reconstruction

will be given here.
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The picture of a typical 2x° event in Figure 10 serves to illustrate the configuration of
this element of the detector. The calorimeter consisted of 804 blocks of Schott F-2 lead
glass arranged in a circular array with two holes near the center through which the kaon
beams passed. Fach block measured 5.82 x 5.82 cm? in the x and y directions, and 60.17
cm along the z direction. Since the radiation length of this material is Xp = 3.21 cm, the

calorimeter was 18.74 radiation lengths deep. The radius of the array was about 0.93 m.

Phototubes were pressure mounted to the back of each block to collect the Cerenkov light
produced by EM showers from photons and electrons striking the array. The phototubes
were 10 stage Amperex 2202 tubes with bialkali photocathodes and applied base voltages
near -1200V. The gains obtained were of order 1.2 x 10°, but would change by about
1% for a 1V high-voltage change. The voltages were monitored at the 1 volt level, but
from the stability of the measured gains we know that the voltages were actually stabie to
within a fraction of a volt throughout the run. In addition, a xenon flash lamp system was
pulsed every two seconds to monitor the combined response of each block and its phototube
throughout the run. The entire array was housed in a light-tight room to reduce noise from

external light sources.

Signals from the phototubes passed through 83.8 m of RG58 cable to allow time for
the formation of the trigger before digitization. The signals were then integrated over a
150 ns gate and digitized in 9 LeCroy 2280 analogue fo digital converter modules (ADCs).
Though the Pb glass response measured with the Cerenkov light was very fast, the long gate
was necessary because of the pulse broadening in the delay cables and also becaunse of the
scintillation component of the light produced in the shower which has a much longer time
scale than the Cerenkov light. These ADC modules had a 12 bit accuracy, but operated
with a dual range to effectively extend the dynamic range to 15 bits. The low to high range
crossover point corresponded to roughly 16 GeV, and the high to low range gain difference
was measured for each channel at the 0.1% level. The information in the array was sparsely
read out, a given block being recorded only if its energy was above a certain threshold. For
all data collection when neutral triggers were collected, the readout threshold was 5 counts
(about 25 MeV). When only charged triggers were collected, a higher readout threshold of

20 counts was used.
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Figure 10. The lead glass calorimeter with a typical 2x? event. The two holes to pass
the kaon beam can be seen in the center of the array.

While the fast response of the lead glass made it useful in the high rate environment of a

fixed target experiment, a major drawback is the inherent nonlinearity of its response. The

nonlinearity results because of the reabsorption of the Cerenkov light as it travels through

the block. An electromagnetic shower will tend to produce its peak number of particles

farther into a material the higher the energy of the showering particle. This results in the

peak Cerenkov light production occurring farther into the block for higher energy showers,

and hence less total attenuation as the light travels to the phototube. This attenuation

was the most severe and varied most rapidly for the shorter wavelength Cerenkov light, so

Wratten 24 filters were placed before the phototubes to block light with wavelengths under

430 nm. While causing about a 50% light loss, the filters passed light in a regime where

the absorption was a minimum and where the wavelength-dependence of the absorption is

negligible. These effects both improved the resolution beyond the loss of photostatistics and
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simplified the calibration of the glass. With the filter in place, typical absorptions were of the
order 3.5% - 4%, corresponding to nonlinearities roughly behaving like Eype x BRI o

During the run, the absorption of the Cerenkov light by a block tended to increase
because of radiation damage, particularly for blocks near the center of the array. The
transmission decreased by 5% per week in the most seriously affected blocks. To avoid
serious degradations in resolution, much of the damage was cured with the ultraviolet light
supplied by two 400 W Hg vapor lamps. Curings required at least a four day shutdown and
were done about once a month.

For each block, the absorption and gain were determined several times during the run
(see Chapter 4) from electron samples obtained from special calibration runs and from
Ke3 decays. As Figure 10 shows, the EM shower from an incoming electron develops across
several blocks. To reconstruct the total energy in a shower, the energies from a 3 x 3 array of
blocks (a “cluster”) centered on the block of maximum energy were summed together. This
sum was then corrected as described in reference [74] for threshold effects, pedestal shifts,
leakage into blocks outside of the 3 x 3 array, and the nonlinearity described above. These
corrections were extensively studied using both EGS simulations and the above electron
samples.

The photon response in the lead glass is somewhat different from the electron response
because the photons do not begin to emit Cerenkov radiation until after their initial con-
version into an ete™ pair, while an electron begins emitting upon entry into the glass. A
photon responds as the sum of the electron and positron showers in a block foreshortened
by the photon conversion depth 3. The conversion depth varies according to e~to/ BIX",
but the conversion depth was not known on an event by event basis. A correction to the
response averaged over all conversion depths was made, bnt the variation in depths added
an additional contribution to the photon resolution.

The average energy resolution for electrons was well described by
1.5% + 5% /VE, (3.1)

where the energy E is measured in GeV, though it varied from block to block because of
variations in the light attenuation of the blocks and quanturn efficiencies of the phototubes.

The overall photon resolution was about 1% worse.
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The position of a photon or electron in the array can be extracted from the pattern of
energy sharing in the 3 X 3 cluster. By summing the energies in each column of the cluster
and comparing the ratio of the edge column sums to the center column sum, the x position
can be obtained independently of the y position of the particle striking the block. Similarly,
the y position can be obtained independent of the x point of impact using the sums of rows.
Corrections to the positions were then made using the measured variations of the individual
block sizes from the average block size given above. This method resulted in an average
position resolution of 2.8 mm. The resolution did vary across a block, changing from 1.5

mm for a particle landing near a block edge, to 4.0 mm for a particle striking the center.

The signals from the lead glass were used for triggering purposes as well as being inte-
grated and digitized later on. For this purpose, the signals from the array were viewed by

two devices in addition to the ADCs.

The first device was used to provide a very rapid measure of the total energy ( ;) in the
array at any time. For this purpose, the lead glass array was subdivided into 3 x 3 groups
of Blocks, and the signals from the blocks in each 3 X 3 group were sent to an “adder”. The
adder siphoned one eighth of the signal from each block before passing the signal into the
delay cables, then formed an analogue sum of the siphoned signals. The sums of the 92
adders were themselves routed on two paths. On one path, each sum was integrated with
a 30 ns gate and digitized. This gate was much shorter than the gate for the individual
blocks, and was useful to help identify clusters that arrived either earlier or later than the
trigger of interest, that is, arrived “out of time”. On the other path, the adder outputs
were summed together to yield the estimate of the total energy in the glass.

The second device was a hardware cluster finder (HCF), which counted the number of
clusters? in the lead glass calorimeter. The ability to count clusters at the trigger level led
to a factor of ten reduction in the trigger rate. The signals from each block were viewed by
the HCF via a capacitive coupling, and each of the signals was digitized by a 30 MHz 6 bit
flash ADC. A block registered a hit if its energy content was above about 1 GeV. Figure 11
shows the energy content of all blocks with signals above the sparse readout threshold and

all blocks above the HCF threshold for a subset of 2x% events. The 1 GeV threshold was

*In this context, a cluster refers to a contiguous island of blocks all above the HCF thresheld.
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Figure 11. The distribution of energies in individual blocks for 27° events. The solid his-
togram shows the distribution of all blocks above the 5 count ADC readout threshold. The
dot-dash histogram shows the same energy distribution for all blocks above the hardware
cluster finder (HCF') threshold. The inset is a blow up of the HCF threshold region.

low encugh to allow a high efficiency for detecting decays of lower energy kaons while high
enough to prevent the loss of events where two photons landed quite close together in the
array or where there was accidental activity (for example, the tail of activity from a shower
which occurred in a previous bucket) in the array. Details of the HCF construction and

cluster-finding algorithm have been published elsewhere [75, 82}.

3.2.2.2 The Neutral Veto Systems

A photon veto counter (the “collar anti” or CA) covered the inner halves of the sixteen
blocks around the two beam holes. The counter consisted of 8 radiation lengths of material
{4.45 cm of copper followed by 2.8 cm of lead) to convert incoming photons followed by
scintillation counters to detect the electrons and positrons from the resulting EM shower
and veto the event. If the veto counter were not there, a substantial fraction of the EM

shower of photon (or electron) which would have landed in the region covered by the CA



53

would have been lost in the beam holes. The reconstruction of the energy and position
of these photons would have been very difficult, and the determination of the acceptance
would require a very detailed understanding of the energy loss of photons as a function of
energy, distance of impact from the beam hole edge, and angle of impact. The CA, on the
other hand, provides a clean edge which can be accurately determined with electrons from
Ke3 decays, and limits photons to regions in those blocks where the energy and position

measurements were largely insensitive to the detailed loss down the holes.

The remaining photon veto counters served to reject background from 37° decays and
to a lesser degree from other charged decays. The counters in most of these veto banks
consisted of a scintillator plane to detect charged particles followed by two lead lucite
sandwiches to convert and detect photons, Each sandwich had 5 layers each of lead and
lucite and totalled 3 radiation lengths. All counters faced the beam direction. Four sets
of these counters {the “vacuum antis”, VA1 - VA4) were arranged in rings inside the pipes
enclosing the decay volume, two on either side of the HDRA. Another set in a square ring
surrounded the aperture of the charged analysis magnet and was dubbed the Magnet Anti
(MA). A final ring just upstream of the lead glass (the “Lead Glass Anti” or LGA) detected

particles that would have just missed the lead glass array.

At the far upstream end were two sets of counters to detect photons from 3x%’s that
decayed in the beam pipe preceding the large decay volume proper. The most upstream
was the “pinching anti”, which consisted of a layer of lead followed by a layer of scintillator
collaring the beam pipe. This counter also faced the beam. A rather more unconventional
counter system was the “sweeper anti”, where sheets of scintillator actually lined the outside
surface of the beam pipe from 117.8 m to 121.4 m. Photons which converted in the beam
pipe would have escaped detection by the VAs, but could now be vefoed by these sciniillator

panels.

A scintillator plane (“DRAC”) followed by several radiation Jengths of lead and a second
scintillator (“DRAN”) plane filled the area at the HDRA between the rectangular T and
V hodoscope planes and the cylindrical vacuum pipes. Any decay products missing the

hodoscopes struck these anticounters and vetoed the event.

Photons from 37 decays could escape detection not only by passing outside of the
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detector, but also by remaining in a beam and leaving through a beam hole. To detect
these photons, an anticounter, the “BA”, made from 48 layers of .33 cm lead sandwiched
with lucite was placed behind the lead glass covering both beams. The entire anticounter
was 28.1 radiation lengths deep, hence electromagnetic showers were generally confined to
the first two thirds. Hadronic showers, such as those initiated by neutrons in the beam,
characteristically deposited their energy deep into the detector. By comparing the energy
deposit in the last third relative to the first two thirds of this device, events with photons
which passed down one of the beam holes in the calorimeter could be vetoed without
unintentionally vetoing a large number of good events because of the interactions of hadrons

in the neutral beam with the device.

"Finally, a hodoscope plane (11) just downstream of the lead glass rejected xtx—7°
decays that mimicked the four photon 27® decays when the pions showered in the lead glass.
A 2] radiation length lead wall behind the glass and lead collar around the beam region
prevented any particles from an electromagnetic shower in the glass from registering in pl.
Particles from hadronic showers, however, could pass through the wall and be detected in

the hodoscope.

3.2.3 Charged Detection

3.2.3.1 Introduction

In the detection of the 7~ decays, triggering and measurement used independent
separate elements of the detector. This is unlike the case of 27° decays, where the major
elements of triggering and measurement used the lead glass array. The momenta and
trajectories of charged decay products were measured in a drift chamber spectrometer,
but the signals from the drift chambers arrived over too broad a time span to be used in
the formation of a fast clean trigger unbiased by products from decays in other buckets.
Triggering instead relied upon several hodoscope planes. The following sections will discuss

the spectrometer and track reconstruction, then the trigger elements and the trigger itself.
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Figure 12. Layout of the field shaping and sense wires used in all drift chambers. This is
the view looking down on the chambers, with the vertical wires which measure z positions
in the front (left) and the horizontal wires which measure y positions in the rear of the
chamber.

3.2.3.2 The Drift Chamber Spectrometer

The charged spectrometer consisted of two pairs of drift chambers that measured the
charged particle trajectory upstream and downstream of a momentum analyzing magnet.
Helium bags were placed between all of the drift chambers to reduce the effects of multiple

scattering on the measurement of particle trajectories and momenta.

As shown in Figure 12, the cells of the drift chamber consisted of a sense wire located
at the center of 2 hexagon defined by six field shaping wires. The wires in a sense plane
were separated by 12.7 mm, and both the z- and y- views of each chamber had two sense
planes offset by half that distance. This yielded a maximum drift distance of 6.35 mm
perpendicular to a wire and an unambiguous determination of the side of the wire by which
a particle passed, The chamber farthest upstream was the smallest, measuring 1.26 x 1.26 m
and containing 101 sense wires in each plane. Each successive chamber increased in size,

the largest being 1.77 x 1.77 m with 140 sense wires per plane.

The field shaping wires were made of 100 micron gold-plated copper-beryllium and
the sense wires were 25 micron gold-plated tungsten. In constructing these chambers, the
tolerance on wire placement was about 25 microns. More details on the construction of the

chambers can be found in reference [81].
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The chambers used a gas mixture of 50% Argon and 50% Ethane. With the applied

voltage of —2650V, the drift velocities in these chambers were of the order of 50um /ns.

To reduce aging effects on the chambers, two measures were taken. First of all, the
applied high voltage was ramped down to 80% of its nominal value during the 40 seconds
between each spill. During this time, the dark currents were typically 0.1-0.2 pamps per
chamber. In addition, a small amount of alcohol (about 1%) was added to the argon-ethane
as a quenching agent to help prevent breakdown and slow the chamber aging process.

Ethanol was initially used, but was replaced later in the run with isoprepyl alcohol.

The pulses from the drift chambers were amplified and discriminated in front end cards
mounted on the chambers themselves. The discriminated signals were then sensed by
LeCroy 4291B time to digital converters (TDCs) with a resolution of 1 ns. The TDCs
were operated in common stop mode, where an incoming pulse would trigger a TDC chan-
nel and a later stop pulse from the first level trigger would stop all triggered channels from
counting further, The resulting inverted time distribution is shown in Figure 13. The sharp
edge near 240 nsec corresponds to tracks which pass very near to a sense wire. A TDC
channel would be dead for 250 ns after registering a hit, and was inhibited from registering
later hits for a much longer time if a first level trigger was satisfied. This prevented particles
from decays in later buckets “erasing” the desired hit information and causing inefficiencies
or degrading the resolution. As described in reference [76], the time distribution can be
inverted to obtain a conversion from TDC time to a distance from the sense wire. The time
to distance conversion assumed that the first drift electrons to arrive at the sense wire were

those in the plane of the sense wire.

Between the second and third drift chambers, the charged particles were given a trans-
verse momentum kick by a dipole magnet with a vertical field of about 4 kG. The magnet
gap measured 1.46 m. The transverse momentum kick transferred, Ap; = (g/c¢) [B dz, was
typically 200 MeV. B dz was measured on a 2 inch square grid, and the kick interpolated
between grid points. The field map is shown in Figure 14. There was in addition a very
small horizontal field component in this magnet. Its effect on the momentum measurement

was negligible, though it did introduce a very small bend in a particle’s vertical trajectory.

The dipole field was already negligible at the two chambers closest to the magnet,
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Figure 13. The distribution of chamber drift times for in-time two track events.

so particles followed straight line trajectories between the upstream two chambers and
between the downstream two chambers (neglecting multiple scattering effects). This greatly

simplified the track finding algorithm and momentum calculation.

3.2.3.3 Charged Particle Tracking

Before turning to a description of the trigger, we will briefly outline the tracking algo-
rithm used to reconstruct the charged particle trajectories. The algorithm used was fairly
straightforward.

Tracks in the z and v views were found independently, though the same general method
was used to find the segments in both views. The main difference between the two views
was that horizontal segments had to be found in the upstream and downstream chambers
independently because of the large p; kick given in that view by the magnet, while vertical
trajectories could be found in all four chambers simultaneously. Two wires which registered
hits, each from a plane in a different chamber, were chosen first, If a line connecting these

two wires projected too far from the decay volume for upstream z and for y segments, or
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Figure 14. Transverse momentum kick of the analysis magnet as a function of the z and
y position of a charged particle at the “bend plane” of the magnet.

too far from the lead glass for downstream z segments, this segment was rejected. The line
was projected into the other relevant sense wire planes, and a hit wire within 1.5 ¢m of the
projection was assigned to the track. An z track segment candidate, either upstream or
downstream, had to have at least 3 of the 4 possible planes hit. A y track was accepted if
it had hits on 5 of the 8 possible planes. No track segments were allowed to share hits, and
the two wires chosen within a chamber had to be within the same drift cell. After the track
segment candidates were identified, the drift distance information from the TDCs was used
to refine the location of the particle’s passage. A least squares fit to these measured points
yielded direction tangents and intercepts for each of the candidate segments.

To a very good approximation, the bending of the particle could be viewed as occur-
ring at a single “bend plane” at the center of the magnet, which simplified the task of
matching the upstream and downstream z track segments. The upstream and downstream
segments were projected to the bend plane, and segments were paired if their projections

were separated by less than 1.5 cm.

The = and y segments were matched by pairing the tracks to be consistent with the
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cluster positions measured in the lead glass. After matching, the hit positions are refined
once more to correct for small (of order mrad) chamber rotations and differences in signal
propagation time along the sense wires (about a 6 ns difference from one end of a sense
wire to the other in the largest chamber). In addition, the upstream and downstream y
track segments were refit separately. Because the analysis magnet did impart a verylsmaII
pe kick in the y view, better accuracy was obtained for projecting the measured particle

trajectories when the separate segment fits were used.

One complication to this scheme arose from a small inefficiency with the chambers.
While the individual plane efficiencies were generally close to or better than 99%, there
was still a 5% chance that at least one plane of an z segment would miss a hit, and a 10%
chance that one or more of the planes on a y segment would miss a hit. To ensure finding

a track, several different pairings of planes were used as sources for the initial two hits.

An inefficiency in one plane also made the determination of the direction of the drift
in the complementary plane more difficult. In the z view, two candidate track segments,
passing on either side of the unpaired wire, were generated. The candidate matching best
with a downstream segment was kept. In the ¥ view, the track fit to the other chambers

was used to predict the direction of the drift for the unpaired hit.

It was useful to examine the sum of the two measured drift distances in one view of
a chamber. This sum should equal the 6.35 mm separation in z (or y) of the two wires,
though a small correction was needed because of the 1.1 cm z separation of the two planes
when the particle was not travelling parallel to the z axis. The deviation of the measured
sum from this cell size is shown in the solid histogram in Figure 15 for events with two
in-time (see below) tracks. The resolution of each plane can be deduced from the width of
the central peak. We have achieved resolutions in the 95-105 (105-115) micron range for

the smaller (larger) chambers.

The low side tail agrees very well with the expected delta ray production. Because a
TDC channel was dead immediately after registering a hit, only delta rays that produced
ionization that arrived earlier than the ionization from the primary particle was seen. The
drift electrons from those delta rays registered in the TDC rather than the ionization from

the primary particle, which made the drift distance, and hence the sum of distances, ap-
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Figure 15. The deviation of the sum of drift distances from the nominal cell size of
6.35 mm. The solid histogram is the distribution for in-time two track events. The dot-dash
histogram is the distribution for tracks that have been identified as out-of-time (see text)
in events with two other in-time tracks.

pear too small. There was roughly a 0.5% chance per plane per track for a delta ray to
cause a mismeasurement of the drift distance of 500 microns (5 standard deviations on the
resolution) or more. The high side tail comes almost exclusively from tracks passing very
close to the sense wire. The ionization pattern can fluctuate to occur near to the upstream
or downstream end of a cell rather than close to the z location of the sense wire. This will
result in 2 long drift time being registered, and since we assume the drift electrons arrive

from the z (or y) direction, the track position will be placed too far from the wire.

The sum of drift distances had several uses in trackfinding. First of all, because of delta
rays and electronic noise, sometimes neighbouring wires in a sense plane will both register
hits that could be candidates for a track. Generally, the wire that yields the best sum of
distance when paired with the hit in the other plane will be the proper choice. In the y
trackfinding, the sum of distance can be used to properly assign hits to two tracks that are

almost horizontal and hence have tracks that pass close to the same sense wires.

Since the maximum drift time spans many buckets, often decays in nearby buckets will
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leave tracks in the drift chamber that can be fully reconstructed. Since we are looking for
w¥x~ decays, we want events with two tracks, and these extra out of time tracks would
cause event loss. The sum of distances provides a means for identifying and throwing away
out of time tracks. From the drift speed of 50 microns/ns and the bucket separation of
18 ns, we expect that all the drift distances will be mismeasured by 0.9 mm, or the sum
of distance mismeasured by 1.8 mm. An z or y segment will be flagged out-of-time when
2 or more of the chambers have a sum of distance that deviates from 6.35 mm by more
than 1 mm (7 times the resolution on the sum of distance!). The distribution of the sum of
distances for out-of-time {racks identified in events with two other in-time tracks is shown
as the dot-dashed histogram in Figure 15. The expected 1.8 mm shift between the peaks
can be clearly seen. The pile-up and dilution of the peak structure on the high side (late
buckets) is an artifact of the time-to-distance conversion which will assign a maximum drift
distance of 6.35 mm to any given hit. The small central peak in the out-of-time distribution
results from the small chance to have very early false TDC times from § rays in two separate
chambers which each cause 2 1 mm mismeasurement of the sum of distance in both of the
chambers. The delta rays cause this algorithm to flag in in-time segments as out-of-time
with a probability of 0.07%, resulting in a 0.28% event loss. By ridding events of the out-
of-time tracks, however, there is an 8% recovery of 2 track events, far outweighing the small
loss.

Once the particle trajectories have been measured, the momentum of the particle can be
deduced by comparing the measured upstream (up) and downstream (dn) direction tangents

6,y of its measured track. Since 8,y = p.,/p., we obtain

pup gdn _ |Apd
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The average momentum resolution we obtained was under 1%, with a momentum depen-

dence given by

% = 0.45% & 0.012p%, (3.2)

where the momentum p is measured in GeV. The constant term results from multiple

scattering of the particle between the first and last drift chambers. The term linear in
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momentum results from the finite resolution of measuring the space points in each chamber,

and hence in measuring the direction tangents.

3.2.3.4 The Trigger Hodoscopes and Veto Banks

The long drift times in the chamber system made the chambers unsuitable for use as an
element of the first level trigger. The drift times span many buckets, so the chambers cannot
distinguish between particles passing through in different buckets, and the coincidence gates
would have to be too long for the rapid formation of a first level trigger needed in a high
rate experiment. Severa] planes of scintillator trigger hodoscopes were therefore installed
to provide the fast signals needed.

The downstream end of the charged decay volume was defined by the T and V ho-
doscopes, which we have described earlier.

Two more scintillator planes, the B and C hodoscopes, were located 1.5 m downstream
of the last drift chamber. These banks were made from 1 cm thick staves of scintillator.
They were segmented as shown in Figure 16 in order to define a simple topological trigger
reguirement based on the expected symmetry of the #*x~ decays. The paddles in these
counter banks did not overlap so that a single particle could not falsely appear as two
particles.

There was also a bank of scintillator counters (the u2 bank) located behind the 3.2 m
length of steel. This bank was used to identify muons, both for triggering purposes in special
chamber alignment runs (see Section 4.1.2) and for vetoing Ku3 decays while collecting the

wFx~ sample.

3.3 The Event Triggers

The triggers used in the experiment were very simple — relying largely on simple pattern
recognition based on the hit patterns in the trigger hodoscopes or in the calorimeter to
identify mx decays. The triggers were kept completely independent of the regenerator

position and of the beam from which the particle decayed. This philosophy resulted in
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triggers with minimal biases and no preference over decays from the vacuum beam relative

to those from the regenerator beam (or vice versa).

The triggers were formed in two stages. The first level triggers were based only on
information which could be obtained very quickly, such as the hit patterns in the trigger
hodoscopes, the veto counter signals, and the total energy in the lead glass. These triggers
were formed within about 450 ns of the actual decay, and a successful trigger at this stage
initiated the TDC counting and gated the sample and hold circuits in the ADC modules.
The timing for all of the first level triggers was defined by a 53 MHz RF signal provided by

Fermilab and synchronized with the proton bucket structure.

The second level of trigger used information which took longer to obtain, either because
the detector element had a slow response (eg. the drift chambers), or because the pattern
recognition took some time. If an event failed at this stage in the trigger, that event would

be aborted before the lengthy processes of ADC digitization and event building began.

{a) B bank (b} C bank
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Figure 16. The B and C hodoscope banks used for charged triggering. The hatching
illustrates the definition of the left and right “halves” in the B bank (and top and bottom
“halves” in the C bank) used by the charged mode trigger. Staves with both directions of
hatching are overlap regions which can belong to either half.
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3.3.1 Neutral Triggering

The neutral trigger was designed to accept 4 photon 27° decays as well as some 6 photon
379 decays, while simultaneously minimizing false triggers from 37° decays with missing
and/or fused photons and accidental activity. Since we were interested in 2#° decays with
energies above 40 GeV, the heart of the first level neutral trigger simply required the total
energy in the calorimeter to satisfy F, > 28 GeV. Since much of the accidental activity
resulted from activity in the calorimeter which occurred in different buckets, or from muons
from. the target, both of which show little apparent energy in the calorimeter, the accidental

triggers were greatly reduced by this requirement.

The remainder of the first level neutral trigger required no activity in the various veto
counters previously described. The event was vetoed if any signal was observed in the AM,
PA, SA, VA2-VA4, DRAN, MA or LGA. VAl was not used because of the activity in that
counter induced by interactions in the regenerator. The BA rejected events if more than
5 GeV was observed in the first two thirds of that counter and under 10 GeV in the last
third. These vetos helped to reduce the number of triggers from 37° decays with missing

particles.

A minimum signal of 25 minimum ionizing particles was required for the CA to reject
the event, well above the level for the CA to be fired accidentally by stray particles from

photon showers in the calorimeter.

Hadronic events (such as K — 7+7"x® decays) were rejected when an energy deposit
equivalent to 5 or more minimum ionizing particles was observed in pl. Finally, any activity
in the regenerator anticounters (RAs) would veto an event.

At the second level of trigger, a factor of ten reduction in the trigger rate was obtained
by counting the number of isolated clusters of energy in the lead glass with the HCF. The
HCF needed about 20 usec to count, which was too slow to form part of the first level
trigger, and entered at this level as a veto (if necessary) before the much longer (750 usec)
digitization process of the ADC channels started. Events with four clusters were accepted
as candidate 27° events. We accepted 0.05% of all first level triggers independent of the

HCF information in order to monitor the operation of the HCF.
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During the 27° running, events with 6 HCF clusters were accepted in addition to the
4 cluster events to obtain a sample of 37° decays for studying the detector and systematic
effects. For most of the run, these events were prescaled by a factor of 8, though for the

last 20% of running, all 6 cluster triggers were accepted.

3.8.2 Charged Triggering

The first element used for the 7 ¥« ™ trigger was supplied by the T and V hodoscopes in
the HDRA. We required that a pulse height greater than the equivalent of 1.5 minimum-
iomizing particles be seen in sum of signals from either the T hodoscope counters or the V

hodoscope counters.

The B and C hodoscope banks were used to define a topological trigger which took
advantage of the symmetry of the two-body n*7~ decays. In the B bank, at least two
distinct paddles had to be hit by a minimum ionizing particle, with one particle in the left
half of the bank and the other in the right half. As Figure 16 shows, a central counter
could satisfy either the left or right trigger requirement. Because the beam holes straddled
the vertical center of the detector, the requirements on the C hodoscope bank were not
as severe. The {rigger required at least one minimum lonizing particle to fire this bank.
There was also a requirement that hits be seen in top and bottom “halves”, but now there
was a substantial overlap (2 staves on either side of center) in the definition of “top” and

“bottom”.

Kp3 decays were rejected online by veloing events when a minimuim ionizing particle
was detected in the p2 scintillator bank. Vetos from signals in the lead lucite counters of
the VA4 and LGA banks helped reduce the trigger rate from w7~ #° decays with at least
one photon directed outside of the lead glass. Studies from the beginning of the run and
our experience with the previous test run [81] indicated that it would be very difficult to
reject the Ke3 decays at the trigger level without potentially introducing a bias into the
sample of 7¥7~ decays collected. We therefore made no attempt to reject these events

online, deferring their rejection until an unbiased offiine analysis was made.
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As in the neutral trigger, the regenerator anti counters vetoed inelastic kaon scatters.

Activity in the mask or pinching anti also vetoed an event.

The trigger rate was reduced 30% by a second level trigger that required the second
drift chamber to have hits registering in both its left and right halves. There was no overlap

region in this case,

3.8.3 Other triggers

In addition to the triggers discussed above, there were a number of special purpose

triggers collected simultaneously with the w= triggers. The most important of these were:

e “Accidental” triggers, which were used to study the effects of random activity in
the detector, and to determine the sources of such activity. The trigger source
was a scintillator telescope aimed at the target pile, but out of the line of sight
of the detector. The trigger rate was therefore proportional to the instantaneous
beam intensity, but did not depend on the presence of activity in the detector.

This trigger will be discussed further in Chapter 10.

e The “pedestal” trigger, which randomly triggered the readout of the fuil lead

glass array without any readout threshold applied.

e The “flasher” trigger, which flashed the xenon lamp used to monitor the photo-

tube gains throughout the run.

o The Ku3 trigger, which was identical to the 7+~ trigger except that the u2 '
bank was required to fire, rather than being in veto. This allowed us to collect

and study K, — 7¥uFy, decays.

These and other more minor triggers constituted 7% of the recorded triggers. The

pedestal triggers were collected between spills as well as during the spill.
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3.4 The Run

The data collected for this analysis were obtained at Fermilab over the period August,
1987 through February 1988. The total data sample occupied approximately 5000 9-track
data tapes. The details of the run and of the first data analysis pass have already been
described in detail in references [74] and [75]. Rather than repeat those discussions, only a

few details relevant to the remainder of the thesis will be covered here.

The data collection was initially divided into periods where either 2% or 717~ decays
were collected. Because we initially collected neutral data with the lead sheet present at
the HDRA, 7tr~ events could not be collected simultaneously with 27° events in these
early runs. We alternated collection between charged and neutral running to ensure that
we obtained an adequate sample of each mode. The proton beam intensity, the number of
raw triggers recorded on tape, and the lead sheet status are summarized for each of these

sets in Table 4.

Table 4. The characteristics of the # 17~ and 279 data subsets.

Subset | Proton Beam Intensity Pb Sheet 2x° Triggers m%x~ Triggers
(102 per spill) Installed to Tape (10°) to Tape (10%)

C1 0.3 No - 16

Ni 2.0 Yes 44 -

Cc2 0.3 No - 70

N2 2.0 Yes 36 -

C3 0.3 No - 82

N3 2.0 Yes 22 -

N4 2.0 No 8 -

C4 0.3 No - 75

NC 0.8 No 61 61

At the end of the neutral subset N4, one of the drift chambers had to be brought off-line

temporarily. Since the neutral conversion trigger which required the Pb sheet (and the
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charged trigger) was of no use without all chambers operating, it was decided to study 27°
collection with only the nonconversion trigger described above. The success of this test
lead us to abandon the Pb sheet and conversion trigger in favor of collecting 27° and 7+~
events simultaneously in the subset NC. This was the first time in any experiment that all
four of the K — nw decay modes were collected simultaneously.

Our earlier published result [50] was based on 80% of the data in the NC sample, which
will often be referred to as the NCa subset later in the thesis. The results of analyses of
each individual subset will presented in Chapter 10 as part of the systematic discussion.

Varions special data samples were collected in short runs interspersed throughout the
entire run. The two samples of most importance were used for calibrating the lead glass
and aligning the chamber system. These will be discussed further in Chapter 4.

The analysis of this data essentially occurred in two stages. A first pass was made
through all of the “raw” data tapes using preliminary calibrations of the detector elements
and very loose analysis cuts. The cuts were designed loose enough that minor changes to
the final calibrations would not change the final event sample. Candidate event types were
identified and split into much smaller subsets of data summary tapes (DSTs). The data
samples obtained included very large samples Ke3, 37 ntx~ 7% decays of the kaon, along
with many samples useful for searching for very rare kaon decays. It is the final analysis
and background subtraction of the 7# samples from this first pass analysis that is the focus
of this thesis. Along the way, though, we will meet many of the other data samples we
collected, particularly the Ke3 and 37° samples.

The first step will be to review the calibration and alignment procedures used by this

experiment. We will then move on discuss the analysis of the 7 samples themselves.



CHAPTER 4

CALIBRATION AND PERFORMANCE

To successfully analyze this experiment without ultimately being limited by systematic
uncertainties, we had to understand the detector very well. Perhaps the greatest efforts in
analyzing this data set went into the calibration of the lead glass calorimeter and of the
chamber system. The most difficult challenge was to understand the energy scale in the
measurement of the 27° decays 1-'ela.tive to that of the #¥x~ decays to the order of 0.1%.

This placed stringent requirements on the lead glass calibration.

The overall acceptance of the detector also had to be measured well over the course
of the experiment, which meant that the positions of the defining apertures had to be
tracked accurately over time. The most precise way of monitoring the effective edges of
each counter was to measure the position and shift of each aperture edge with the large
sa.mf)le of electrons from Ke3 decays. Since one of the apertures was almost 50 m upstream
of the first chamber, the best possible resolution was required of the drift chamber system
for accurate pointing. Furthermore, the alignment of the drift chambers relative to each
other and to fixed reference points in the detector had to be precisely tracked.

The calibration of the lead glass calorimeter using electron samples obtained in special
calibration running has already been described in detail in reference [74]. The gist of the
procedure will be reviewed, and the application of the technique to the sample of Ke3

electrons for the final set of calibrations will be discussed here.

This chapter will also discuss the alignment of the drift chamber system. The conversion

69
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of drift time to drift distance has been described in reference {76}, and will only be reviewed
briefly here. The alignment procedure will focus on the methods used in the charged mode

sample, since the chambers played a2 minimal role in the 27° analysis outside of calibration.

4.1 Drift Chamber Calibration and Alignment

4.1.1 Review of Time to Distance Conversion

The most fundamental calibration of the drift chamber system was the determination
of the drift time to drift distance relationship. The quality of the calibration affected the
resolution in every analysis, including the accuracy of the alignment procedure, so the first
step in the chamber calibration and alignment was to determine this relationship.

The time to distance calibration was a straightforward procedure. It was based on the
assumption that the ilumination across a cell is uniform, which is a good assumption when
averaged over all the cells in a single plane. Since the cell size is fixed at 6.35 mm, the
time distribution (Figure 13) can be inverted and a signal arriving n nanoseconds after the
earliest time corresponds to a distance d, given by

n N
d, = 0.00635 (Z t;/ Z)t;) , (4.1)
i=1  i=1
where {; is the total number of events arriving in the bin corresponding to ¢ nanoseconds
after the earliest time, and N is the total number of bins, This was done separately for each
of the 16 sense planes.

The algorithm implemented was more detailed than this, since it corrects for effects
like nonuniformities in the response across a drift cell. A detailed description of the full
algorithm is in reference [76).

The detailed shape of the time to distance conversion will change as a function of time
for several reasons, including changes over time in the precise ratio of argon and ethane
in the gas mixture. The gas mixture was flowed continuously through the drift chamber
system, and a new gas bottle was added to the gas supply about once every day. A time
to distance calibration was done on average once every several days of running to prevent

drifts in the calibration from seriously degrading the resolution. A plot of the resolution as
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Figure 17. The average resolution in the smallest (circles) and largest (squares) drift
chamber as a function run number.

a function ‘of time for the smallest (1) and largest {4) chambers in the z view is shown in
Figure 17. When operating conditions were optimal, several of the chambers achieved close

to or better than a 100 micron resolution in each plane.

4.1.2 Chamber Alignment

The alignment of the drift chamber system was performed in two basic steps. The first
was an internal alignment, where the positions of the chambers were determined relative
to each other. After this first adjustment, the positions of the chambers were measured
relative to the rest of the detector using the lead glass calorimeter and the production
target as fixed reference points. The goal was to locate the chambers relative to themselves
and to an external reference frame as a function of time with an accuracy approaching 10
microns.

The internal alignment itself involved two procedures: one to fix positions of the inner
chambers in a coordinate system defined by the two outer chambers, and one to remove

any residual rotation (about the z axis) between the outer chambers. The former procedure
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Table 5. Rotation of the y view sense wires away from the perpendicular to the ¢ view
wires. For a positive rotation, the y wires are too high on the 4z side of the chamber.

Chamber 1| 2 3 4

Rotation (prad) | 0 | 47 | 198 | -150

could be accomplished by studying tracks that pass straight through the chamber system
when the analysis magnet is off. To remove the true rotation between the outer chambers,
however, we need events with at least two charged tracks originating from a common vertex.
The measurement of the apparent “motion” of the production target and the calorimeter
then yielded the motion of the outer chambers in a fixed coordinate system.

The most important alignment constants were the transverse offsets for each chamber
and the rotation of the chamber about the z axis. The complete set of constants were
generally updated once every day of running in the #¥«~ data set, while the transverse
offsets were adjusted two to three times a day.

We initially surveyed the chambers into position such that the maximum rotation about
the = or y axis was of order 1 mrad or less. The only sizable affect from a rotation about
these axes is to introduce an apparent offset between the two sense planes in a view?.
All other effects, such as an apparent decrease in the cell size or transverse profile of the
chamber, vary as the cosine of this angle and are negligible at the level of precision we
needed.

Before the algnment procedure could begin in earnest, we had to know the relative
angles between the = and y planes. The deviations from a 90° angle, listed in Table 5, were
obtained from a survey of the chamber wires made during chamber construction. These
values could be verified for consistency with the data, but were difficult to extract absolutely
for reasons that will be outlined below. The accuracy on the survey measurements varied
from 30 prad in the smallest chamber to 20 prad in the largest. If the & wires were vertical,
a positive rotation 8 of the y wires away from the horizontal corresponds to y wires which
are too high on the += side of the chamber.

The diagram in Figure 18 helps make the sign convention above clear. Suppose the solid

'There is a 1.1 em separation between the sense planes of the two views.
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Figure 18. The effect on the measured coordinate of a particle if the ¢ and y chamber
sense wires are not perpendicular.

vertical line represents an z-view sense wire at £ = 0, and the other solid line represents
a y-view wire rotated away from its optimal horizontal position by an angle 8. For a

particle passing through the point x, the measured positions in the chamber system will be

(zdrift, Yarige). Then the true y position y, is given by

Y = Ymcosl+ (zm + ymsinf)tand (4.2)

R Ydrift + Tarifed, (4.3)

where the latter is true to the accuracy we needed for the sizes of the angles given above.
The angles given in the table have the same sign as the definition of 4.
For the rest of this discussion, we will assume these corrections have been made, and

hence that the 2 and y measurements from a given chamber are in an orthogonal coordinate

system.



74

4.1.2.1 Internal Alignment 1: The Muon Samples

The first step in alignment was to orient the second and third dzift chambers in a system
defined by the two outer chambers. The procedure used special samples of muons collected
when the analysis magnet was turned off. This yielded a sample of tracks with a straight

trajectory in both the z and y views through all four chambers.

The trigger used to obtain this muon sample simply required a coincidence between
the B hodoscope and the p2 hodoscope. Since muons originated in the beam dump as
well as the target, no requirement on the T or V hodoscopes were made. The sample of
muons thus obtained had a broad illumination over each chamber. Roughly 50,000 B - i
triggers provided an adequate sample for chamber alignment, and such a sample could be

accumulated very quickly, generally in a few spills.

Offline cuts removed out-of-time tracks and accidental coincidences. In addition, only
high quality tracks were accepted: all 8 planes in each view had to be hit, and every sum-of-
distance (which uses only drift times and hence is independent of the plane offsets) had to
be within 450 microns of the nominal cell size. The latter minimized biases in the measured

offsets due to é-rays.

Once a suitable track was identified, a line segment in each view was defined by fitting
to the = and y track positions measured in the first and fourth chamber. The difference
between the track projection and the measured position for each z (y) plane in the inner two
chambers was then recorded as a function of the y (2) position of the track in that plane.
A plot of this residual in one of the y planes in chamber 3 versus the = track projection is
given in Figure 19a. A linear fit to the residual versus position, as in Figure 19b, yields the
offset and rotation for each plane.

In general each B - p samples had a statistical precision of 1 to 2 microns for the
average plane offset and 3 microradians for the rotation. In systematic studies, however,
the reproducibility of these measurements seemed to be closer to 5 microns for the offsets
and 10 microradians for the rotations.

While this method can accurately align the inner two chambers in a coordinate system

defined by the outer chambers, there remain degeneracies in the system because of possible
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misalignment between the cuter two chambers. If there is a rotation ¢ around the z axis
between the outer chambers, then the coordinate system they define will leave a “screw
rotation” within the alignment, where the ith chamber will be rotated out of true alignment
by an angle ¢; = (2 — 24)/(21 — 24), where 2; is the location of the ith chamber. This
rotation cannot be removed using only the single track B - it events. The same degeneracy
which prevents this measurement also prevents the absolute measurement of the angle
between the = and y planes mentioned above. The next section will discuss removing these
angular degeneracies.

One last useful piece of information can be gleaned from the B - px sample. For each
pair of planes in one view of a chamber, the effective separation (relative to the nominal
separation of 6.35 mm) can be obtained from the distribution of the difference of the offsets
measured in each plane. The measured separation will have contributions both from a
true separation and from a chamber rotation zbout the z (or y) axis, as mentioned earlier.
The ¢ view distributions from the B - p alignments are shown in Figure 20. The different

histograms for chamber 1 correspond to time periods between work on that chamber, where
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Figure 19. The residual between the measured and predicted position of a muon track
in the downstream y plane of chamber 2. (a} The residual versus the = track projection.
(b) The variation of the mean y residual with the z position, and the best fit line.
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Figure 20. The deviation of the effective separation between two z planes within a
chamber. (a) Chamber 1 - the three different histograms correspond to groups of B - i
alignments between major chamber work. (b) Chamber 4 - little work was done on this
chamber during the run.

changes in the y chamber rotation shift the effective offset. To refine the alignment, the
two offsets for one view of a chamber were averaged, keeping the separation between the
two planes at the average separation in a time period between work on that chamber.

The difference in the rotations between a plane pair can also be measured this way.
There are no contributions to the measured difference aside from a true physical rotation of
one plane relative to the other. The measured differences were within 8 prad for all plane

pairs, well within our desired tolerance.

4.1.2.2 Internal Alignment 2: Removing Screw Rotations

The next step in aligning the chambers was to remove any screw rotation in the system
induced by a difference in rotation around the z axis between the first and last chambers.
Decays with two charged particles in the final state provide a convenient sample for this

measurement because the trajectories of the two particles lie in a plane. If, however, there
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is a rotation ¢ between the chambers measuring these trajectories, then this will twist the
two measured tracks out of a common plane.

The trajectories of the tracks coming from the vertex were measured in the two chambers
upstream of the magnet. Let us consider the effect due to a rotation between these chambers.
Let 1, = (62,,8y,,1) and f = (8s,,0,,,1) be the direction tangents for the two charged
particles @ and b, respectively. Also let &, = (Za;,¥a;, 2:) and Ty, = (@p;, Us;, %) be the
positions of the two particles in chamber ¢ (i = 1,2), and let 7; = &, — &4; be the separation
vector of the two particles in the plane of chamber {. For the true trajectories, the triple

product

d,=f;>(ﬁ,"?1=0

because 7 lies in the plane defined by 7, and %
Now suppose that chamber 2 is rotated by an angle ¢ relative to chamber 1 and that

this rotation is not corrected. The measured direction tangents become

0w Y _ | Gl redim
9::: (y;zz — Yoy )/221
9. 2sin%(¢/2 s To /2
_ a + (¢/ ) in ¢ z/ 21 (4.4)
by —sing  2sin? % Yo / 221
0., 11
= +
Bya 69‘90:

for each of the tracks @ = [a,b]. Here 227 = 23 — z; is the separation between the two
drift chambers. The track tangent vectors will be distorted by fi;‘ =t + Aly, with AL, =
(86020, 66y, 0). This will in turn change the triple product d, to
n —
d:n = t_;n X tb T

= (fa X Al + Aty x B) - 7y (4.5)

= (80 — 60yp)r1. + (802 — 60ca)r1,

-4 = X —
= n2n sin ¢ + 2—~-——(T‘2 )

. 2@
sin” —
221 Z9y 2

where we have used the fact that the true triple product vanishes and that
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AL, x Al L 7).

The chambers were surveyed into position to limit the size of ¢ to a few hundred prad, so
in our sample d7* & |71]|72|$/ 221 to a very good approximation. We measured the variation
of d7* with |7(||72] in the charged mode using samples of Ke3 decays obtained near the
time of each B . p alignment. Figure 21 shows a plot of this dependence for one of the
alignments. zy; is known to better than 0.02%, so ¢ can be extracted from the slope ¢/z12
of this dependence with accuracies in the range of 5 to 10 pyrad. Figure 22 is a plot of ¢
as a function of time throughout the 7+7~ running. The variation is quite smooth, with

occasional breaks or isolated points due to work on the chambers.

A much smaller 77~ %% sample obtained during 27° running was used to measure

¢ for the remaining alignments. These measurements are also shown in Figure 22. The

%°=0.68
slope=21.3440.62 pm/m* =

¢,=140.414.1 pirad ‘
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Figure 21. The variation of the mean of d7* with |#||7;| for one subset of Ke3 decays.
The slope of the fit line is the ratio of the rotation angle and the separation between the
first and second chambers .
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chambers are not used extensively in the neutral mode, so the poorer accuracy of the
7t 7~ 7% measurements does not pose a problem.

Once the absolute rotation ¢ between chambers 1 and 2 was known, the rotation between
chambers 1 and 4 was inferred by comparing ¢ to the rotation of chamber 2 obtained with
the B - p alignment, and the screw rotation was then removed from the chamber system. In
principle, the measurement of the angle between the ¢ and y views of a chamber could have
be refined by studying the variation in ¢ as the decay plane varied from horizontal through

vertical, but the values from the survey were sufficiently accurate for our purposes.

4.1.2.3 External Alignment

The final stage in the chamber alignment was to align the chamber coordinate system
to a coordinate system using the lead glass calorimeter and the production target as fixed

points. Both the glass and the target provided fixed points in = and ¥y, giving us a line

180 [
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el .
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g 120 B
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g 100 E
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5 = ¢
40 =
20 G i -
0 Evadgiboa by Liiicd L
0 20 40 60 &0 100 120 140) 160 180 200

Day into Run

Figure 22. The rotation of chamber 2 about the z axis relative to chamber 1. The sohd
circles are measurements obtained with Ke3 decays accumulated in charged mode running.
The open diamonds are measurements made with 77~ 7% decays collected during neutral
running. The gaps correspond to periods when no m# data was collected due to accelerator
shutdowns, etc.
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Figure 23. Distributions of the difference of measured track and cluster positions before
alignment. (a) The overall track position - cluster position in the y view. (b) The average
track position - cluster position in the y view versus row.

of sight for aligning the chamber centers. The lead glass also provided a measure of the

chamber rotation angle about the line of sight.

The electrons from the Ke3 decays gave us information about the position of the chamber
system relative to the lead glass via the comparison of the track projections at the glass with
measured cluster position in the calorimeter. The average difference of the track and cluster
positions integrated over the entire calorimeter gave a very good measurement of the average
offset between the chamber system and the calorimeter. The overall difference between the;
track and cluster positions is shown in the y view for one alignment in Figure 23. The
resolution on the cluster position measurement was 2.5 mim, and there were ample statistics
to obtain the mean positions to better than 10 microns.

To obtain the rotation of the chamber system relative to the lead glass, the = (y)
difference was studied as a function of the row (column) of the central block. There is a

bias in the reconstructed cluster position as a function of the angle of the incoming particle of
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order 70 pm/mrad, and by averaging the = (y) track-cluster difference over a row {column),
this bias averages out. As Figure 23 shows, there were nonstatistical fluctuations in the
measured difference from row to row and column to column of the order of 50 microns.
These result from small uncertainties in the true positions of the blocks. The average
trend in the = and y views both imply a rotation of about 300 microns, with an estimated

systematic uncertainty of 50 urad.

The data used in Figure 23 corresponds to 1 B -y alignment. For the other alignments,
the track-cluster difference as a function of row or column were studied relative to that
already shown. This gave a much smoother variation and hence we were able to determine

the variation in the rotation from alignment to alignment quite accurately.

The apparent glass motion as a function of time is shown in Figure 24. In the neutral
mode, we did not have enough statistics to measure the rotation, so the rotation measured
in the closest charged mode sample was used. Tracking was not critical in the neutral

analyses, so this did not pose any serious problem.

With one fixed point and the rotation measured at the glass, all that remained was
to measure the target position. A large sample of A — pr decays in our vacuum beam
provided a very accurate measure of the position. At our energy, the A’s could be very
cleanly identified by requiring p,/pr > 3, and Ex > 130 GeV. Track quality cuts similar to

those in the B - i sample and cuts to eliminate background from K decay were also made.

The average target position measured with the A’s for one alignment is shown in Fig-
ure 25. The single event resolution on the transverse target position was about 3 mm, and
there were generally 50,000 to 100,000 A events available for each alignment. The apparent
horizontal and vertical motions of the target from alignment to alignment are shown in
Figure 26. In general the structure in the plots is real, and corresponds to a slow small shift
of the chambers. An apparent motion of the target is highly amplified relative to the actual
motion of the chambers because of the long lever arm from the first chamber to the target
relative to the separation between the two chambers. A 1 mm shift in the target position
corresponds to only a 120 micron motion of the upstream chamber. During neutral running,
the target positions were measured with K, — 77« 7° decays in the vacuum beam, and

have also been plotted in Figure 26. We actually have sufficient statistics in the A sample to
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Figure 24. Apparent lead glass motion due to motion of the drift chamber system. (a)
Transverse motion — the solid circles show the = motion, and the open circles the y motion.
(b) Rotation about the z axis.

track the motion of the chamber system on a much finer time scale than the time befween
B - i Tuns.

We corrected the chamber system alignment based on the apparent target motion once
every run, which generally corresponded to once every eight hours of data-taking. The first
three points of Figure 26 have been expanded in Figure 27 to show the detailed apparent
target motion, and how smooth the variations were in general. These adjustments made
a small but noticeable improvement in the measurement of the transverse momentum of

coherent kaons in K — w¥n~ decays.
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Figure 25. The projected location of reconstructed A decays from the pm decay mode
back to the plane of the target. (a) z projection. (b) y projection. There are also some
ppit decays included.

This completes the discussion of chamber alignment. Because of the numerous large
data samples that we were able to collect using a simple, unbiased, two track trigger,
we have been able to successfully track the chamber motion as a function of time at the
20 micron level, where most of the uncertainty comes from the motion of the chambers
between the alignments. This was very beneficial in later stages of the analysis, as it made.
the determination of the positions of the limiting apertures much simpler than it might

otherwise have been.

4.1.8 Chamber Efficiencies

In general the chamber efficiencies were very good, with many of the planes having
efficiencies of 99% or greater throughout the run. Some of the spot checks of the average
efficiency for several of the planes during charged mode running are plotted in Figure 28.

The one problematic plane was the inner y plane of chamber 1. As seen in the figure,
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the efficiency of the chamber degraded as the run progressed. This plane became increas-
ingly sensitive to late arriving drift particles as the rate of outgassing within the chamber
decreased. The late particles probably originated in the dead region between the z and
the y high voltage planes. As the outgassing subsided, particularly in the smallest first
chamber, there were fewer molecules that could trap these slowly drifting particles. If one
shifted the chamber TDC distribution to view the tail of the distribution for this plane
for this plane and also for an efficient plane, the observed distributions turned out to be

markedly different (Figure 28). There were almost no late times in the efficient plane, while
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Figure 26. The apparent motion of the target position due to the motion of the drift
chamber system as a function of time into the run. The motion has been tracked with
A — pr decays (solid circles) and K, — wTa~7n° decays (triangles). (a) Horizontal (%)
motion. (b) Vertical (y) motion.
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in the inefficient plane there is a broad distribution of late arrival times. These late arrivals
reset the TDC, making the wire look inefficient in normal operation. The area under this
late arrival peak relative to the area under the signal region is very close to the observed

chamber inefficiency.

This problem was alleviated somewhat by bringing inhibit signals to the TDCs as fast
as possible. The change in the inhibit timing resulted in the abrupt increase in efficiency
in this plane. Because of the distant location of the TDCs from the trigger electronics, it
was not possible to inhibit all of the late arrivals, and we were therefore left with a residual
inefficiency in this plane. The tendencies are zalso visible in the inner planes of chamber 2,
such as the X plane plotted in Figure 28, but have disappeared in the two chambers farthest
downstream. The problems were alleviated as one goes downstream both because accidental

activity in those chambers was lower, and because the extra time of flight of the charged
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Figure 27. The apparent motion of the target position due to the motion of the drift
chamber system as a function of time into the run over the first several alignment periods.
The motion has been tracked with A — pr decays. Left: Horizontal (z) motion. Right:
Vertical (y) motion.
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Figure 28. Chamber efliciencies during several of the #*7~ runs. One of the four planes
from each chamber has been plotted. These efficiencies were measured using pions.

particle (roughly 20 ns between each chamber) gave us sufficient time to inhibit the late

arrivals.

The other planes in chamber 1 were not seriously affected by these late hits. The inner
z plane had efficiencies similar to the = plane shown for chamber 2, while the outer z and
y planes had efficiencies in excess of 99.5%. The effect of this inefficiency on Re(e'/e) turns
out to be negligible. On one hand, the tracking efficiency was not seriously affected since
the only seriously degraded plane was a v plane in which the tracks do not bend. Since the y
track finding requires only 5 out of the 8 planes to register a hit, and all of the other planes
are very efficient, the change in the probability that we lose a track is small (on the order
10™*). On the other hand, since we collect the decays from the vacuum and regenerator
beams simultaneously and since the problem occurs uniformly across the chamber, the
inefficiency affects the K and K, samples identically. This leads to the cancellation of any

induced inefficiency in the single ratio for the 7+7~ decay mode.
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Figure 29. Raw chamber TDC times measured using a delayed common stop. The
solid arrows indicate the position of the latest TDC times collected with normal running
conditions. (a) Inner Y plane of chamber 1. The solid histogram was collected using no
inhibit. The dashed histogram was collected with the standard inhibit time relative to the
common stop for that chamber. (b) Outer Y plane of chamber 4. The small arrow indicates
the standard inhibit timing for this plane, and the large arrow the maximum drift time used
for tracking. Note the shift of this inhibit time relative to the inhibit timing in (a).

4.1.4 Momentum Scale

The last component of the chamber calibration and alignment was the tuning of the
momentum scale. While a survey of the magnetic field was able to map the shape and
obtain the scale at the 0.2% level, the overall scale of the field would change slightly when

the magnet polarity was reversed. During the last two charged data sets (C4 and NC), the
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Figure 30. The magnetic field correction factors. The corrections are grouped into three
magnet configurations: “normal” polarity with a 200 MeV p, kick (solid circles), normal
polarity with a 100 MeV p, kick (hollow triangles), and reversed polarity with a 200 MeV
P kick.

polarity was reversed about twice per day to allow a possible measurement of the charge

asymmetry in Ked decays.

The 7+7~ mass is given, to a very good approximation, by

2 2 2, 2m2pi + P}
Mg — 25 = pip2 (9 + p”l—m%ﬁ;) : (4.6)
If the scale of the magnetic field shifts by a small amount 8, then each of the momenta will
be shifted by that amount. When 3 is small enough, the dominant effect on the mass is
to have Am +,.- /mg = const X §. Hence by monitoring the reconstructed ;mass, we were
able to improve the average accuracy of the momentum measurements, and map the shifts
in the magnetic field strength as a function of time. The resulting scale shifts are shown as
a function of time in Figure 30. A clear shift of 0.1% can be seen between the field strengths

for the two polarities. A small correction to the assumed ratio between high field strengths
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and low field strengths was also necessary. The step near 150 occurred after work was done

on the power supplies for the magnet.

4,2 Lead Glass Calibration

After the chambers were aligned and the momentum scale calibrated, the lead glass was
calibrated by comparing the momentum of an electron measured in the charged spectrometer
to the energy of its shower in the calorimeter. The goal of the calibration was to understand
the mean response of the calorimeter at the 0.1% level. The calibration ultimately yielded
a measurement of the nonlinearity and the gain for each of the 804 blocks

There were two samples of electrons used for this calibration. The first sample was
obtained from special runs where et e~ pairs were created by converting photons in the beam
with a copper foil. Calibration magnets upstream of the chamber system (see Figure Tb)
separated the ete™ pairs vertically and horizontally so that each particle could be separately
tracked in the chamber system. By adjusting the magnet settings, the electrons could be
swept to illuminate the entire glass.

The calibration program using these special calibration electrons was very successful,
and allowed us to understand the overall calorimeter response within 4:0.2% over a 50
GeV range (Figure 31). The largest drawback was a lack of statistics, particularly in the
few outermost rings of blocks in the array. The outer blocks also suffered because of an
insufficient lever arm in momentum, which was needed to obtain an accurate measure of
the nonlinearity of each block.

To probe the calorimeter response further, we had to turn to an electron sample with
much higher statistics. With the calibration electron gains, it was very simple to isolate a
second sample of electrons: those from Ke3 decays. Almost 40% of the sample of charged
triggers were identifiable Ke3’s, leading to a total sample of 120 x 10° electrons potentially
available for calibration. For the same calibration shown in Figure 31, the electron response
versus energy reveals structure (Figure 32) only hinted at by the calibration electron sample.
Note that for this analysis, we will only be using 27° decays with a maximum photon energy

of under 60 GeV, where the ete™ calibration is quite good.
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Aside from different cuts to clean up the electron samples, the procedure to extract the
two calibration constants for each block was essentially identical in both the calibration and
Ke3 electron samples. The calibration procedure and the calibration electron sample have
already been described in detail in reference [74]. A brief review of the model of the lead
glass response and its impact on the calibration procedure will be presented here, but this
section will focus on the identification of the Xe3 sample and on differences in the details

of the calibration.

4.2.1 Review of the Lead Glass Response and the Calibration Procedure

As we mentioned in the previous chapter, the absorption of the Cerenkov radiation as it
propagates through the lead glass leads to an intrinsic nonlinear response of the calorimeter.
This essentially breaks the shower reconstruction algorithm into two pieces: to determine
the number of photons present at the back of a block given the observed number n; of ADC
counts in that block, and to determine the energy of the original showering particle given
the measured number of photons present in the 3 x 3 cluster of blocks for that shower. The

first step requires the measurement of an effective “gain” for each block. This one number
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Figure 31. Mean value of the ratio of cluster energy to track momentum (E/p) versus
momentum for electrons and positrons in one of the et e~ calibration sets.
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will be the result of many effects, including the quantum efliciency of the photocathode,
the fraction of area of the block covered by the tube, the actual phototube gain, and the
conversion constant for that ADC channel. The second step relies on knowledge of the
block’s absorption e and of the variation C(E, a) in the Cerenkov light present at the back
of the block for an incoming particle of energy E. We will first outline the procedure used

to predict the response function C(E, ), and then describe the eTe™ calibration procedure.

Cerenkov light is produced at an angle cos 8¢ = 1/8n, where n is the index of refraction,
so the light reaching the back of the block will have travelled farther than the distance from
its production point to the back of the block. In the lead glass, with = = 1.6, the production
angle is 51°, so most of the light produced will have to be reflected at least once by the side of
the block before reaching the back. Because neighbouring blocks are not in optical contact,
any light not reflected will be lost. For particles with § = 1, 8¢ is equal to the critical
angle for total internal reflection, so the light from shower particles travelling parallel to

the longitudinal axis of the block will be completely contained within the block. For shower

1.02

1.015

N

1.01 — +++ +
& : Mass 4
=
m C ++
1.005 — +++++++
- -
L. H-.-
-+ - Fagd
1 = - . Faad
- - -
- -t »>a
0_9953111|l|11|l||111;i|1l||||_
0 20 40 60 RO 100

Electron Momenfum (GeV)

Figure 32. Mean value of the ratio of cluster energy to track momentum (E/p) versus
momentum for electrons and positrons from Ke3 decays using the gains from the ete~
calibration set of Figure 31.
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particles produced off-axis, a small amount of light will be lost, but we neglect this in our
model.
Assuming a uniform absorption &' within a block, the number of Cerenkov photons

present at the back of the block for an electron of incident energy F is
L 4 L
N(E,a) :gE/ F(B, f)ema (=t cosée gy (4.7)
0

where L is the length of the block, and § is the number of photons produced per GeV. The
function f(E,E) is the fractional amount of light produced at a depth £ radiation lengths
into the block, normalized such that [5° f(E,£)df = 1. Its shape as a function of £ is similar
to that of a gamma distribution [83]. A block’s absorption is always scaled by the same
factor 1/ cos O¢, so throughout the analysis we use an effective absorption a = o'/ cos .
A large number of electron showers were generated using the EGS {84] simulation pro-
gram to study the longitudinal shower distributions f(E,f?) and to provide a correction
table to map observed signals to frue energies, A detailed description of the characteristics
of these showers are presented in reference {74]. The 18 energies at which showers were
generated ranged from 0.25 GeV to 90.51 GeV and were evenly spaced in In E. We found
the position £,,4, of the maximum of the longitudinal shower distribution varied with the

energy of the incoming particle according to [74]
Cmaw = 1.0220n(E) + 3.15 (4.8)

with E measured in GeV and £,,,, in units of the 3.21 cm radiation length of the glass.

To obtain the response function C(E, «), N(E, a) was normalized to the total number of
photons §E produced in a shower and averaged over the ensemble of EGS showers generated
at the energy E. The response function was then defined as

N(E,a)

C(B,0) = (“p2) fer(e), (89)

where <>> denotes the average over the ensemble of showers at energy E. The function
ci{a) = exp(—(L~5.157)a) is very close to the response of a lead glass block with absorption
a to a 1 GeV electron. This response is also folded into our definition of the “gain”, that is,
the gain becomes the correction needed to map the ADC counts directly to the true energy

for a 1 GeV shower. C(E, a) then corrects for the different response at other energies. For
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this experiment, with most absorptions in the range of 3% to 4%, the corrections were in
the 8% - 10% range for typical shower energies.
The response function C{E, o) was fit reasonably well by a power-law behavior E =

(¥ n:/g:)?, with the power § given by
B = 1.00563 — 0.9106«. (4.10)

The deviations of the power-law from the proper correction C(, «) were under 1% [74].
While the deviations were too large to allow to simply use a straight power law behavior
for the cluster energy reconstruction, the near power-law behavior was still convenient. The
final nonlinearity correction depended on the energy E of the original particle, but E was
what we were trying to extract! Fortunately, C tends to vary as In E, so the approximate
power-law prediction sufficed to provide an energy prediction E, that we used to obtain the
proper correction C'(E,,a). As we shall see, the calibration procedures also made use of

this approximate behavior.

4.2.1.1 From electrons to photons

At this point, we need to remind ourselves that the ultimate goal of the calibration pro-
cedure is to be able to reconstruct the energies of photons from 27° decays. Unfortunately,
electrons begin to emit Cerenkov radiation as soon as they enter the calorimeter, while
photon showers do not emit any radiation until after the initial conversion to an e*e™ pair.
If the photon converts at a depth £ radiation lengths into the block, then the photon will
behave effectively as the sum of an electron shower with energy E, = «EF and a positron
shower with energy E, = (1 — )£, but in a “foreshortened” block of length L — .

We do not know the conversion depth o on an event by event basis, so we must make
a correction based on the average difference in response between a photon and electron of
energy E. We can generalize the definition of N{E, a) given in Equation 4.7 to depend on

the conversion depth, that is,

Lty _ ,
N(E, a,l) = _(}Ef " F(B, f)e (L0 cosbc gy (4.11)
0
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After defining C(E, c, £5) analogously to C(E, «), the average electron photon correction
R(E, a) can then be calculated as

L 1
R(E, a) = fo df, fo drP(lo, K)KC(KE, o, L) + (1~ 6)C((1 - K) B, a,4)],  (4.12)

The probability function P({p, ) is given by the Bethe-Heitler spectrum,

1

P(fo,ﬁ): (1+ 42C

TN+ (1= P+ (G - G- R),  (413)

where ( is the zeta-function. For an absorption of 4%, the electron-photon difference R has
values from 2% to 3% over the energy range of the photons we consider. Understanding
this difference between the electron and photon response is very important for the success
of the experiment, where we need to understand the average photon response at the 0.1%

level. We will evaluate our understanding of the response to photons in later chapters.

4.2.1.2 ‘The ete™ electron calibration

The method used to obtain the first set of calibration constants (g;, ;) for each block
with the ete™ calibration samples utilized the near power-law behavior of the lead glass
response. The procedure was an iterative one, where one first corrected the “measured

energy” E,, = Zn,—/g,- (and corrected for thresholds, etc. as described in reference {74]) to
3x3

a quantity E; that should behave like a true power-law, Ej e = Eﬁf.

The momentum p of the electron was measured in the charged spectrometer, and from
Equations 4.7 and 4.9 we see that we should have E,,/p = C(p, «;), where ¢; is the current
best guess for the absorption of the central block of the cluster. Using «; and Equation 4.10
to give the best power-law approximation, a correction factor given by

d= (%—’%) e (4.19)

was applied to E,, to give E! = dE,,.
A linear least squares fit to In B! versus In p was then done on an event by event basis,
one fit for each block. Each event was weighted with the expected smearing both from

the momentum measurement and the cluster energy measurement (see Equations 3.2 and
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3.1). The momentum p was used to calculate both the momentum and energy resolution
contributions to keep the fit stable from iteration to iteration. The slope of the fit gave a
corrected power-law 3’ from which a new absorption for the central block, o was inferred
using Equation 4.10. The intercept of the plot was taken as the correction to the gain of

the central block.

4.2.2 Ke8 FElectron Calibration

Had there been sufficient statistics in the ete™ calibration samples, the procedure out-
lined above would have sufficed to calibrate the glass. Unfortunately, there were not enough
electrons in the samples to determine the absorptions of blocks on the outer edge of the
array independently. Instead we had to rely on a functional form based on the distance of
the block from the center of the array to estimate these absorptions. Furthermore, there
were insufficient statistics to probe the structure near 16 GeV.

For the final adjustment of the glass calibration we turned to the Ke3d sample in the
vacuum beam. The Ke3 sample was initially identified by requiring that the ratio of cluster
energy to track momentum satisfied E/p > 0.85. This left a sample of 120 million events
in b different data subsets. However, hadronic showers by pions or protons satisfied this
requirement several percent of the time, leading to 2 contamination of several percent in
this sample. The following sections will describe the isolation of the electron sample, the

study of the structure at 16 GeV, and the final calibration.

4.2.2.1 Ke3 isolation

The largest backgrounds in the Ke3 sample came from A —» pr and K, — 7tz ~7°

decays. The A decays were quite easy to eliminate. For the laboratory energies in which we
are interested, the proton to pion momentum ratio satisfied p,/p, > 3. In order to survive
long enough to decay within our decay volume, the A’s also had to be very energetic. In
Figure 33, one can see a clear A peak in the reconstructed pr mass for Ex > 130 GeV,
but not in the 100 to 130 GeV range. The momentum ratio cut has already been applied

to obtain the samples shown. We are more concerned with rejecting background than
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preserving signal for this sample, so we reject any event with E, > 100 and with a pr mass
within 15 MeV of the nominal A mass. This mass cut minimizes contamination of the Ke3

sample by nongaussian tails on the pr mass distribution.

There were several cuts applied to remove the 7¥n~ %% decays from the sample. The
most powerful was to look at the kinematics of the two tracks, assuming the two tracks
were associated with charged pions. We could then examine the kinematics of these two
tracks assuming that the 7° was missing, as described in Appendix B. A plot of ky_g (see
Equation B.9) versus 77 mass is shown in Figure 34. The majority of the Ke3 decays have
an unphysical negative value for ky_g. However, for my, < mgo — m_o, the physically
allowed region for 77~ 7% decays, there is a small secondary peak from the background
ntx~ 70 events in the Ke3 sample. The region with the lighter shading corresponds to the

two dimensional cut my, < 373 MeV and ky_o > —0.04 GeV? applied to eliminate the

n+ 7~ 7% background.

30000
| — E>130Gev 1 w0000
i ¢ 100 GeV<E, <130 GeV ]
20000 - 30000
= ]
[h)
= 7
= ]
S .
£ — 20000
o
Q>) 4
W {0000 ]
10000
1.06 1.08 0.1 .12 114 116

prt Mass (GeV/ich

Figure 33. Reconstructed pr mass for a sample of Ke3 candidates with only a loose
E/p cut for Ke3 identification and the momentum ratio cut applied. The histogram shows
the mass for events satisfying Ep > 130 GeV, (left scale) and the circles the mass for
110 GeV< B < 130 GeV (right scale). The arrows indicate the applied mass cut.
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Another set of cuts were applied to the electron cluster shape. These inciuded cuts on
the broadness of the shower, originally designed to eliminate clusters with contributions
from two merged photon showers, and deviations of the relative track and cluster positions
that were significantly outside of resolution effects. The cuts were applied to reduce the
contamination of events with bremsstrahlung, but were also very effective at eliminating
showering pions. By studying Ke3 decays where one track is cleanly identified as an electron,
we can study the effect of these cuts on the other pion when it has showered and has a large

E/p. Only about 10% to 15% of these showering pions survived the shape cuts.

No cuts were specifically applied to reduce backgrounds from 7t7~ or Ku3 decays. A
Kp3 decay has to be doubly misidentified to make it into the final sample: the pion has
to shower and be identified as an electron, and the muon has to not fire the u2 veto to be
identified as the pion. The pions were required to have a momentum higher than 4 GeV,
and the probability of this double misidentification is of order 10~%. For the 777~ sample
there 1s a several percent chance for one of the two pions to shower and be identified as an
electron. When combined with the difference in branching ratios, the background is again
expected to be only of order 107* in the Ke3 sample. After the electron shape cuts, both
these modes will have residual contributions at the several 10~% level, which we did not

worry about.

The sample was also required to satisfy the Ke3 kinematics, with m,. < mgo and
p:L > —~0.005 (GeV/c)? (see Equation B.6). Some resolution smearing is allowed in the
Jatter quantity, which is plotted in Figure 35 before and after all of the background and

misreconstruction rejection cuts (except the cut on p:,:)

Finally, to avoid biases in the momentum and energy measurements, cuts were applied
to ensure that the electron track was cleanly reconstructed, and additional cuts were applied

on the track projections to keep the electron and pion well separated.

The final distribution of E/p before and after all cuts for the Ke3 sample from set NC is
shown in Figure 36. The studies of the lead glass that follow relied most heavily on this set
of electrons. From the reduction in the size of the tail on the high side of the distribution,
we can see that the background from hadronic background has been greatly reduced. The

remaining tail on the low side of the E/p distribution is mostly due to electrons that travel
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some distance down a small gap at the corner of the blocks? before showering, and it could

easily be reduced by cutting tracks which project near the corners.

4.2.2.2 The 18 GeV structure

As 16 GeV is near the low range to high range crossover point for the ADC modules,
there was always the suspicion that a relative high range to low range gain mismatch was
responsible for the behavior in E/p versus p in this region. The relative high to low range
gain for each ADC channel was measured with a bench test and with the flasher, but it was
difficult to get measurements more accurate than several tenths of a percent.

The illustration in Figure 37 helps to clarify the effect. In the ideal case, with the correct
high to low range ratio, proper absorptions, etc., the distribution of E/p versus p would be

flat. If the absorption was known properly, but there was a gain mismatch between high

2Caused by a 2 mm bevel along each long edge of each block
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Figure 35. The Ke3 kinematic variable p;; for Ke3 candidate calibration events after a

loose E/p cut only (solid histogram), and after all but the kinematic cut {dashed histogram).
The arrows indicate the analysis cut locations.
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and low ranges, a step would be introduced in E/p versus p, as in part (a) of the figure.
When one tried to find the best nonlinearity, it would try to compensate for the step, fitting
a curve similar to the line in (a). When we use this new nonlinearity, a measurement of
E[p versus p would give the residual between the measured E/p and the fit curve in (a),

yielding the tilted distributions in (b).

This is essentially the structure we see in Figure 32, except that the data is blurred out
because of differences in the crossover region and step mismatch from block to block. Using
the clean electron sample identified above, we have studied the variance of E/p versus ADC
counts for all blocks with electrons extending into the ADC high range. An example is
shown in Figure 38a, with a linear fit to £/p in both the high range and the low range. It
is straightforward to show that the necessary fractional correction to the high range gain
is simply the difference in E/p measured in the high range and low range at the crossover
point. We obtained this correction by extrapolating the high and low range fit in a block to

that block’s crossover point. After several iterations of this process, the process converged.

10°
= —  E/p>0.85 Cut Only
5 . - All Cuts
10~
50t
< E
™~ -
":'-:' -
5 107 =
L ",
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= “lry
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Energy / Momentum

Figure 36. The E/p distribution for electrons in Ke3 decays with only the initial
E/p > 0.85 selection criterion and (solid histogram) and with all other cuts (dashed his-
togram).
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The distribution of corrections is shown in Figure 38b. The corrections were reproducible

within 0.1%, both in this sample and an earlier sample of Ke3 decays.

4.2.2.3 Ke3 Calibration

After the above improved measurement of the relative high range to low range gain mea-
surements, and improved measurements of the rate-dependence of pedestal shifts within the
ADC modules, each sample of Ke3 electrons was used to recalibrate. Since the calibration
constants from the ete~ calibrations were already quite good, we did not try to make an
absolute measurement of the block absorptions as described above. Instead, we assumed
any residual between the electron momentum p and the energy prediction £ = E,,/C(p, @)

would be very close to a residual power-law p = E2#. The new absorptions were then given

101 — L —
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Figure 37. The distortion introduced into E/p by a 0.5% gain mismatch between the
high and low ADC ranges. Left: E/p versus p with a gain mismatch, and the best fit
nonlinearity nonlinearity which tries to compensate. The errors are representative of those
available for an individual block. Right: The difference between the distorted E/p and the
best fit nonlinearity. The linear fits in the high and low range regions yield a 0.51% +0.07%
measurement of the mismatch.
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One possible bias still existed from electron bremsstrahlung upstream of the analysis
magnet and radiative Ke3 decays. In both of these cases, when the electron momentum is
above 40 GeV, the analysis magnet did not bend the electron enough away from the photon
trajectory, resulting in a merging of the photon and electron clusters in the calorimeter.
Thus the cluster energy would appear higher than the measured track momentum. While
the electron cluster shape cuts should largely eliminate these events, we decided to limit
the maximum electron momentum for the NC set calibration to 30 GeV. The minimum

momentum accepted was 2 GeV.

After calibration, the resulting distribution of the mean of E/p— 1 vs p in the NC set

over a 100 GeV range is shown in Figure 39. The average electron response appears to
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be understood within 0.1% well beyond the 30 GeV maximum electron energy used in the

calibration.

In charged mode sets earlier than the NC set, the readout threshold on the lead glass
was 20 counts rather than 5. This made reliable calibration with the lowest energy electrons
more difficult. From studies on the NC set with a 20 count threshold simulated in software,
the calibration results could be reproduced quite reliably in the inner portions of the array
by changing the allowed electron momentum range to be 10 GeV to 60 GeV. In addition, the
higher threshold degrades the energy resolution, so an extra resolution term was added to
compensate for this when weighting the events. For the outer three rings, where radiation
damage was expected to be minimal, the absorptions obtained in the NC set were simply
scaled as a group. The measured scale factors were almost flat in time, increasing only

slightly as the run progressed.

For neutral mode sets earlier than the NC set, we tried to make the best use of all the

calibrations available to obtain the most reliable photon reconstruction. For the middle 10 x
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Figure 39. Mean value of the ratio of cluster energy to track momentum (E/p) versus
momentum for electrons and positrons from Ke3d decays using the Ked calibration gains.
The dashed box shows the momentum range used for the calibration.
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10 subsection of the array, the et e~ samples had sufficient statistics to provide calibration
constants. Because the beam intensity was highest during the 27° data taking, this inner
portion of the array tended to suffer most from radiation damage in these sets. The eTe™
calibrations were taken during each set, so they provide the best measure of the absorptions
at those times. For the rest of the array, the Ke3 constants were extrapolated to the
neutral sets using the flasher data. The constants from the two sets agreed very well on the

boundary of the 10 x 10 subsection.

4.3 Conclusion

This conciudes the discussion of the calibration of the components of the detector needed
to reconstruct the 7 decays. In later chapters dealing with determining acceptance and
modeling the response of the glass, the benefits of having preformed such detailed calibra-
tions will become clear. For now, we will turn to the discussions of reconstruction and

background subtraction in the 7T7r~ and 27 decays.



CHAPTER 5

ta™ ANALYSIS

The analysis of the #tx~ decay mode was the more straightforward of the two decay
modes. Our drift chambers gave us very good resolution, and allowed us to reduce the
backgrounds to a minimal level by employing only a few, simple kinematic and topological
cuts. Furthermore, the chamber response was very stable throughout the run, aside from the
change in one plane’s efficiency, and each chamber’s motion could be tracked very precisely
relative to the production target and the lead glass calorimeter. As a result, the charged
analysis has not changed substantially from that used for the result[50] based on 20% of
the data.

The following sections will describe the analysis and background subtraction for the
x¥x~ decays. For the analysis of both the 7Tx~ decay mode and the 27° decay mode
{following chapter), the reconstruction and analysis cuts are all blind both to the beam in
which the decayed occurred, and to the position of the regenerator (top beam or bottom
beam). This ensured that the regenerator beam and vacuum beam were treated identically
and avoided a major class of biases in the analysis. Only after all analysis was complete
were the events divided into the regenerator beam and vacuum beam subsets for background
subtractions, for comparisons to the Monte Carlo simulation, and for fitting. No cuts were

applied on decays from one beam that were not applied on decays from the other.

105



106

107 & ]
- 1
N — Regenerator beam 3
100 *  Vacuum beam :
2 = 1
.- 5
g E —; 10
N -
~ 107 k- ]
g - 4 10t
&3 - 3
10° ]
& 4 10°
10% \[/ e
T N | L 1IN ) | I R N | | I N P | L1 ¢ 1 7
0 20 44 60 R0 100
Track x2

Figure 40. Track segment x? (per degree of freedom) for the pion tracks from 7+zx~
decays. The histogram depicts the regenerator beam distribution (left scale), and the dots
depict the vacuum beam distribution (right scale). The arrow indicated the position of the
cut. All but the track quality cuts have been applied.

5.1 Reconstruction

5.1.1 Tracking-Related Cuts

The basic requirement for a x¥x~ candidate was the reconstruction of two in-time
tracks!. To minimize the misreconstruction background, we applied several cuts related to
the quality of the tracks. The most basic cut was applied to the segment? x? calculated
for a linear fit to the locations of the individual hits measured in the drift chambers. The
distribution of the reduced segment x? (ie., x?/nq4, where ng is the number of degrees of
freedom) is shown in Figure 40 after all other cuts for decays from both the vacuum and
regenerator beams. We make a cut on the reduced »* at 30.

The long tail visible in the x? distribution is populated almost solely by tracks where

18ee Section 3.2.3 for the definition of in-time.
?Recall that a track “segment” is charged particle’s trajectory measured in either the upstream pair or
downstream pair of drift chambers.
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one of the hits has a drift time that is too small to be consistent with the other hits on that
track. This is the behavior expected from §-rays, since the dead time of the TDC prevents
a hit from being misregistered if the drift electrons induced by the pion reach the sense wire
earlier than those induced by a §-ray. We have modelled the é-ray production in our drift
cells to obtain the fraction of hits expected to contribute a large x? as a function of the
track position within the drift cell. This observed distribution in data agrees in absolute
level and shape with the distribution expected from &-ray production for our drift chamber
gas and cell geometry.

For the pion momenta in this experiment, the §-ray production probability is to very
good approximation independent of momentum, and it is also independent of the = and ¥
positions in the chamber. As a result, the production probability is identical in the vacuum
and regenerator beams, and the event loss from the x? cut cancels in the charge mode
single ratio. This property is manifest in the vacuum and regenerator beam segment x?
distributions in Figure 40,

Another track quality cut is based on the fact that the projections of the measured
upstream and downstream track segments to the effective bend plane of the analysis magnet
are expected to meet. We therefore cut on the distance d, between the two track segment
projections at that plane. The resolution on d, is

3020
px|GeV/c] ’

where pr is the momentum of the pion. The first term is due to the chamber resolution

04 {microns| = 140 &

(5.1)

and the second to multiple scattering effects. The distribution of d, is shown in Figure 41.
We make a very loose cut, corresponding to 6.8 standard deviations on average, though
there are non-gaussian tails from hard multiple scattering. The actual cut used, devised
before the final alignment and time to distance calibration, was d,/s, < 4, where the old
resolution function s, is given by .

2700
p.,r[GeV/c] '

Once two quality tracks are in hand, we require that they are consistent with originating

So[microns) = 220 + (5.2)

from a common vertex. We accomplish this by calculating the distance of closest approach

d. of the two tracks. The observed distribution for d, is shown in Figure 42a for 7+ 7~ decays
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from both the regenerator and vacuum beams. The small mismatch visible between the two
beams arises because the resolution on d. scales almost linearly with the distance Az from
the decay location to the first chamber, and to eliminate the difference in this distributioln
introduced by the difference in the z distributions, we cut on the scaled quantity d./Az
shown in Figure 42b. The small tail was due mostly to multiple scattering of the tracks.

The applied cut was a function of the momentum of both tracks, d./Az < 404,, with

11
o4, =245 % 107° + 8.5 x 1072 (T + —) , (5.3)

Ph,  Pi
with the two track momenta, p,, and p,,, measured in GeV/c.

The spatial location of the decay vertex is initially defined as the midpoint of the short-
est line segment joining the two tracks. We can improve the measurement of the vertex
on average by using the fact that the higher momentum pion in a decay will suffer less
from multiple scattering than the lower momentum pion. Using our initial vertex and two

upstream track trajectories as starting values, the vertex and trajectories were refit with the
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Figure 41. Separation d, of upstream and downstream track segment projections at
the magnet bend plane for the 777~ samples after all other cuts. The histogram depicts
the regenerator beam distribution (left scale), and the circles depict the vacuum beam
distribution (right scale). The arrows show the average cut applied.
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two pion trajectories weighted according to their multiple scattering probabilities and mea-
surement smearing. This led to a 10% improvement in the transverse position resolution on

the vertex, for an average resolution {in the x or y view) of 1.0 mm. The z resolution varied

— Regenerator beam + 10°
R ®  Vacuum beam 3
. 5 10t
= 4 3
S 1 ]
= 4 10°
2 10° ]
2 ]
E 4 10?
102 ]
+ E 10
1
0 I A &
0 0.01 0.02 0.03 0.04 0.05
Distance of Closest Approach (m)
- ~— Regenerator beam o 10°
105 &= ¢ Vacuum beam E
- ; 5 w?
IS. 104 ;
x 1
d - 4 10°
| %) 3 3
;&; 10 = .
L:r;_-] E E 10 2
102 - :
- 10
lU ;! 11 | 1 ¢ t] I 1 IJ/I 11t l 111 | 1111 ' 11t l LIt | 1111 ] |
0 001 002 003 004 005 006 007 008 009 01
Scaled Distance of Closest Approach x 10

Figure 42. Distance of closest approach d, for the two tracks measured in #*x~ decays
after all other cuts. The histogram depicts the regenerator beam distribution {left scale),
and the dots depict the vacuum beam distribution {right scale). (a) Raw d.. (b) d. scaled
by the distance from the decay location to Chamber 1. The arrow marks the location of
the average cut.
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from 10 cm at the downstream end of the #*x~ decay volume to 25 cm at the upstream
end (z=110 m).

The final cut that involved track reconstruction eliminated a configuration of the 2
tracks where the matching of the z track segments to v track segments, and of the track
to the appropriate cluster in the calorimeter (see Section 3.2.3), could be ambiguous. This
occurred when the separation of the two tracks in = was small. Because of the left-right
symmetry requirement of the trigger, the two tracks could only be closely spaced in the
z view when the pions were near the center of the array. The matching ambiguity was
eliminated by requiring the z separation of the projection of the two tracks to the lead
glass to be larger than 2 cm when at least one of the pions landed in one of the two central

columns of blocks in the calorimeter.

This ambiguity was particularly important in the z view because the = segment carries
the momentum information. Since the ratio E/p of the calorimeter cluster energy to the
track momentum was needed to eliminate the Ke3 background (see next Section), it was
imperative to have the proper matching between the z track segments and the lead glass
clusters. A similar ambiguity did exist in the matching of the y segments to clusters when
a pion landed within the central two rows of lead glass blocks. A mismatch in this view,
however, has little effect on the reconstruction because neither the E/p calculation nor other
kinematics calculations are strongly affected. Hence we eliminated only the events with an

ambiguity in z.

5.1.2 Kinematics and Background Reduction

With two good quality tracks and their measured momenta p,+ and p,—, we next turn
to the identification of K — wt7~ decays and background reduction. Since the Ku3 decays
were largely removed at the trigger level, the most copious source of two track triggers
were Ke3 decays. Triggers from Ke3 decays outnumbered those from m+z~ decays by two
orders of magnitude! There were also significant contributions to the event sample from
K — xatn~ 7% and A — pr~ decays. These backgrounds were most serious in the vacuum

beam, since they were greatly reduced in the regenerator beam because of the attenuation
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in the regenerator and its shadow absorber. The most serious background in the regenerator

beam was from kaon scattering in the regenerator.

The Ke3 decays could be efficiently rejected with little loss of #¥n~ decays using the
E /p variable mentioned above and in Section 4.2.2. The shape of the E/p distribution is
shown in Figure 43a for pions from a sample of 77~ 7° decays, and also for electrons from
Ke3 decays. The E/p for pions from nt7~ decays after all other cuts are applied is shown
in Figure 43b. The distributions shown are after the first analysis which loosely categorized
the different decays and eliminated obvious backgrounds. The #+*x~7° decays could be
isolated from Ke3 decays using the kinematics of the observed tracks and photons, so no
E/p cut was necessary to isolate this sample from Ke3 decays. This made the #¥7x~r°

sample useful for studying the 77~ loss due to the E/p cut.

The peak at low values of E/p corresponds to pions which do not shower in the calorime-
ter. The energy deposited by these pions varies relatively slowly as 2 function of momentum,
and the difference between the vacuum and regenerator beams in this “minimum-ionizing”
peak is due mainly to the difference in the momentum spectra of decays from the vacuum
and regenerator beams. Since the minimum-ionizing peak is far from our E/p cut, this
difference does not affect the fraction of events lost with the E/p cut. Furthermore, we
compare the vacuum and regenerator beam distributions in small momentum bins, where

the difference in the overall momentum spectrum shape is not important.

For the final #¥7~ analysis, we require that both pions have E/p < 0.80. In the
previous chapter, we saw that the electron E/p resolution was about 3%, so only the most
pathological electrons will survive this cut of almost 7 standard deviations. On the other
hand, from the E/p distribution in #+x~7° decays, we find that the probably for a pion
to have E/p > 0.8 is 3.3%. Since there are two pions in the #¥x~ decay, the total loss of
K -+ #tx~ decays is 6.5%, but the Ke3 background rejection is very close to 100%. One
possible way for a bias to enter into the vacuum to regenerator beam ratio in a momentum
bin would be to have the regenerator beam pions shower in blocks with a systematically
different gain mismeasurement. From the Ke3 calibrations the gains of the majority of the
blocks are determined at a level of 0.2% of themselves or better. Even in the outmost blocks

with the fewest statistics, the gains are still known to better than 1% of themselves. For
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Figure 43. Shape of the E /p distribution for pions and electrons. (a) The solid histogram
shows the spectrum for pions for a subset #¥# 7 decays, and the dashed histogram shows
the spectrum for electrons for a subset of Ke3 decays. The normalization of the two samples
is arbitrary. (b) The E/p distribution for pions from n+7~ decays after all other cuts. The
histogram shows the distribution for decays in the regenerator beam (left scale), and the
dots show the distribution for decays in the vacuum beam (right scale). The cutoff at 0.85
is a result of the initial loose cut in the initial data reduction analysis pass. The final cut
at 0.80 is indicated by the arrow.



113

arguments sake, let us suppose that the showering pions in decays from the regenerator
beam consistently saw blocks that had fluctuated 0.3% high in the calibrations. From
the level of E/p near our cut, this would result in under a 0.01% bias in the vacuum to

regenerator beam ratio (or under 0.16 x 10~* on Re(e'/¢)).

To ensure that the background fraction from Ke3 decays was as small as possible, it was
necessary to restrict the 777~ sample to decays where the detected charged particles had
landed within a region of the lead glass where the cluster energy could be reconstructed
reliably. This led to two cuts on the track projections at the calorimeter. First of all,
it is difficult to reconstruct the total energy in the electromagnetic showers of particles
which strike the outer half of the outermost ring of blocks. A large fraction of the shower
particles leak out of the outside edge of these blocks, and the fraction loss varies strongly
with position. We therefore eliminated events if the tracks projected beyond the inner half

of the outer blocks.

Electrons which struck the collar anti {CA) surrounding the inner half of the lead glass
blocks around the beam holes would shower in the CA and deposit little energy in the lead
glass. Since these electrons were not removed by the E/p cut, all tracks are required to
project at least 1 mm outside of the CA. The resolution for projecting the z or y track
segments to the calorimeter is of order 220 microns. Events with a track which projected

into the beam hole, missing both the CA and the calorimeter, were also removed.

To keep the background fraction from the semileptonic Ku3 decays at a minimum, it was
necessary to restrict the 7+x~ candidates to a regime where the muon veto was efficient.
Since low energy muons could range out in the 3.2 m steel filter, we required that both of
the particles tracked in the spectrometer have momenta greater than 7 GeV/c. This cut
also reduced the fraction of events where a w7~ decay was vetoed because of decay in
flight with the resulting muon striking the u2 veto bank. We also required that both tracks

projected into the u2 veto bank.

After the semileptonic backgrounds had been reduced, the largest remaining back-
grounds had hadronic final states. These backgrounds are largely rejected by reconstruct-
ing the mass of the parent particle. Since we have no particle identification for separating

hadronic species, we have to assume the masses of the daughier particles for the decay mode
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under consideration. The relevant cases for this analysis are the two pion mass,

2
mere =\ (V2 B 2 +1BE) - i+ Aol (5.4)

and the pr mass,

2
e = | (VI TP 4 £ 1P = 1+ 7l (55)
For the two pion mass, p1 and P, are the momenta of the two pions measured upstream of
the analysis magnet, and m2 is the charged pion mass. To reconstruct the pm mass, the
track with the greater momentum (p,) is associated with the proton (or antiproton). This
mass was used to reject A (or A) decays.

At the trigger level, the A — pm decays formed a significant background to the =~
sample. As we mentioned earlier in the discussion about isolating the Ke3 sample (see
Section 4.2.2), only the most energetic A’s survive long enough to decay within the decay
volume from which we accept K — w¥x~ decays (z > 110 m). Because the A’s in this
region were very energetic, the proton was very forward, and the track projection cut at
the CA eliminated most of the A decays.

To remove the remaining A decays, we again use the property that the proton and pion at
the energies under consideration must satisfy p,/p, > 3. When this momentum relationship
for the two measured tracks is satisfied, we form the pr mass given above. After all other
cuts, 19 percent of the remaining 7 %7~ candidates satisfy this momentum relationship.
For this subsample, m,. is plotted in Figure 44 both for decays with Ep > 100 GeV and
for Ep < 100 GeV. There is clearly no A signal below 100 GeV, and in fact, our analysis
indicates that the signal does not appear until the A energy is above 130 GeV. To be
conservative, we eliminate any # ¥« ~ candidate if it satisfles E4 > 100 GeV and has a mass
Mgy int the range from 1.10 GeV/c? to 1.13 GeV/c?. The resolution of my, measured in the
A sample was 2.1 MeV/c?. This mass cut was left quite broad to keep background from
nongaussian tails at a negligible level.

When the momentum ratio is under 3, the pr mass always reconstructs above the
1.166 GeV/c? cutoff in the mass plot of Figure 44.

The A decays do not enter as a noticeable background in the regenerator beam. A

large fraction of the A decays in the vacuum beam come from the z region upstream of the
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regenerator, but similar decays in the regenerator beam are vetoed. In addition, the neutral
beam is highly attenuated by the regenerator and its shadow absorber, so the number of
downstream decays is reduced by over an order of magnitude. Regardless of the small size
in the regenerator, the A rejection cuts were made blind to the beam in which the decay
occurred so that the vacuum and regenerator #¥x~ samples were affected identically.

Our resolution on the #+#~ mass was 3.5 MeV/c?, and we isolated the 7¥#~ sample
using an analysis cut on this mass of 484 MeV/c? to 512 MeV/c?, Because the ntn~
mass jn 7t7r 7% decays is kinematically restrained to satisfy m,, < mg — m,, the mass
cut completely eliminated this potential background without any need to detect the two
photons from the 7° decay. In fact, no cuts are made in the 77~ analysis on extra clusters
in the calorimeter not associated with the tracks because the hadronic pion showers often

produce spurious clusters.

The reconstructed m+#~ mass for decays from the regenerator and vacuum beam are
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Figure 44. Reconstructed pm mass for all 7t~ decay candidates in the vacuum beam
which are consistent with p/pr > 3. All 777~ analysis cuts except the A rejection cats
have been applied. The A peak is visible for Ej > 100 GeV (solid histogram, left scale),
but not for E5 < 100 GeV (solid circles, right scale). The arrows indicate the mass cut
used on events with E, > 100 GeV.
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Figure 45. The reconstructed two pion mass for #¥7~ candidates after all other cuts.
The regenerator beam distribution is given by the histogram (left scale), and the vacuum
beam distribution by the circles (right scale). The arrows indicate the position of the cuts
used in the analysis. The radiative tail from K — w+7 v decays is clearly visible in both
beams.

shown in Figure 45. The broadening of the lower half of #+7~ mass distribution due to
the radiative decay K -+ 771y is clearly visible in the figure. This radiative tail is common
to both the K and K, decays®. The background visible in the wings of the vacuum beam
distribution is from residual semileptonic decays. This background is just visible (at a much
lower level) in the regenerator beam distribution at high mass, where it is not hidden by
the radiative tail.

The mass distribution serves well to demonstrate the stability of the charged mode,
both in terms of reconstruction and background levels. In Figure 46, the two plon mass
distributions for the entire data set are overlaid on top of the distribution from the NC set
used for our initial result presented in [50) and [74]. The line shape of the mass distribution

in both the vacuum beam and regenerator beam is quite similar for the subset and for the

3The K. radiative decay has a contribution from decays where the photon is emitted directly from the
interaction vertex as well as from bremsstrahlung from one of the pions(85]. The photon from the direct
emission process is quite stiff, and would shift the #* #~ mass outside of our signal region.
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entire data set. This agreement exists in spite of the fact that the NC set was collected
with a proton intensity three times that of the other subsets.

The final kinematic cut applied to this sample was a cut on the transverse momentum
of the measured particles relative to the initial kaon trajectory. This cut helps to reduce
both the residual semileptonic background in the vacnum beam and the diffractive and
inelastic 777~ backgrounds (see Appendix A) in the regenerator beam. For each ntx~
candidate, the square of the transverse momentum, p?, was calculated by assuming that
the kaon had scattered in the regenerator. The cartoon in Figure 47 helps to illustrate the
calculation. The sum of the momenta measured for the two pion candidates gives the total
kaon momentum Fx and hence the final kaon trajectory. We can project the kaon back
along this trajectory from the decay vertex to the z location of the downstream face of the
regenerator. To a very good approximation, the initial kaon trajectory will be along the
line connecting this projection to the production target. The scattering angle 8 between the

initial and final kaon trajectories is then used to calculate the transverse square momentum:
p? = p% sin? 4. (5.6)

This p? calculation works very well, even when the kaon has scattered inside the re-
generator, because the distance from the regenerator to the target is so large relative to
the size of the regenerator. This ratio keeps the error introduced into the deduced initial
kaon trajectory small. If z, is the distance from the target to the downstream face of the
regenerator, and the scatter occurred a distance Az upstream of this face, then to first order
in Az/z the relation between the true scattering angle §, and the measured angle 8, is
given by

sin @, = sinf, (1 - &) . (5.7}

Zr
To first order, this expression is independent of the initial small angle between the kaon
trajectory and the z axis. Since the regenerator is under 90 cm long, and is located 123.5 m
from the target, the error introduced is always under 3/4%.
The remaining background in the vacuum beam comes from a residual of semileptonic
kaon decays. Because we do not detect the neutrino in these decays, the momentum sum of

the two measured tracks was not in general along the initial kaon direction. Thus a p? cut
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was helpful in reducing the remaining semileptonic background. While the most natural
calculation of p? in this case would involve comparing the total measured momentum to the
kaon’s trajectory, in this case the line connecting the target and the decay vertex, we wish
to keep the analysis of the vacuum and regenerator beams identical. We therefore used the
same calculation of p? for the vacuum and regenerator beams. This avoids introducing biases
in the fraction of decays of coherent kaons lost because of the smearing of the measured p?.

The p? distributions for the two beams are plotted in Figure 48. The bulge in the
distributions just outside of our p? cut of 250 (MeV/c)? is again due to the radiative decay
K -+ wmy. The semileptonic decays give the steeply falling p? tail in the vacuum beam. The
very small, flatter component visible at larger p? in the vacuum distribution is consistent
with interactions of the beam with residual particles in the vacuum. In the regenerator
beam, the decays with large p? are from kaons which regenerated inelasticly. Near the
coherent peak, the contribution from diffractively regenerated kaons, with a steeper p?

spectrum than the inelasticly regenerated kaons, results in the upturn in the spectrum.

5.1.8 Other Cuts and Summary

The final class of cuts applied in the 7%~ analysis were designed primarily to reduce
potential biases from the acceptance correction. One important cut involved reverifying the

trigger requirement for the event. Accidental activity in the detector could sometimes cause

Regenerator T

Figure 47. Schematic representation of the method used to calculate the kaon scattering
angle in the regenerator. The momenta of the two pions measured in the drift chambers
(solid lines) are combined to measure the kaon trajectory. The kaon is then projected
from the decay vertex to the downstream face of the regenerator (dot-dash line). The
original kaon trajectory is defined by the line connecting the projected kaon position at the
regenerator to the target. The scattering angle # is the angle between the two trajectories.
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Figure 48. p? distribution for 7*#~ candidates after all other cuts are applied for two
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an event to satisfy the trigger even though the decay products themselves would not. For
example, both particles in an event could have passed through the top half of the B and C
hodoscopes, clearly not satisfying the symmetric up—down, right-left trigger requirement.
If however, a counter in the lower half of the hodoscopes registered a hit because of noise
in the electronics or because a muon from the target pile happened to pass simultaneously

through the bank, the event would be accepted.

Since the accidental activity is common in the vacuum and regenerator beams, we ex-
pected the gain of events from this process to be identical in these two beams. However,
to make comparisons between the data and our Monte Carlo samples more meaningful,
we reverified the triggers using the reconstructed tracks. We required the decay vertex to
be upstream of the HDRA, the hits on the track in the second drift chamber to satisfy
the east—west trigger requirement in that chamber, and the B and C hodoscope counters

through which the tracks project to satisfy the trigger logic for those counter banks.

In addition to the trigger reverification, we also cut out decays where the tracks projected
to within one to four millimeters of the limiting apertures. This reduced the sensitivity of
the charged sample to the exact location of these apertures. Also, for decays which occurred
in the vacuum beam upstream of the active mask, the decay products were not allowed to
“'cross beams”, that is, both tracks had to pass through the mask aperture for the beam in
which it decayed. While particles from decays in the regenerator beam that passed through
that beams mask aperture always struck the regenerator and were lost, the larger angle
products which cross from the vacuum beam could sometimes sneak past the regenerator.

This cut eliminated the need to understand this effect in detail.

For coherent Monte Carlo decays which reconstruct in our final sample, the fractional
event loss dite to each cut is shown in Table 6. The momentum range in the table relevant to
the Re(e’/¢) measurement is the 40 GeV/c to 160 GeV /e range. The momentum range from
20 GeV/c to 160 GeV/c is used for the remaining measurements. The distribution of kaon
energy after all other cuts have been made is shown in Figure 49 for both the regenerator
and vacuum beams. The similarity in the spectra for the two beams is apparent. The
distribution of the distance of the X — w7~ decays (“z distribution” ) from the production

target after all other cuts is shown in Figure 50. The location of the downstream end of the
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regenerator is vividly apparent at the sharp turn on in decays at 123.5 m in the regenerator
beam. The fall-off in the rate of accepted decays upstream of 120 m in the vacuum beam is

governed by the upstream active mask, which clearly defines the acceptance in the upstream

region.

5.2 Background Subtraction

After applying the background reduction cuts discussed above, the residual backgrounds
were very small in the 77~ decay mode, typically on the order of 0.1% to 0.3%. They
could not, however, be neglected in the measurement of Re(e'/e). For both the vacuum
and regenerator beam samples, the background size is estimated by fitting the shape of
the p spectrum in the range 1500 (MeV/c)? to 20000 (MeV/c)?, and extrapolating this fit
underneath the coherent peak {0 to 250 (MeV/c)?).

The exponential behavior of the small beam interaction background in the vacuum
beam p? spectrum is clear in Figure 48d, where all the momentum bins have been combined.
However, the low statistics of this background made a two exponential fit to the background
in individual momentum bins difficult. In this beam, therefore, the p? spectrum for decays

within each 10 GeV /¢ momentum bin was fit using the form

2
dNu(g:u) — ae=f7i 4, (5.8)
dp;

where o, 8 and c are parameters of the fit. The exponential slopes () obtained in the fits
are compatible with the hypothesis that the background in this beam is dominated by Ke3
decays. The constant term ¢ accommodated the average beam interaction background.

The background level found when the fits are extrapolated under the coherent peak
in each p bin, and the number of coherent K — 7wt~ decays remaining after background
subtraction, are listed in Table 7. The overall background level was 0.341% +0.010%, where
the latter error is statistical only.

Combining all of the momentum bins, we can fit the vacuum beam p? spectrum to the
sum of two independent exponentials out to a p? of 50000 (MeV/c)2. This result of this fit is

plotted as the curve in both Figure 48b and d. The individual semileptonic slopes measured
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Table 6. The fraction of coherent #+#~ decays lost as each analysis cut is applied sequen-
tially, and when a cut is applied as the final cut. For the first sequential cut, the loss is
relative to the number of #¥%~ events which reconstruct within the fiducial energy and z
region used in the fits. Bach cut thereafter is normalized to the number of kaons left after
the preceding cut. Here “K,” and “K” have been used as shorthand for the vacuum and
regenerator beams, respectively. The two momentum ranges are given in GeV/c.

Analysis cut Sequential loss (%) Loss as Final Cut (%)

40-160 20-160 40-160 20-160
KL KS KL K.S' KL KS KL KS

Pions within calorimeter 3.77 4.68| 7.12 793 1.09 1.35| 2.14 2.49
Vacuum Window Aperture 0.04 0.05| 0.15 0.22| 0.02 0.03| 0.11 0.18
Analysis Magnet Aperture 0.556 0.74| 1.16 1.62{ 0.30 0.40| 0.73 1.16
HDRA Aperture 0.03 0.01{ 0.05 Q.02| 0.02 0.00| 0.04 0.01
Tracks Remain in Helium Volume| 0.02 0.08| 0.30 0.44| 0.02 0.07{ 0.29 0.47
A cuts 2.71 1.98| 238 1.75] 0.56 0.34| 0.48 0.30
pe > 7 GeV/e 3.16 3.38] 4.10 3.87| 0.79 0.91| 1.41 1.13
Track x? ¢ 0.04 0.05| 0.04 0.05| 0.02 0.02] 0.02 0.02
Distance of Closest Approach 0.95 0.94) 0.90 0.91; 0.86 0.89] 0.79 0.83
Track Separation at Magnet 0.04 0.05| 0.06 0.06] 0.03 0.04| 0.05 0.04
n — pr decay veto 1.86 2.09| 2.29 2.41| 2.23 2.47| 2.69 2.80
Mask Aperture 1.00 0.01[ 0.92 0.01] 1.06 0.00 0.85 0.00
No pions in CA or beam hole 21.99 21.05(19.68 18.84|19.38 18.54|17.23 16.50
Chamber 2 Trigger Reverify 0.00 0.60| 0.01 0.06| 0.01 0.00/ 0.01 0.00
BC Hodoscope Trigger Reverify 1.80 1.95] 1.92 1.92| 1.74 1.80| 1.77 1.77
ntr~ Mass 1.36 1.38| 1.47 1.54| 0.39 0.40| 0.40 0.42
pi 0.55 0.48! 049 043 0.55 0.48) 0.49 0.43

*Without § — rays. See text for loss estimates from =+~ #° studies.

within each momentum bin were consistent with the overall slope of 424 £ 15 (GeV/c) 2.
The slope obtained for the beam interaction background component for this fit was b1 +

10 (GeV/e)~2.
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Table 7. The number of coherent 7+~ decays after background subtraction, and the total
background fraction subtracted in each 10 GeV/c bin. The background levels are given in
percent, and the errors on the background levels are the statistical errors only.

Momentum Range Vacuum Beam Regenerator Beam
(GeV/e) Data | Background (%) | Data | Background (%)
20-30 11712 0.31 £ 0.05 19059 0.158 + 0.029
30-40 42092 0.34 4 0.03 144363 0.165 £ 0.011
40-50 59701 0.3740.02 230593 0.160 £ 0.008
50-60 59983 0.40 £ 0.03 222405 0.157 + 0.008
60-70 52227 0.37+0.03 185010 0.153 £ 0.009
70-80 42380 0.34 1 0.03 136064 0.150 £ 0.010
80-90 32525 0.32:£0.03 97159 0.145+£ 0.012
90-100 24702 0.284 0.03 66862 0.144 £+ 0.015
100-110 17689 0.27 4+ 0.04 44144 0.143 £+ 0.018
110-120 13241 0.26 £ 0.04 30246 0.143 £ 0.022
120-130 9704 0.26 £ 0.05 20461 0.142 £ 0.026
© 130-140 7056 0.25+£0.06 13414 0.142 £ 0.033
140-150 5486 0.25 % 0.07 8656 0.141 £ 0.040
150-160 4286 0.244 0.08 5654 0.141 £ 0.050
20-160 382783 | 0.340% 0.009 | 1224088 | 0.154 4 0.004
40-160 328980 0.341 £ 0.010 1060667 0.152 £ 0.004

The systematic error in the background level is dominated by the uncertainty in the
slope of the semileptonic background. The systematic contribution has been evaluated in
part by varying the slope within the limits allowed by the fits to the »? spectra in the
1500 {MeV /¢)? to 20000 (MeV /c)? range, and also be varying the range over which the fits
were performed. In addition, the background fits were modified to fit for an exponential
beam interaction component with fixed slopes of up to 60 (GeV/c)~?. This modification
introduced only small differences into the total number of events subtracted. The total

systematic uncertainty in this background came to 0.010%, giving a total error in the 7 ¥ =~
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vacuum beam background fraction of 0.014%. In Monte Carlo studies of the behavior of
the p? spectrum of the semileptonic background, we found the shape to begin to roll away
from a perfect exponential for pf < 2500 (MeV /c)?. While this rolloff would mean we are
overpredicting the background level, the mismeasurement is at most 0.003% overall, well
within the systematic uncertainty.

The form for the fits to the p} spectra in the regenerator beam is somewhat more
complicated. After correcting for acceptance, we have found that the p? distribution in the
charged mode is well described by the form

dN

5 o~ 51567 + 0.5468_222'73"%, (5.9)

dp;
where p? is measured in (GeV/c)?. The latter, steeper, term corresponds to the diffractive
regeneration background. The shallower term corresponds to the inelastic contribution, and
is consistent with the inelastic slope measured in previous experiments [86]). The functjonal
form we use to fit the momentum bin p? spectra fixes the inelastic and diffractive slopes
to the values given in Equation 5.9, but allows the relative size of the two contributions to
vary. The acceptance is expected to introduce an additiona) exponential falloff between the
true and measured p? spectra, so the final functional form used in the fits was

dN.(p?)
dp?

— qe—oP (e—s.lsspf + Te—zzz.*rspf) , (5.10)
where @, a and r are all parameters of the fits. The same p? range of 1500 (MeV/c)? to
20000 (MeV/c)? used in the vacuum beam fits was used here. The values for the diffractive
to inelastic ratio r obtained in the 10 GeV/c momentum bin fits were statistically consistent
with the value of 0.546 in the acceptance corrected spectrum in Equation 5.9.

The background levels obtained by extrapolating each momentum bin fit into the co-
herent region are listed in Table 7 along with the number of regenerator beam events
remaining after background subtraction. The total background in the regenerator beam
came to 0.152% = 0.004% for the momentum range used in the Re(¢’/¢) analysis. The error
here is statistical only.

The systematic error in the regenerator beam background level was conservatively es-

timated at 0.012%. ‘If the various exponential slopes — the acceptance, diffractive and

inelastic — are allowed to vary within the limits proscribed by the fits to the p? spectra in
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the range p? > 1500 (MeV/c)?, the change in the background level is much smaller than
this systematic estimate. Fits where the diffractive to inelastic ratio » were fixed at 0.546
also resulted in a change much smaller than this systematic. Finally, the spectrum in each
10 GeV/e momentum bin was fit to the sum of two independent exponentials. In some of
the momentum bins, the statistics at high p? were poor and as a result it was difficult to
fit for the two exponential slopes as reliably as we wished. In spite of this, the backgrounds
predicted using these fits differed very little in most of the momentum bins from those listed
in Table 7. In the end, we inflated the systematic uncertainty to a level comparable to that
in the vacuum beam. Combining the statistical and systematic uncertainties, we have a

background level of 0.152 : 0.013%.

In principle, there are contributions to the regenerator beam background from semilep-
tonic decays as well. The contribution from this source is extremely small, however, as
an estimate of the rate based on the observed vacuum beam background fraction shows.
Relative to the vacuum beam, the ratio of semileptonic decays to w7 decays is reduced in
the regenerator beam by a factor of the order of |p/n|?, with p the regeneration amplitude.
For our momenta, this quantity is at least 100. We would therefore expect the semilep-
tonic background fraction to be less than or of the order of 3 x 107°. In terms of a bias
to Re(e'/e) this corresponds to only 0.05 x 10~%. The systematic uncertainty assigned to
this background level more than adequately covers this bias in addition to the uncertainty
in the noncoherent background level. We can also estimate the semileptonic background
level from the number of events in the high side tail of the K¢ mass distribution, where the
atx " tail does not contribute. Extrapolating the tail above 0.53 GeV/c? of the mass plot
in Figure 45 to the signal region, it appears that the background is of order 2 — 3 x 107°.

This level agrees with our estimate based on the vacuum beam level.

After subtracting the backgrounds as a function of p? in both the vacuum and regener-
ator beams, we have overlaid the spectra from the two beams, and this overlay is shown in
Figure 51. In spite of the very different background sources and p? spectra for those sources,
the p? spectra in the two beams are very similar — down to the shape of the radiative tail
from w7~ decays. The agreement between the two spectra over four orders of magnitude

helps to give us confidence in the background systematic uncertainties assigned above.
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Implicit in the above discussion of the background subtraction is the assumption that
the background fraction is constant as a function of z in each momentum bin. This should
be a very good assumption in the regenerator beam, since both the background and the
coherent signal are dominated by K decays cver the length of this decay region. In the
vacuum beam, there are differences in, for example, the variation of the #¥#~ and Ke3
acceptance as a function of p and z, which could lead to small variations in the background
as a function of z. Fortunately, for all of the measurements we make, our fitting technique
requires only that we know the a,veré,ge number of events in the vacuum beam in each

momentum bin. We will still, however, examine the z shape in this beam.

Because of the low background levels, it is difficult to examine this approximation in
individual 10 GeV/c momentum bins. We can, at least, combine the momentum bins and
then look in smaller z bins, and the resulting z dependence of the backgrounds is shown

in Figure 52. For the regenerator beam, all of the momentum bins have been integrated
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Figure 51. Overlay of the vacuum beam and regenerator beam p? spectra after back-
ground subtraction. The arrow indicates the position of the cut used in this analysis.
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together, and we see no noticeable change in the background level across the fiducial =z

region.

For the vacuum beam, we cannot simply lump all of the momenta together to examine
the background z dependence. At low momentum, the backgrounds are somewhat higher
than at high momentum. On the other hand, very few low momentum n+7~ decays are
accepted upstream of the active mask. Integrating all of the momentum bins together would
thus introduce an artiﬁcial step in the background fraction z dependence at the mask.
To sidestep this issue, we have ex'a.mined the background fraction versus z in 40 GeV/c
momentum bins, but have doubled the z bin size relative the regenerator beam study. The
background fractions obtained in each 40 GeV/c bin are also plotted in Figure 52. Above
80 GeV/e, the shape is flat within our level of sensitivity. In the 40 GeV/c to 80 GeV/c

range, the background does seem to climb as a function of 2. If we substitute the background
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Figure 52. The measured 7*#~ background fractions as a function of z. The solid dots
are the regenerator beam background levels. The hollow points are the vacuum beam levels,
where the circles have been measured in the momentum range 40 — 80 GeV /¢, the squares
in the range 80 — 120 GeV/c, and the triangles in the range 120 — 160 GeV/c. Not all of
the vacuum beam points could be measured because of insufficient statistics.
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levels obtained as a function of z for this momentum range, the change in the background

level is much less that the systematic uncertainty assigned to the background subtraction.

5.3 Conclusion

For the Re(e’/¢) measurement, we have collected a sample of 328980 & 574 4 46 77~
decays from our vacuum beam (’;exfﬁef*baétll{gfound subtraction), and 1066667 + 1030 & 138
decays in the regenerator beam. The first errors are the statistical errors on the signal
level, and the second errors are the uncertainties from the background contribution. The
backgrounds in both beams were émall, and lirela,tively sﬁmple to ;nderstand at the leve] of
precision we require. The ov_e'r]a.]l-‘background level in the vacuum beam was 0.34%, and we
estimate an uncertainty-in this lvalﬁe-:of 4%' of itself. Thé regenerator beam background was
smaller at 0.152%, and we estimate its uncertaix;ty to be 8.5% of itself.

This completes the discussion ‘of the analysis and background subtr;a.ction for the ¥~
decay samples. The simulation of these decays used to determine the acceptance will be de-
ferred. We will present the analysis of the 2x® decays, and then turn to a general discussion

3

of the Monte Carlo simulation.



CHAPTER 6

270 ANALYSIS

The technique to reconstruct the 2x° decays from the four photons is described in [74]. The
biggest change from that reference is in the background subtraction is that we now accept
events from a larger z region, which has several new sources of background, and requires a
mor e sophisticated background subtraction technique.

This chapter will review the reconstruction procedure and then describe the background

subtraction in some detail.

6.1 Neutral Mass and Z Reconstruction

We began the reconstruction process with the energies and positions of the four photons
from the 27° decay measured in the calorimeter. To reconstruct the position of the kaon
decay and the four photon mass, the photons were paired using the 7° mass as a constraint.
The cartoon in Figure 53 illustrates the procedure. If we have paired photons @ and b, then

the z position 24 of the 7° decay is related to the 7% mass by

miy = 2E.Eu(1— cosba)
T 36

=~ E,FE
* (zglasa - zab)2 ’

(6.1)

where £, and Fj are the energies of the two photons, 8, is the angle between the two photon
trajectories, and rgp is the separation of the photons in the calorimeter. We formed a second

vertex position z.4 from the other pair of photons. Using the resolution contributions from

132
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Figure 53. The z locations obtained for both 7% decays in each of the three possible
pairings of the four photons from a K — 7%7° decay. The top pairing will give the best x?
for zgp = 2eq. -
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each photon’s energy and position, we could then form a x? for the hypothesis that z,, = 2.4,

2 _ (zab - ch)z

. (6.2)
Jga.b + Crgcd

We chose the pairing with the best x2. The resulting x? distribution for the best pairing
in each event is shown for both the regenerator and vacuum beams in Figure 54 after all
other cuts. For the final sample, the best x* was required to be under 4.

The z of the kaon decay was taken as the weighted average of the two z positions, zg
and 2.4, of the best pairing. With the z location of the kaon decay in hand, the 27° mass
was then reconstructed from the four photons’ energies and positions using

miow = 2 EyEy (1 - cosbij). (6.3)

>3

(6.4)

The cosine of the angle between the two photon trajectories, cos8;;, has been calculated
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Figure 54. The 27° pairing x? distribution for the regenerator and vacuum beams after
all other cuts. The regenerator beam distribution is shown by the histogram (left axis) and
the vacuum beam distribution is shown by the dots (right axis). The shapes of the two
distributions differ at higher values of x° because of the larger 37° and beam interaction
backgrounds in the vacuum beam. The arrow marks the location of the analysis cut.



135

Table 8. Reconstructed 27° mass shift of the data relative to the Monte Carlo simulation
in the five neutral subsets. Two of the subsets have been subdivided into time periods for
which separate calibrations have been used. A negative shift implies the 27° mass in the
data was lower than that in the Monte Carlo.

210 subset Nia | NIb | N2 | N3 | N4 | NCa | NCb
27° mass shift (MeV) | —0.76 | —0.83 | ~0.71 | —0.74 | —0.63 | —0.43 | —0.44

{no pipe block clusters)

27% mass shift (MeV) -1.07] —-1.40 | ~0.90 | —0.94 | —0.82 } —-0.65 | —0.60

(> 1 pipe block cluster)

assuming that the kaon decayed on the z axis. This assumption has negligible effect on the

mass.

The 27® mass distribution after all other cuts is shown in Figure 55 for the regenerator
beam; the same distribution for the Monte Carlo simulation is also shown. Note that if
there are residual nonlinearities in the calibration, this reconstruction technique leads to a
shift in the reconstructed mass. We have observed such shifts in our data, and they are
listed in Table 8 for each of the 27" subsets. Separate shifts are listed for events with and
without photon clusters centered on one of the 24 pipe blocks. For the purpose of comparing
the line shape predicted by our Monte Carlo simulation and observed in the data, we have
shifted the reconstructed 2x” mass of every event in the data. The mass shift applied varied
from subset to subset to cancel the average shift observed in that set (shown in the table).
Events with and without clusters in the “pipe blocks” received separate shifts. Aside from
the average shifts, the Monte Carlo simulation tracks the observed mass spectrum very well.
The shifts were not applied as part of the standard analysis, though we will use them later

(Chapter 10) to help estimate the systematic effect of the residual nonlinearity.

The mass resolution with this reconstruction technique was close to 5.5 MeV, and we
made a very loose 270 mass cut (474 to 522 MeV) in order to remain insensitive to the

residual nonlinearities.

Because of fluctuations in the electromagnetic showers, we occasionally chose the wrong

pairing. To keep the misreconstruction background to a minimum, we eliminated events if
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the second best pairing had both a x? within 8 of that of the best pairing, and a mass in the
range from 470 to 526 MeV. The mispairing can be seen in the scatter plot of second best

mass versus the x? difference for the regenerator beam (Figure 56). About 1% of otherwise

good kaons fail the mispairing cut.

6.2 Neutral Ring Number

Unlike the situation in the 777~ mode, the transverse location of a kaon decay could
not be measured in the 27° mode with the information available. This means that we could
not measure the p? of the kaon to reduce the noncoherent kaon background. Instead we

- considered the center of energy (z¢g, ycr) of the photons in the lead glass, given by

4
=1 Ly
zcp =— —EE— (6.5)
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Figure 55. The reconstructed 27° mass after all other cuts for regenerator beam events.
The predicted signal shape from the coherent Monte Carlo simulation is overlaid. The data
have been shifted set by set according to the values in Table 8. The background has not
been subtracted.
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4
=1 2y1

YoE = Y3 o (6.6
z:l:l Et' )

where z; and ¥; are the ¢ and y positions of the ith photon in the lead glass calorimeter.
The center of energy of the photons corresponds to the location where the kaon would
have passed through the calorimeter had it not decayed. Hence for kaons which did not
scatter, the center of energy should reconstruct within the beam. The two beams are clearly
defined in the plot of the reconstructed center of energy in Figure 57. For this particular
plot, the ¥ position has been mapped to '—uy if the regenerator was in the top beam. This
effectively maps all coherent vacuum beam decays to the “upper” beam and all coherent

regenerator beam decays to the “lower” beam in the plot.

While the two beams are clearly well separated, when one examines this plot on 2 log
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Figure 56. x? difference between the best and mext best pairing versus the next best
27" mass after all other cuts have been applied. The largest box corresponds to 105 events.
The complete sample of regenerator beam 27° decays were used to make this distribution,
though most of the events reconstructed outside of the limited region shown.
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scale (Figure 58), one can see that there are a small number of kaons that reconstructed
outside of the beam. The distribution of these events falls off as one moves away from
the regenerator beam. These events correspond to kaons which scattered hard enough in
the regenerator (or in the HDRA) to have their projected trajectory at the lead glass land
outside of the beam. Some of the kaons scattered hard enough in the regenerator to actually
reconstruct under the vacuum beam.

We divided the center of energy plot into square “rings” of area 1 cm?, centered on each
beam. Fach event was then assigned the number of the ring into which the center of energy

reconstructed. The distribution of ring number for each beam is shown in Figure 59. To
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Figure 57. Distribution of the center of energy of 279 events passing all but the ring
number cut. The y position has been negated when the regenerator was in the top beam.
Regenerator beam decays are hence at right (—y) and vacuum beam decays are at left (+y)
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keep the signal to background ratio manageable, we accepted only events with ring number

less than 112 (indicated by the arrow in the plot).

6.3 Other Cuts

In addition to the reconstruction cuts described above, several other cuts were applied to
reduce the background level in the signal region defined by mass and ring number. One set
of cuts reduced the 37° and neutron interaction background, while a second set reduced the

inelastic background. Finally, several fiducial cuts simplified the acceptance determination.
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Figure 58. Distribution of center of energy on log scale, clearly showing a small, broad
contribution centered on the regenerator beam from kaons which scatter at the regenerator.
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Several types of cuts helped to reduce the background from 3x° decays. The first cut
simply tightened the restrictions on signals in the lead-lucite photon veto counters, reducing
the chance for a photon to escape the detector. The cuts (in equivalents of minimum ionizing
particles) for both the low intensity and high intensity data samples are listed in Table 9.
The first bank (VA1) was quite close to the regenerator, and because of accidental activity
from beam interactions with the regenerator we could not use this bank in the high intensity
sample. The cuts were chosen to optimize the signal to background ratio. The MA bank
around the analysis magnet was shadowed by other vetoes, and as a result our high intensity

and low intensity cuts on the counter bank were not that different.

Because of the finite granularity of the calorimeter, photons which landed too close
together were not resolvable into two separate clusters. These fused clusters sometimes
lead to the misidentification of 2 37° decay as a four cluster event when other photons were
also unobserved or fused. Many of these fused photons were eliminated by comparing the

observed cluster shape with the shape expected for an electromagnetic cluster. We used,
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Figure 59. Ring number distribution for 2x° decays in the regenerator (histogram, left
scale) and vacuum (circles, right scale} beams after all other cuts. No backgrounds have
been subtracted.
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Table 9. Photon veto cuts in minimum ionizing equivalents applied in the 27° sample.

Veto Bank | Low Intensity cut | High Intensity Cut
VAl 2.6 none
VA2 1.3 6.0
DRAC 0.5 1.2
DRAN 0.6 1.5
VA3 1.0 1.8
VA4 1.5 3.0
MA 2.0 1.8
LGA 2.5 5.0

for example, the ratio of energy in the 3 x 3 cluster to that in a 5 x 5 cluster, and the ratios
of energies in the outer rows (or columns) to the cluster energy.

Very soft photons from 37° decays could also be lost if the resulting cluster was below the
hardware cluster-finding threshold of about 1 GeV. A direct search for soft clusters in the
lead glass was infeasible because of remnant “clusters” from showers in other buckets within
the long ADC gate. Recall that the adders, however, had a very short gate, and hence were
not affected as severely by accidental clusters. By comparing the energy observed in the
adders with that in the four clusters, events with extra soft clusters above roughly 600 MeV
in energy could be eliminated effectively.

The effects on the mass distribution of the photon veto and lead glass and adder cuts
can be seen in the vacuum beam 27° mass distribution shown in Figure 60.

To reduce the inelastic kaon scattering background (and the beam interaction back-
ground), we use the fact that extra charged particles are often produced in these interac-
tions. By cutting on the number of hits in the drift chamber system and the presence of
activity in the B and C hodoscopes, we eliminated many of the inelastic events not vetoed
in the trigger. In rare cases when a photon from a 27° decay converted at the HDRA so

that a single conversion electron ! cluster carried most of the photon energy, the event had

'Electrons will often be used as a generic term for electrons and positrons throughout this thesis.
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an acceptable pairing x? and mass. These conversions were also suppressed by the cut on

the number of drift chamber and hodoscope hits.

As we mentioned in Chapter 3, the collar anticounter cleanly defined the inner edge of
the acceptance for 27° decays. This counter was in veto at the trigger level, but the veto
itself was quite loose. In software, we tightened the cut to 5 minimum ionizing equivalents.
In addition to defining the spatial extent of the calorimeter for allowable photons, we also
wanted to define their energy threshhold clearly. For our final sample, we therefore required
the minimum photon energy to be above 1.5 GeV. This cut made us much less sensitive to
the simulation of the threshhold behavior of the hardware cluster finder. We also required
the photon energy to be under 60 GeV. The latter cut will be discussed in some detail in
Chapters 7 and 10.

The effects of the selection criteria (applied sequentially) on coherent XK — #°7° decays
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Figure 60. Effect of the photon veto and fusion cuts on the vacuum beam 27° mass
distribution. The solid histogram has all cuts but the photon veto, fusion and soft cluster
cuts, the dashed histogram has the photon veto cuts added, and the dashed histogram has
all cuts added. The arrows show the location of the mass cuts.
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Table 10. The fraction of coherent 2x° decays in the regenerator beam lost after each
analysis cut is applied as determined from the Monte Carlo simulation. In the “Sequential
Loss” columns, the loss of the first cut is normalized to all 27° events which reconstructed
within the fiducial energy and 2z region used for the Re(e/e) fits. Each cut thereafter is
normalized to the number of kaons left after the preceding cut. The precision in this table
is approximately 0.03% (only a small portion of the MC was used). Given the same p and
z the efficiencies are similar in the vacuum and regenerator beams.

Analysis cut Sequential loss (%) | Loss as Final Cut (%)

Lead Sheet | No Sheet | Lead Sheet | No Sheet
Chamber and hodoscope hits 21.37 1.12 15.49 0.06
Ring number 3.28 2.26 2.74 1.81
Photon veto 0.00 0.00 0.00 0.00
Minimum cluster energy 1.35 1.43 0.89 1.00
Maximum cluster energy 8.81 8.67 7.77 7.82
Cluster fusion cuts 0.90 0.80 0.90 0.79
Best pairing x? 3.09 2.50 2.76 2.21
Mispairing cuts 1.74 161 0.99 0.93
27% mass 0.26 0.21 0.26 0.21

within our final fiducial volume are listed in Table 10. The loss of coherent events due to the
cut on the drift chamber and B and C hodoscope activity shows a step, particularly in the
lead sheet subset, because of photon conversions in the lead sheet. In the lead sheet sample,
the calibration and analysis magnets were adjusted to cause the electrons from a photon
conversion at the HDRA to converge at the calorimeter. The electrons would sometimes
land sufficiently close to form a single cluster, hence the full energy of the original photon
would be measured as a single cluster in the calorimeter and the decay would reconstruct
as a reasonable four photon event. The e*e™ pair register in the chambers and hodoscopés,
of course, and these events were rejected. In the remaining sample, the conversions were
less probable, and the magnets were not configured to reconverge the conversion pair. In
these sets the only contribution came from events with a very asymmetric conversion.
The final energy distributions for the vacuum and regenerator beams are shown in

Figure 61. The distributions in the two beams are again quite similar, though the vacuum
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beam spectrum is somewhat enhanced at the low end because of the high acceptance for

decays of the lower energy kaons downstream of the HDRA.

20000
(a)

17500

—i—llillll

15000

12500

16000

Events /2 GeV

7500

5000

2500

illllllliillllilllllIllllli

0 Il[llllllllllll[llllll llII[L

60 80 100 120 140 160 180
Kaon Energy (GeV)

£
<

36000
(b)
32000
28000
24000
20000

16000

IIIIIIHIIII%!I]IT]Illlllilllll

Events /2 GeV

12000
{000 .
4000 \L

I RIS 0 NI AN YOR SN EAN I N ERNEN ST W B TR T PR

60 80 100 120 140 160 180
Kaon Energy (GeV)

0
4

e TIII‘IIII[I

Figure 61. The kaon energy distribution for the entire 27° data set after all other cuts.
(a) Vacuum beam. (b) Regenerator beam. The arrow marks the maximum energy used in
this analysis. :



145

Table 11. The parameters for the photon energy scale corrections, and the average correction
applied, in the each 27° subset.

Subset Slope Slope 80 GeV Average
(Ex < 80 GeV) | (Ex > 80 GeV) | correction | Correction
[% per GeV] [% per GeV] [%)] [%]
Nla -1.7x 10"3 +0.4 x 1073 -0.094 -0.06
N1b —4.2 1073 -2.9x 1073 -0.041 0.02
N2 -42x 1073 ~6.5 x 1073 +0.065 0.1
N3 —4.3x 1073 —2.8x 1073 +0.080 0.14
N4 —4.5 x 1073 ~7.0 x 1073 +0.176 0.22
NCa -5.0x 1073 -3.3x 1073 +0.324 0.39
NCb -3.2x 1073 +0.9 x 1073 +0.313 0.37

6.4 Neutral Energy Scale

The final step in neutral reconstruction was the adjustment of the energy scale of the
photons. As we saw in Chapter 4, the electron energy scale is understood very well over a
100 GeV energy range. Because of the difference in response of the calorimeter to electrons
and photons, we need to check our ability to accurately reconstruct a photon’s energy.

To quantify the nonlinearity, we took advantage of the coupling of the z and energy scales
and examined the reconstructed position of the regenerator edge as a function of the kaon
energy. We transformed the shift into a photon energy correction, which we parametrized
as a bilinear function of kaon energy with a knee at 80 GeV. Table 11 lists the slopes above
and below 80 GeV, the correction at 80 GeV, and the mean correction for each the 27°
subsets.

A comparison of the z edge in the upstream region of the regenerator beam in the data
and in the Monte Carlo simulation is shown after the correction in Figure 62a. On average
the edges match quite well. As shown in Figure 62b, introducing a shift in the energy scale of
only 0.05% in the data degrades the agreement between data and Monte Carlo noticeably.

The x? blows up by a factor of 3, and the shift of the regenerator edge between data
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and Monte Carlo is clearly visible by eye. We estimate that the residual uncertainty in the
average energy scale is under 0.03%. As we will discuss later, the residual uncertainty in the
nonlinearity will dominate the systematic error from photon reconstruction uncertainties.

The coupling of the energy scale and z position has some subtle effects when the lead
sheet is in place. Because of photon conversions in the lead sheet, there is approximately a
25% conversion correction to events upstream of the HDRA in the lead sheet data. Because
residual uncertainties in the energy scale and nonlinearity can cause the reconstructed z
position of decays on one side of the HDRA to shift systematically past the HDRA, we will
either over or under correct some fraction of these events by the conversion probability. To
minimize our sensitivity to this effect, we eliminated decays in the z region from 137 to 139
m from our final sample for the lead sheet data.

This ends the discussion of the reconstruction of the 2x° decays. We will now describe
the method used to determine the residual background level after applying the selection

criteria described ahove.

6.5 Background Subtraction

There were four major classes of backgrounds that had to be subtracted from the co-
herent 27° data. The largest source of background resulted from 27° decays of scattered
kaons. There were two sites producing this noncoherent background, the regenerator and
the HDRA. Backgrounds from these two sites were treated independently. The 37° decays
which reconstructed with only four clusters in the calorimeter constituted another class
for both beams and were particularly important in the region downsiream of the HDRA.
Finally, inelastic interactions of neutrons in the two beams with material in the detector,
particularly in the HDRA, would sometimes produce two #% that reconstructed under the
kaon mass peak.

The background subtraction technique used the reconstructed 2#° mass and ring number
variables. The distribution of these variables for the vacuum beam sample is shown in Fig-
ure 63. The plot has been divided up into six regions, one corresponding to the signal region

(region 2), and the other 5 corresponding to regions populated only by background. These
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regions were used for normalizing Monte Carlo simulations of the different backgrounds.
In essence, the 37° and beam interaction backgrounds were subtracted from the coherent
and noncoherent kaons by extrapolating the mass sidebands under the mass peak. The
noncoherent backgrounds were then extrapolated from large ring number to the coherent
peak region. A more detailed explanation of the techniques used follows. The background
subtractions were made in individual 1m by 10 GeV bins after the normalizations of the

Monte Carlo simulated background samples were determined globally for the entire p and

z fiducial regions.

A breakdown of the z distributions of the different backgrounds is shown in Figure 64,
along with the data before and after subtraction, for the K, — %% decays when no lead
sheet was in place. This plot will be useful to refer to in the discussion of the background
subtraction technique. The size of the background contribution from each of the background

sources is summarized in Table 12.
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Figure 63. The six regions in the 27° mass versus ring number distribution used for
background subtraction.
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6.5.1 37° and Beam Interaction Backgrounds

The 37° subtraction relied upon a Monte Carlo simulation of the background shape of
the reconstructed mass distribution to make the interpolation from the background level
in the mass sidebands to the level under the real 27% mass peak. The simulation of the
shape was in theory not difficult: photon veto resolutions and gains could be adequately
determined using K, — 77~ 7° decays (see [76]), and their positions and sizes were well
known. The actual calculation was, however, computationally very intensive since we wished
to obtain a background sample close to 5 times the size of the observed background in the
data. This entailed simulating 6 x 10° K, — 37° decays and required over 3 months of

dedicated use of 25 25-MIPS computers!

Once the 37? background Monte Carlo sample was finally in hand, it was normalized

to the data using regions 1 and 3 outlined in Figure 63. Several pitfalls had to be avoided
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Figure 64. The z distribution of the different backgrounds to the vacuum beam 27°
sample for the data subset with no lead sheet. The band at top shows the 27° z distribution
before and after background subtraction. All cuts have been applied.
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Table 12. The 27° background sources and sizes.

Source Vacuum Beam | Regenerator Beam
Fraction (%) Fraction (%)
37° background 1.78 £ 0.03 0.049 + 0.003
Beam Interaction 0.21 £+ 0.02 0.027 & 0.004
Regenerator Noncoherent Scattering | 2.26 + 0.04 253 +£0.04
HDRA Diffractive Scattering 0.78 & 0.02 0.027 £ 0.002
HDRA Inelastic Scattering 0.13 + 0.02 0.027 £ 0.011

in this normalization. First of all, beam interactions with material in the beam produced
a flat background in mass. Fortunately the material in the beam is localized at the two
locations, the HDRA and the regenerator. This peak from the HDRA is in the vacuum
beam is clearly visible in Figure 64, where the beam interaction background is shown as
the dotted histogram. To avoid miscalculating the 37° normalization factor, only events
reconstructing in the z regions 110m-122m, 125m-134m, and 142m-152m were used.

A similar normalization problem arose because of signal 27° events which were misrecon-
structed because, for example, of residual mispairings. These misreconstructions occurred
both in data and signal Monte Carlo, and because of the way we define our acceptance, we
do not want to subtract these events. The level of these misreconstructions can be seen
clearly in the Monte Carlo mass distribution for the regenerator beam shown in Figure 55,
where the misreconstructions constitute a substantial fraction of the events in the sidebands
(this not the case in the vacuum beam). To avoid biasing the 37 normalization, the signal
Monte Carlo was used to predict the ratio » of coherent events in the mass sidebands to
coherent events in the mass peak. If d, and dp are the number of data in the signal region
and in the mass sidebands, respectively, and b, and b, are the similar quantities for the 37°
background, it is simple to show that the desired 3w° normalization factor ag, is

dy — rdy

- ) 6.7
by — by (6.7)

23

If we had neglected this effect, the 3x° background in the vacuum beam would have been

overestimated by about 3% of itself. In the regenerator beam, however, the 3n° background
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is much smaller, and had we neglected the 27° misreconstructions, we would have overes-
timated the background by almost 70% of itself. In terms of the sensitivity of Re(e'/¢),
neglecting this effect would have biased the result by 0.38 x 10~%.

After subtracting the 37° background, the beam interaction backgrounds were estimated
by linearly interpolating the residual background in the mass sidebands into the signai
region in each pz bin. In regions of the detector with no material, this prediction would be
consistent with zero if the 37% background were properly simulated, and this was indeed
the case, as can be seen in the plot of the calculated beam interaction background shown in
Figure 65. The width and position of the large peak are commensurate with our knowledge
of the z resolution and HDRA location. The relative areas are proportional to the expected
hadronic content of the two beams. A small background from beam interactions with the
regenerator can also be seen in the regenerator beam plot in this Figure. The only evidence
of a problem in the subtraction is in the regenerator beam upstream of the regenerator.
This is simply due to a small resolution mismatch between the data and the signal Monte

Carlo simulation, and is negligible at the 1075 level in Re(e /¢).

The mass distributions for candidate 27° events and the predicted background shapes
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Figure 65. The z distribution of the calculated beam interaction background.
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are shown in Figure 66. For the vacuum beam, the distributions for the entire z region
and for the normalization 2 region only are plotted. The agreement is excellent in both
cases, the former checking the combination of 37Y and beam interaction shapes and the
latter isolating the 37° shape. The agreement is also very good for the regenerator beam.
In all three data distributions, the expected level of coherent misreconstruction in the mass

sidebands has been subtracted.

The 37° and beam interaction backgrounds have been studied in individual 1 m 2 bins in
the vacuum and regenerator beams for both the lead sheet and no lead sheet data samples.
The mass backgrounds in 9 of these bins for the vacuum beam is shown in Figure 67. The
lead sheet and no lead sheet data have been combined. Excellent agreement between the
predicted and observed background shape was found in every z bin. These backgrounds
have also been studied in 10 GeV momentum bins, and we found good agreement between

predicted and observed background shapes as a function of momentum as well.

The statistical error on the 3x° background subtraction amounted to 0.023% (0.003%)
in the vacuum (regenerator) beam. The statistical error includes the errors from the number
of events subtracted 2, the finite statistics of the 37° background Monte Carlo sample, and
the normalization. The statistical errors on the beam interaction subtraction were 0.02%

and 0.004% in the vacuum and regenerator beams, respectively.

Several checks were done to estimate the systematic contribution from the mass back-
ground subtraction. We have varied the 37° normalization method, using, for example,
different normalizations for events with photons which hit the downstream photon vetoces
rather than a single overall normalization constant. We have also studied the fluctuations
in the result for different 27? mass cuts. All studies were consistent with a limit on the sys-
tematic error for the 37° plus beam interaction background of 0.015%. In Table 12 a,bo.ve,

all of this error has been combined with the vacuum 37 statistical error.

? As discussed in chapter 8, the statistical errors used in the fits are those on the signal after background
subtraction.
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6.5.2 Noncoherent Backgrounds

As in the charged mode, decays of kaons which have scattered in material in the de-
tector are background and need to be subtracted. Since we are accepting 27° decays from
downstream of the HDRA, there are now two sources of scattered kaons, the regenerator
and the HDRA. As Figure 64 shows, the backgrounds from these two sources are generally
well separated in z, and we use this to our advantage. We use the ring number variable to
subtract the noncoherent backgrounds, and the shape of the backgrounds in the ring num-
ber distribution for each source of noncoherent kaons was simulated with our Monte Carlo.
The generation and normalization procedures for the two different scattering locations will
be described below.

Before the noncoherent 27° backgrounds could be normalized, backgrounds from the 3x°
decays and beam interactions first had to be subtracted from the noncoherent 27% sample
in region 5 shown in Figure 63. The same subtraction method used for the background in
the coherent region was applied here. As in the coherent region, the predicted mass shape

agreed with the observed background.

6.5.2.1 Regenerator Noncoherent Background

The fundamental problem with simulating the noncoherent backgrounds was determin-
ing the p? spectrum for the scattered kaons. For the regenerator, the p? spectrum could
be measured with the 7*7~ sample. As discussed in [74], the spectrum was corrected for
acceptance as a function of p? and parametrized as the sum of two exponentials, a steep
exponential for the diffractive contribution and a shallower exponential for the inelastic

contribution. The resulting spectrum was

N
g—f ~ 3431”52 | 187522285, (6.8)
Pt

where p? is measured in (GeV/c)?, This parametrization was fed into the Monte Carlo
simulation to generate a sample of 2n° decays from scattered kaons and reproduce the ring

number distribution.
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The charged sample used to determine the p? spectrum was the NC set, where charged
and neutral data sets were collected simultaneously. This was also the highest intensity
charged subset.

The Monte Carlo background simulation was normalized to the noncoherent tail in the
ring number plot (region 5 in Figure 63). This was done using only events upstream of
134 m to avoid any contamination from the HDRA noncoherent background. The same 2
region around the regenerator excluded in the 37° normalization was also excluded here, to

avoid double subtracting the beam interaction background.

6.5.2.2 HDRA Noncoherent Background

Since the HDRA formed part of the charged trigger, there was not a sample of #* 7~
events to give us the kaon p? spectrum for the HDRA. Fortunately, the forward amplitudes
have been measured at the precision we need [79, 78, 87]. The exceptions were oxygen and
nitrogen, whose forward amplitudes could be reliably obtained from that of carbon using
the measured atomic number dependence 477 [80] of the kaon regeneration amplitude.
Optical model calculations also reproduce the measured p; spectra reliably {86]. All these
amplitudes were fed into the Monte Carlo and scattered kaons were generated in both the
vacuum and regenerator beams with the correct amplitude and phase relative the coherent
kaons.

To normalize the diffractive sample, we subtracted the noncoherent background from
the regenerator, the 37° background and the beam interaction background from the data in
the range from 110m to 134m. The HDRA backgrounds do not affect this region, so we were
left with the number of coherent data events in this z range. By comparing this number to
the number of coherent Monte Carlo events in this region, we automatically obtained the
correct normalization factor for the HDRA diffractive background Monte Carlo.

After the diffractive backgrounds were subtracted, there was a residual background
from inelastic interactions of kaons in the HDRA that were not eliminated by the cuts on
activity in the drift chambers and the B and C hodoscopes. To simulate the shape of this

background, we use a previous measurement [86] of p? spectrum of inelasticly scattered
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kaons. The spectrum was found to have approximately a e—tr% dependence, independent of
kaon momentum. We have generated a Monte Carlo sample with kaons scattered according
to this spectrum at the location of the HDRA. The final result was insensitive to the
exact value for the slope used. The generated sample was then normalized to the residual
background in region 5 of Figure 63 after all of the previously discussed backgrounds were
subtracted. This was done in the z range from 142 m to 150 m, though the final result was
insensitive to the z range used.

To double check the inelastic shape, a sample of inelastic events were isolated by making
a tighter cut on activity in the 7' hodoscope. The predicted inelastic background as a
function of ring number and z agreed very well with the observed distribution in this

isolated sample.

6.5.2.3 Noncoherent Summary and Errors

The overall agreement between data and Monte Carlo in the ring number distribution
is illustrated in Figure 68. The predicted ring number distribution agrees very well with
the data, both in the upstream region (z < 134m) where only the regenerator noncoherent
background contributes, and overalil, where both the HDRA and regenerator backgrounds
contribute. The same is true for the regenerator beam distributions, though here the con-
tribution from kaons scattering in the HDRA is very small. The data shown have had the
37° and beam interaction backgrounds subtracted in each ring number bin. The overall
agreement is excellent.

The predicted ring number shapes have also been studied in 1 m bins for both the vacuum
and regenerator beams in the lead sheet and no lead sheet samples. Figure 69 shows the
data and Monte Carlo distributions for the same nine bins in Figure 67. The predicted and
observed ring number shapes and levels agreed well in all of the 2 bins. For example, in linear
fits to the data—Monte Carlo ratio, the number of bins with slopes as large as 2 standard
deviations were consistent with the statistical fluctuations one would expect for the number
of plots (42 bins X 2 beams X 2 sets = 168 distributions!). The data in the 1 meter z bin

plots shown has again had the 37% and beam interaction backgrounds subtracted to allow
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159

a direct comparison between the noncoherent backgrounds. Note in particular the z bin
for 121 to 122 meters. The only significant background here is the regenerator noncoherent
background. The regenerator itself is located 2 meters downstream of the end of this bin,
so the background is entirely from noncoherent decays which have “smeared” upstream
in the reconstruction! There is excellent agreement between the predicted and observed
background levels in the ring number normalization region, another indication of the level
to which we understand the detector, We have also studied these backgrounds in 10 GeV

momentum bins, with similar results.

The statistical error on the number of noncoherent background events from scattering in
the regenerator is 0.023% (0.018%) in the vacuum (regenerator) beam. As mentioned before,
the statistical errors include contributions from the number of background events subtracted
from the data, the statistical error on the Monte Carlo sample, and the normalization
error. The systematic uncertainty was limited by studying the shape of the ring number
distribution for the two beams and extrapolating the uncertainty to ring 0. The studies were
statistically limited, and from the individual z bins and the overall shape, we have limited
the uncertainty on the noncoherent background level from scattering in the regenerator to
1.2% of itself. The background in the vacuum and regenerator beam from the regenerator
are correlated — if the regenerator beam background fraction were smaller, the vacuum
beam fraction would also be smaller. Furthermore, this background almost cancels in the
vacuum to regenerator beam ratio. However, we have chosen to ignore this correlation when

assigning a systematic error, and have assigned the full 1.2% error to each of the beams.

The technique used to subtract the diffractive background from the HDRA relies upon
knowledge of the regeneration amplitude and p? distribution for the materials in the HDRA.
The uncertainty in the contributions from lead and carbon dominate, and they contribute
at the level of 1.3%. In the experiments that measured the regeneration amplitudes we
have used to simulate the diffractive background from the HDRA, there is a contribution
to the uncertainty in the amplitudes from the value of 7;_ assumed by those experiments.
Where necessary, we have corrected the amplitudes using the current world average value

for 4. and the uncertainty in the value of n._ has been included in the background
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uncertainty given above. The statistical uncertainties were 0.014% (0.002%} in the vacuum
(regenerator) beam.

The inelastic HDRA contribution was the most difficult to limit systematically because
of the low level of the background. The vacuum beam ring number shape agreed well,
both within the total sample and the isolated inelastic sample mentioned previously. As
mentioned earlier, the inelastic contribution could also be compared to the Monte Carlo
inelastic sample by subtracting all of the other background components from the data. From
studies of the shape of the tail of the ring number distribution for the inelastic samples,
both overall and in 1 m bins, we have limited the uncertainty to 18% of itself.

In the regenerator beam studies of the isolated inelastic samples, we did observe a
discrepancy in the overall ring number distribution at the level of 2 standard deviations.
Since this background is so small, it was difficult to make meaningful studies in smaller
z bins. The exact shape of the inelastic contributions is tricky to mimic, as there are
comparable contributions expected from kaons which have scattered in the vacuum beam
and crossed into the regenerator beam, and from kaons which have scattered within the
regenerator beam itself. We have thus assigned a fairly conservative systematic uncertainty
of 40% (of itself) to this background source. The statistical uncertainties on the background
from inelastic scatters in the HDRA in the vacuum and regenerator beams were 0.006% and

0.002%, respectively.

6.6 Conclusion

This completes the discussion of the 27 reconstruction and background subtraction.
The total number of events in each of the 10 GeV momentum bins, along with the total
background fraction in each bin, is summarized in Table 13.

The final ingredient needed before we can extract the desired physics from the data
samples is the acceptance for both the #t7~ and 27° decay modes. We will now turn to a

more detailed discussion of the Monte Carlo simulation and the acceptance determination.
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Table 13. The number of coherent 27° decays after background subtraction and the total
background fraction in each 10 GeV bin for the lead sheet and no lead sheet data samples.
The background levels are given in percent.

Momentum Lead No Lead

Range Vacuum Regenerator Vacuum Regenerator
(GeV/c) | Data Bkg(%)| Data Bkg(%)| Data Bkg(%)| Data Bkg(%)
40-50 45812 4.8 | 45667 1.6 | 30096 3.5 | 34700 1.4
50-60 51102 5.0 | 83563 1.7 |34659 3.8 62948 1.6
60-70 46171 5.5 | 93830 2.2 31852 43 | 70311 2.0
70-80 36369 6.2 | 83444 2.7 | 25862 5.0 [61841 2.6
80-90 26301 6.3 | 63474 3.2 | 18617 b5 | 47401 3.1
90-100 | 16965 6.6 |41124 3.9 | 12106 5.9 | 30694 3.7
100-110 | 9869 6.8 (24102 45 7043 6.1 | 17605 4.4
110-120 | 5267 6.6 |12821 5.2 3855 6.0 9360 5.2
120-130 | 2682 5.9 6188 5.8 1898 6.1 4383 6.0
130-140 1348 4.7 2626 6.4 941 4.8 1766 7.1
140-150 618 3.2 955 7.2 424 2.9 675 7.4
150-160 277 1.6 308 7.8 195 0.6 215 7.8
Total 242779 5.6 |458101 2.7 |167547 4.5 341897 2.6




CHAPTER 7

THE MONTE CARLO SIMULATION

7.1 Introduction

Because of the difference in the lifetimes of the K¢ and the K, and therefore different z
distributions in the vacuum and regenerator beams, we must understand the acceptance of
our detector as a function of 2. There are really two categories of acceptance issues: roughly
an “outer” acceptance, which is defined by the limiting apertures of the experiment, and an
“inner” acceptance, which is determined by thresholds and the granularity of the caloritneter
and drift chambers. The determination of the acceptance as a function of p and z is the
most important role of our Monte Carlo simulation, and we will devote this chapter to the
description of our modelling of both the outer and inner acceptances.

With the n7 acceptances in hand, we need to limit the potential systematic biases in
these acceptances. We do not try to limit the acceptance using the nm modes, but turn
instead to the Ke3 and 3#° modes. These two decay modes offer much better sensitivity to
any potential biases in the acceptance, both because with the higher statistics it is harder to
hide a small systematic bias, and because a higher fraction of the decays themselves probe
the outer and inner acceptances.

The acceptance calculation was not the only role for the Monte Carlo simulation, how-
ever. In the wn analyses, the simulation was also used for determining the background
levels in some of the samples, and for studying systematic effects in all of the backgrounds.

The use of the simulation also extended beyond the mx analyses presented here, as the

163
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simulation formed the underpinning of many rare decay and form factor analyses that were
possible with our data set, but which are beyond the scope of this document. Finally, the
accurate simulation of the high statistics Xe3 and 37 decay modes were necessary for the

systematic study of the acceptance.

The disparate simulations required by these many different tasks led to the development
of a very fundamental simulation package in which the kaon beam simulation, decay prod-
uct propagation, and detector response were common to all of the simulations. The only
differences in the various simulations were the kaon decay modes and their intrinsic dynam-
ics. Furthermore, to prevent biases from entering into the w7 acceptance determinations,
the tuning of the simulation based on the 77 data was kept to 2 minimum. Only the kaon
production spectrum was tuned based on the observed = distributions, but since we will

bin the data in small momentum bins, there is no bias introduced by this tuning.

For other inputs to the simulation package, we took as much as possible from first
principles — survey measurements, EGS [84] electromagnetic shower simulations, previous
experimental measurements, etc. — and used the high statistics decay modes only where
necessary for a final tuning. Of course, counter and drift chamber wire efficiencies had to
be determined from the data, but these were obtained using either muons or Ke3 decays.
Most éf this information affected the detector response and hence the “inner” acceptances.
For the “outer” acceptances, the locations of the limiting apertures were tracked with the

electrons from Ke3 decays after the final chamber alignment (see Section 4.1.2).

This chapter will describe the three major components of the Monte Carlo simulation,
the kaon beam simulation, the kaon decays and propagation of the daughter particles, and
the detector response. In addition to this, a representative comparison of the simulation
to the 7w data will be presented for each of topics. Finally, after all the various elements
of the simulation have been discussed, the z distributions of the different decay modes
be examined. First presented are the high statistics modes, from which the limit on the
systematic bias is obtained. Then for completeness, the #*x~ and 2#° z distributions
are presented. Absolutely no tuning was done to the z distributions in the Monte Carlo

simulation. These distributions are the result of the careful attention to detail that has been
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paid to the simulation of the kaon beam, the detector response and the decay kinematics
over the past five years.

For many of the figures, reconstructed distributions in the #*z~ and 2x° data are
presented with the Monte Carlo simulation overlaid. In these cases, the full Monte Carlo
statistics used for the final acceptance correction is shown, but the Monte Carlo is scaled
to the size of the data samples. To set the scale for the rest of the chapter, the n#¥#~
simulation sample size was 25 times the 7t7~ data sample size, the 270 simulation size
with the lead sheet was 22 times the data size, and the 27° simulation size without the lead

sheet was 26 times the data size.

7.2 The Kaon Beam

As we have mentioned, we are not strongly sensitive to the details of the kaon beam
for the measurement of Re(e’/e) and the other parameters. Our sensitivity to many of
the details of the beam simulation that are covered in this section will be‘evalua,ted in
Chapter 10. We have still, however, devoted much attention to the details of the simulation
of the kaon beam. Having the correct beam shape and kaon momentum spectrum helps
in our studies of the detector acceptance in several ways. With the correct momentum
spectrum, we can compare our collected data to the simulated decays integrated over a
broad momentum region, increasing our overall sensitivity for the detection of subtle biases.
Furthermore, the details of the acceptance variation near the edges of some of the upstream
limiting apertures depend weakly on the beam shape, so having the correct beam shape
both limits biases in the acceptance calculation and simplifies the study of these edges.

Finally, while our detector is located quite far from the production target, the effects
of K° — KO interference were clearly visible in our data sample, even in the vacuum beam.
The effects of decays of the residual K component of the original K° or K° produced in
the target were particularly visible at high momentum in the vacuum beam. Even had
we neglected to incorporate these decays, the acceptance calculation would not have been
significantly biased, since the acceptance for a kaon decay with a given momentum and z

location, is unrelated to the details of the kaon propagation. Only the relative weighting
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of the accepted distribution of decays between different regions of p and z is affected. We
could simply have reweighted the acceptances obtained from a Monte Carlo without the
interference and still obtained the precision needed for this experiment. However, it was
extremely useful for us to be able to directly compare the simulated and measured decay
distributions, which required the incorporation of the interference effects.

We therefore decided to use the full quantum mechanical description of the K¢ — K©
system for production and propagation of the kaon beam. This description also had the
added advantage of making the Monte Carlo easily generalizable from the 77 decays to other
kaon decays. To properly incorporate the full K® — K° description into the simulation of
the kaon beam, there are several necessary inputs. We need the production spectra of K°
and K° for interactions of the primary proton beam with the beryllium target. We need
the transport function for the propagation of the kaons through the vacuum and various
absorbers in the beam. Finally, we need the relative positions and orientations of the
collimators which determine the final shapes of the two beams. The following subsections

will describe our simulation of each of these inputs.
7.2.1 Production Spectrum

The Monte Carlo simulation begins with the generation of the production spectrum of
the neutral kaons. There are several ingredients we use to construct this spectrum. First of
all, we wished to reproduce the energy spectrum and angular divergence of the K® and K°
produced in the beryllium target. This spectrum, however, has not been measured directly,
so to form the foundation for our production spectrum, we instead used the Malensek [88]
parametrization of the Kt and K~ production spectrum for protons incident on a beryllium
farget.

For production of a particle with momentum p into a solid angle df} centered at a poiar
angle § and an azimuthal angle ¢, Malensek presents a general form for the spectrum of

N B (1-x)4(1 4+ 5e~P")
dpdQ ~ 400 (14 pi/MZ)

(7.1)

In this expression, z is the ratio of the produced particle’s momentum p to the beam

energy Eg, z = p/Eg, and p; is the transverse momentum of the produced particle relative
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the incident beam direction, p; = psind. B, A, D and M? were then determined using
experimental data for particles produced with a 400 GeV/c proton beam. Both p and p;

are measured in GeV/c. For charged kaons, the best parametrizations had these constants:

B A D M2
K* 11415 2924 19.89 1.164
K= 1233 6.107 17.78 1.098

To build on this spectrum, we need to know how the dilution factor dg, defined by

K% K°©

dg = e
K=oy ko’

(7.2)

is related to the relative numbers of K¥ and K~ produced. A naive association based
only on the strange quark content of the neutral and charged kaons would imply directly
associating K° « K+t and K% & K~. That is, the dilution factor would be

Kt - K-
However, the dilution factor extracted by the CERN NA31 experiment as part of their
dedicated A¢ measurement [40] indicated that a better description of the dilution factor is

given by .
dg = %% (7.4)
A simple argument [89] for this form for the dilution factor can be made based on the
valence quark content of the beam particles, in this case, protons. Because the parton-
parton scattering process is strongly forward-peaked, and our nominal targetting angle of
4.8 mrad is dominated by the forward center of mass region, only the valence quarks of the
proton contribute significantly to the kaon production of interest to us. For the valence
quarks of the target nucleon to contribute to a kaon in our beam, they would essentially
have to backscatter.
Now let ouq be the cross section for producing a u@ or a dd pair, and o, be that for
producing an s3 pair, out of the sea. If we look at the K+ production cross section, it will
then be proportional to 20, + ¢.q40,, since the kaon could be produced using either of the

valence u quarks of the proton, or with a « quark from the sea. From similar valence quark

counting we have the following cross sections:
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K*: 20, 4+ 0,40, K° o, + 0440,

K- TudTs K°: TudCs
From this table,we see that a better assignment of relative production cross sections is
K° » (Kt + K7)/2and K & K~. This assignment is equivalent to the dilution factor
in Equation 7.4.

Because there were of order 10% errors in the experimental data used to derive this spec-
trum, and because the change from the 400 GeV incident proton energy of the measurements
to our own beam energy of 800 GeV is quite large, we did not expect the extrapolation of
the Malensek spectrum to our own beam to be perfect. We therefore tuned the spectrum
using 80% of the vacuum beam w¥n~ decays in the NC subset (about 20% of the total

sample of 7*7~ decays. The multiplicative correction factor {(p) which we measured was
£(p) = 14 0.6033152 — 0.04283042% — 0.1016242> + 0.0180224<¢¢, (7.5)

where z = p[GeV/c]/100. This correction factor is plotted in Figure 70. This correction
affects only the overall rate as a function of momentum, neither the dilution factor nor the
pe spectrum at a given momenfum were affected. This correction changes by a facter of
20% over the range from 40 GeV/c to 150 GeV /¢, while the spectrum entering our decay
volume drops by a factor of 4.5 over the same range.

The final energy spectrum tuning for all of the sets was done by adjusting the targetting
angle. The nominal targetting angles were 4.8 mrad in ¢ and 0 mrad in y. Since the target
is centered between the two beams, we would expect that the two beams would see the same
average kaon production angle, and hence have the same average energy. If the y-targetting
angle were not zero, however, we would expect a small shift in the average energy with a
dependence of roughly

E; — Ey = 0.58,[mrad], (7.6)

where E, (Ep) is the mean energy in the top (bottom) beam in GeV, and 6, is the y
targetting angle. When 8, > 0, the proton beam is falling relative the kaon beam in the
direction towards the detector. A deviation of the z targetting angle away from the nominal
angle simply shifts the average kaon energy. The acceptance was known well enough at the

time of this procedure that biases in the average energy in each beam induced by possible
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acceptance mismatches were negligible on the scale of the splitting we observed between
the two beams. The z and y targetting angles that we input to the simulation for each
data subset based on the observed kaon energies in the top and bottom beams for each data
subset are plotted in Figure 71. The ¢ targetting angle measured is very stable, independent

of the beam intensity.

The y targetting angle was correlated with the intensity of the proton beam because
the latter was adjusted by a vertical tuning of the beam far upstream of the target. The
tuning for the high intensity sets appears to have been quite similar, as the y targetting
angles for the high intensity sets were quite similar. To reduce the intensity, however, a
much different beam tune appears to have been used in the early as opposed to the late
data sets. The final data set, with an intensity between the low and high intensity, has a y

targetting angle which falls between the angles of the low and high intensity sets.

One amusing check of the reliability of these targetting angles is based on a scan of the

proton beam over the target which occurred during just before we collected the C3 data
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Figure 70. Momentum-dependent correction factor needed to bring the Malensek energy
spectrum into agreement with the vacuum beam spectrum observed in our #tn~ NC subset.
The arrows denote the maximum kaon momentum range used in these analyses.
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subset. We expected the maximum event yield when the proton beam was centered on the
target. During the scan however, we found that maximum rate occurred when the proton
beam was about 600 microns “higher” than the supposed center of the target. This was
rather surprising, since the target was surveyed into position and should have been much
more precisely aligned than this implied. However, the wire chamber used to measare the
beam position was located 1 m upstream of the target, and at that tirne we were assuming
a targetting angle of zero in the vertical (y) direction. H we make the more reasonable
assumption that the target was in the correct place, and that the proton beam simply
passed at a different height through the wire chamber than through the target, the implied
targetting angle is 0.6 mrad (with the same sign definition as above). This agrees very well

with the 0.55 mrad angle deduced from the difference in top and bottom beam energies.

The final energy spectra produced in the Monte Carlo are compared to the observed

ntx~ and 27° spectra in Figures 72 and 73. The spectra agree quite well in both sets,
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Figure 71. Inferred = and y targetting angles for the nine data collection periods. The z
(y) targetting angles are plotted as solid (hollow) points. For both the z and the y angles,
the highest intensity points are the squares, the medium intensity are the triangles, and the
lowest intensity are the circles.
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though there is perhaps a bowing of a few percent between the central region and the

extreme ends of the energy range used in this experiment for the charged mode.

7.2.2 Kaon Transport

Once a K° or K is produced within the production target, it must be propagated to
its point of decay. While the K® and K© are the natural eigenstates to consider for the
kaon production, which occurs via the strong interaction, it is much simpler to describe the
evolution of the produced kaon via its weak decay eigenstates, the K and K. For a K°
or K° produced at the target, the initial K5 and K, amplitudes are

as 1 ag 1
= Ky , and = K_
ar, 1 ar, -1
respectively, with the normalization xyx = (1 £ €)//2(1 + [¢]?).

Given initial K¢ and K, amplitudes, propagation of the kaons through the vacuum

is trivial — the K and K, component amplitudes are simply propagated without any
interference:
ag aser(zAm—F5/2)
— T mE ) (7.7)
ay, c:LLe"’[‘f'/2

where ag and ey, are the initial K; and K, amplitudes, and the proper time 7 is related to
the propagation distance Az and the momentum p by

p[GeV/d]

AZ = WCT‘

(7.8)

There is, however, material in the beam. The kaon must pass through the remainder of
the target, the beryllium and lead of the common absorber. If the kaon is in the regenerator
beam, it must also pass through the shadow absorber and then through the regenerator.
In addition to the attenuation of the kaon beam through these materials, the scattering
and regeneration in these materials affect the makeup of the beam which finally reaches the
decay volume in terms of the relative Ks and K, content, the final energy spectrum, and

the angular spread of the beam.
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Carlo simulation. Top: The data spectrum is plotted as a histogram and the simulation as
dots. Bottom: The ratio of data events to Monte Carlo simulation.
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Table 14. Probability and exponential slope for single elastic scattering of kaons in each of
the absorber elements in the kaon beam.

Absorber Single Scattering Exponential
Component Probability (%) Slope ([GeV/c?}?)
Beryllium, Common Absorber 8.6 65

Lead, Common Absorber 17.8 420
Beryllium, Movable Absarber 7.8 65

The coherent, forward regeneration of the kaons is handled exactly. As we shall discuss

in Appendix A, the forward regeneration and overall attenuation can be incorporated into
a simple matrix form:

a T T
S | _, gmasa{ 755 Ts as , (7.9)

ar Trs Tp ar,

where z is the total number of interaction lengths through which the kaon passes. The
elements of the transformation matrix 7 depend on the forward scattering amplitudes f(0)
and f(0) of the K° and K° for the material in the kaon beam. The form for T’s elements
can be found in the appendix.

The sample of kaons which reach our decay volume does not consist solely of the kaons
which have propagated coherently from the target. There is some contamination of kaons
which have scattered elastically in the common absorber and, in the regenerator beam, in
the movable absorber. These scattered kaons essentially modify the spectrum dN/dp dp? of
kaons which enter our decay volume, as the probability of a kaon scattered with a given p?
has a greater chance to remain in the beam if the scattered kaon had a high momentum
rather than a low momentum. The scattering also tends to blur out the edges of the beam.

As kaons passing through each of the absorber materials — the lead portion and beryl-
lium portion in the common absorber and the beryllium shadow absorber — we have allow
for a single elastic scatter in the Monte Carlo simulation. The scatters were distributed
with a p} spectrum of exp(—ap?), and slope o and scattering probability were taken from
the K+ and K~ elastic scattering cross sections and slopes measured by Schiz et af [90].

The values used are listed in Table 14.



175

The scattering and coherent regeneration were included before the final spectrum tuning

mentioned above was made.

7.2.3 Beam Collimation and Targetting

The finishing details for the simulation of the beam were the fine tuning of the beam
collimator positions and the inclusion of the jitter of the proton beam spot on the target
face. In general, the effect of a particular collimator face could be identified in a unique
region of the beam profile, allowing both the average collimator position and the angle of
the collimator slab relative to the z axis to be extracted. The position of the beam spot
was measured several times during each 20 second beam spill. A typical distribution of the
a.‘;'erage beam position over a data subset is shown in Figure 74. This jitter tends to blur
the edges of the beam profile, just as the elastic scattering did. The intensity profile of the
beam itself was roughly a two-dimensional Gaussian with a width of 0.8 mm in = and y.
This profile was also included in the simulation.

In the charged mode, the beam shapes were studied using the projected kaon position
at the regenerator. For the neutral mode, the beams shapes for a given 27° subset were
initially estimated from the collimator positions measured in the bracketing =¥ 7~ subsets.
The final tuning was then done based on the center of energy distributions measured in the
lead glass calorimeter for the 22" and 37¢ decays. The final beam shapes are shown for the

charged mode in Figure 75 and for the neutral beam in Figure 76.

7.3 Decays and Interactions

7.8.1 Particle Decays

For all of the decay modes we have studied, we have simulated the dynamics of the decays
at as detailed a level as we could. For example, in the Ke3 decays, the time dependent charge
asymmetry for the given K and K, amplitudes is used to decide whether the final state

will be 7te 7, or 1" et v,
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R(r~ety) - R(rte 0)

or = R(r—ety) + R(nte~u)’

(7.10)

with the decay probabilities R given in terms of the K5 and K, amplitudes as(7) and a.{7)}
by

R(r~e*v) ag—i%&-llzz—)fas(f) +ag(r)?
Y
R(nte 7) = EET;ZE']T)I(IS(T) — a,(T)]%. (7.11)

The form factor governing this decay is also included. Similarly, the decay probabilities for

the 77 and 7w7m decays also included the C' P-violating amplitudes,

R(xm) = las(r) + nas(r)l”
R(rrm) = |nas(r) — an(r)%. (7.12)
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Table 15. Scattering and photon conversion sites and the thickness of each site in radiation
lengths.

Detector Location Thickness
Element (m from Target) (Radiation Lengths)
V hodoscope 137.792 3.23 x 103
Pb sheet® 137.804 9.36 x 1072
T hodoscope 137.815 3.43 x 1078
Vacuum Window 158.965 2.50 x 1073
Drift Chamber 1 159.292 3.42x 1073
Drift Chamber 2 165.867 3.86 x 1073
Drift Chamber 3 171.857 3.63x 1072
Drift Chamber 4 178.004 2.10x 10°2
Chamber Field Wires® — 5.70 x 1073
Chamber Sense Wires® — 6.43 x 103
C Hodoscope 179.502 4.0x 10°2
B Hodoscope 179.520 4.0 x 1072

*Used only in some 27° subsets. Average radiation length is listed.

*This contribution is identical in all four chambers. Only the 9.9% of the tracks which hit these
wites (per chamber} see this contribution.

“This contribution is identical in all four chambers. Only the 0.7% of the tracks which hit these
wires {per chamber) see this contribution.

for at least one of the four photons to convert at the HDRA, f, (f,) is the fraction of 2x°
decays upstream of the HDRA in the vacuum (regenerator) beam, and there is a bias of A
in the conversion probability in the Monte Carlo (¢ae = ¢[1+ A]), then the bias introduced

into the vacuum to regenerator beam ratio Ry will be

RQO—)RQU{].-F(fr—fu)IiCA}. (7.13)

Had we accepted only decays from upstream of the HDRA, we would have had f, = f, =1
and the photon conversions would not have affected Rgo whether the photon conversion
probability were correct or not.

To estimate our sensitivity to the material at the HDRA plane, consider f. and f, for
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the decay volume we use, which are 92% and 66%, respectively. The lead sheet causes by
far the most conversions; 23.7% of the K — #%r° decays upstream of the Pb sheet will
have at least one conversion. Only 2% of the decays suffer a conversion due to the rest of
the material. Since the lead sheet was present for only 65% of the data taking, the average
probability for one or more conversion 1s 17.1%. A mismeasurement A in the conversion
probability would therefore bias Rgg by 0.054A. To keep the bias in Re(e’/e) under 1074,
we therefore have to keep A < 1.1%. As we will discuss in Section 10.4, we have achieved
this using a combination of direct measurement of the sheet over its entire surface, and by
measuring the step in the 37° z distribution at the HDRA induced by photon conversion
in the lead sheet. The Monte Carlo simulation included both the measured variation in the
lead sheet thickness and the complete energy dependence of the photon cross section in lead
calculated by Hubbell, Gimm, and @verbg{91].

A more subtle way of biasing the average value of ¢ for the HDRA would be to have the
incorrect ratio of simulated 270 decays with and without the lead sheet present. To prevent
such a bias from creeping into the analysis, the 2x° subsets with and without the sheet are
always treated as two independent data sets when predicting the expected number of events
in the fits for Re(e/e) and the other parameters.

For charged particles, such as the pions from #«*r~ decays or the electrons from Ke3
decays and photon conversions, the multiple scattering process was fully implemented with
a parametrization that included the nongaussian tail due to hard scattering. In addition,

the charged particles could emit a bremsstrahlung photon at the various scattering sites.

7.3.3 Limating Apertures

In general, the trajectories of the decay products from both #+x~ and 27° decays
which satisfy the trigger are well contained within the detector. Only a small fraction of
the daughter particles approach the edges of the few defining apertures, which keeps the
sensitivity of Re(e'/e) to the exact aperture locations low. Furthermore, the fractional loss
of events near the edge of an aperture is generally compensated twice in the measurement

of Re(e'/¢), once in the vacuum to regenerator beam ratio and again when comparing the
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x¥x~ mode to the 27° mode. To ensure that the biases would be minimal, however, we
endeavored to measure the effective aperture edges as precisely as possible. To determine
the physical edge, we have used thé large sample of electrons from Ke3 decays. While direct
physical measurement (ze., with a precise rule) might give a more accurate, detailed map
of edge, this is not necessarily what we need. The combination of the finite thickness of
the apertures in z with the trajectories of the particles being close to, but not precisely
parallel with z can lead to a shift of the effective edge. Particles can nick the edges without
necessarily being stopped. As we will see, we were particularly insensitive to small motions
of th apertures in time, and it was sufficient to determine the average location of each

aperture for each data subset.

The components of the detector serving to limit the acceptance were the active mask,
the HDRA, the vacuum window aperture, and the collar anti. The limiting apertures were
first tuned in size and location (z and y only) by comparing illuminations! of electrons
from Ke3 decays in a portion of the NC subset to those from simulated decays for that
subset. After this initial tuning, the sizes of the apertures were fixed in the Monte Carlo.
The loca;ﬁion of the apertures were then tracked by directly comparing the Ked data from
different subsets to the reference portion of the NC subset. The 2 positions of the apertures

were measured directly in a survey at the completion of the run.

The event by event resolution of the track projection depended on how far the aperture
being illuminated was located from the chamber system. For the aperture farthest upstream,
the mask anticounter, the resolution for the z or y projection was of order 1.2 mm for a
typical track, with 600 microns from chamber resolution and about 1 mm coming from
multiple scattering. For the collar anti, which was quite close to the downstream most
chamber, the resolution was closer to 220 microns, with approximately equal contributions
from chamber resolution and scattering in the B and C hodoscopes. These two apertures, at
the two extremes of the resolution, were the apertures to which Re(e ’/¢) was most sensitive,

though this sensitivity was small (see Section 10.3.1). The Ke3 electron illumination at one

1The illumination of an aperture upstream of the analysis magnet is made by projecting the upstream
track segments measured in the drift chamber for a particle (or particles) of a decay which occurred upstream
of the aperture. For an aperture downstream of the magnet, the downsiream segment is projected.
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edge of each of these two apertures after a reasonable adjustment, but before the final
adjustment, is shown in Figure 77.

From the illuminations plotted, it is clear that a final adjustment is needed in both cases.
The needed adjustment might be estimated reliably for the Collar Anti directly from the
illumination plots, since the track projection resolution is quite good. It is clear, though,

that estimating the edge adjustment for the mask to better than several hundred microns
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Figure 77. Illumination of two of the aperture edges by electrons from Ke3 decays in
the NC subset. The histogram shows the data illumination, while the dots show the MC
prediction before the final tuning of the aperture positions. (a) Horizontal edge of the active
mask. (b) East half of the bottom edge of the Collar Anti surrounding the lower beam.
These edges showed the largest misalignment of their respective apertures before the final
position adjustment. The mask edge is shifted about 230 microns, and the Collar Anti edge
by about 700 microns.
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would be difficult. To determine the relative positions of an edge in data and Monte Carlo
for a given aperture, we instead make use of the x? distribution for the agreement between
the data and Monte Carlo illuminations near that edge. The Monte Carlo illumination of
an edge is shifted in 100 micron steps relative to that in the data, and a x2 for the data

and Monte Carlo illuminations to come from the same parent distribution is calculated.

When the fllumination is plotted with a binning that is small relative the single event
resolution, and when a shift between the illuminated edge in data and in the Monte Carlo
simulation is also small on that scale, the x? depends quadratically on the shift. For the
Mask edge illumination pictured in Figure 77, this quadratic behavior is clear in the plot of
x* versus shift in Figure 78. The reduced x* (x? per degree of freedom) has been plotted
since the number of degrees of freedom can change as bins in the data (Monte Carlo)
histogram move beyond the window of illumination in the Monte Carlo (data). When the

shift is much larger than the resolution, the x? behavior enters a linear regime.

The shifts of the Monte Carlo relative the reference data subset, and of different data

6

Reduced ¥

Size of Shift (mm)

Figure 78. Distribution of the reduced x? for the data and Monte Carlo +x Mask edge
illuminations to come from the same parent distribution versus the Monte Carlo shift. The
curve is the best fit quadratic, and the arrow indicates the minimum at —226 + 7 microns.
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sets relative the reference subset, have been determined for each edge by fitting to the x?
distribution in the quadratic regime. The shift is located at the point of minimum x?. The
statistical errors on the shifts located in this fashion were under 10 microns for the Mask
and the Collar Anti. The errors were consistent with a precision of ¢/v/N, with ¢ the track
projection resolution, and N the number of events in the window of illumination around
the edge of the aperture. The better track resolution at the Collar Anti compensated for
the lower density of events near that aperture’s edge. This procedure relies on the shape
of the illumination in the Monte Carlo agreeing with the data shape. Because of the work
on the beam shapes and because all of the apertures were generally within 200 microns of
their final tuning, this assumption was quite good. To evaluate the systematic uncertainty,
however, this procedure was repeated with windows of different sizes around each edge,
with different ranges of fits in the quadratic regime, and by fitting to the expected linear
behavior farther from the edge rather than to the quadratic behavior near the edge. From

these studies, we have limited the uncertainty on each measured edge to under 50 microns.

This systematic error does not include the position uncertainty from the chamber align-
ment. This uncertainty cancels in determining the size of the aperture, since the bias is
identical for all edges of the aperture and will cancel when looking at the difference between
the left and right or top and bottom edges of an aperture. It enters only when tracking
the edges as a function of time. As we will discuss in Section 10.3.1, there is an additional
uncertainty of 60 microns from chamber alignment for each measurement of the Mask shift,

but only 15 microns for the Collar Anti.

The time dependent shifts measured for the Mask and the Collar Anti are plotted in
Figure 79. The collar anti position was stable relative our global coordinate system, as
we would expect since it is rigidly attached to the lead glass, which defines one end of the
coordinate system. The mask, however, appears to have drifted on the order of 800 microns
in ¥ and 600 microns in = over the course of the run. It turns out that this is an artifact
of tying our global coordinate system to the target. The entire target pile was sinking over
the course of the run, dropping several millimeters at the target location. If an aperture is
located at z,, the target at 2, = 0, and the lead glass at z = zppg, then an aperture will

appear to be shifted by s, = (1 — z4/zppc)st, where s¢ is the target motion. The apparent
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shift of the mask, the other apertures, and the collimators are all consistent with the target

pile motion.

After all the tunings based on the Ke3, it is interesting to compare the illuminations of

some of the apertures in 7#t7~ and 2#° decays. For 7#t7~ decays, the appropriate track
segments are projected to the aperture just as the electron tracks were projected in Ke3
decays. Projecting the photons in 27 decays is somewhat more complicated, because we
do not directly measure the photon trajectories or the transverse coordinates of the decay
vertex. We can infer the z and y coordinates of the decays by projecting the position of the
center of energy measured in the lead glass calorimeter back to the z of the vertex along the
line of sight between the target and the center of energy. The photon can then be projected
to the z of an aperture along the line connecting the measured cluster position and the

deduced vertex position. More precisely, the & projection z, of a photon to an aperture

located at 2, is given by

Zq — 2.
Tp =Ty + ————(Trpe — Tw ) (7.14)
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Figure 79. Apparent motion of the Collar Anti and Mask apertures with time. {(a)
Horizontal motion. (b) Vertical motion. The shifts are measured relative to th NCa subset
(fifth data point).
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where zp,e and zp,; are the cluster coordinates, and z, is the z of the decay vertex. The

z position of the vertex is

2
Ty = Ty + . (zor - T0), (7.15)

PG

with 2,5 the z coordinate of the center of energy and z; that of the target. This procedure
is fine for 27% decays of coherent kaons, but the backgrounds can somewhat distort the
illuminatjons. We have therefore included the expected background contributions to the

“Monte Carlo” predictions in the overlays presented.

The mask illuminations for the two decay modes are shown in Figure 80 (the = view)
and Figure 81 (the y view). Only the vacuum beam illuminates the mask. Overall, the
agreement is excellent in both modes except for the small excess in the simulation over
the data at the —z edge in the neutral mode. This mismatch is consistent with a small
mismatch in the 27° beam shape at that edge. What if we were to attribute this mismatch
to a badly measured edge of the mask? Since the +z edge agreement is excellent, the size
of the mask would have to be wrong, in this case by about 650 microns. Since the same size
mask is used in all of the data sets, and the agreement in the 7¥7~ mode is excellent, this
is unlikely. The mismatch also starts to farther away from the edge than we would expect
for a shift of this size. However, we can march along and assume that the edge is off to get a
feeling for the sensitivity of Re(e’/e) to this aperture. From Monte Carlo studies, we know
that a mismatch of 650 microns at one edge would shift the vacuum to regenerator beam

ratio after acceptance corrections by -0.030%, and hence bias Re(e/e) by -0.50 x 107%.

The vacuum and regenerator beam illuminations at the HDRA are shown in Figures 82
and 83 for the z and y views, respectively. Finally, the illuminations at the lead glass are
pictured in Figures 84 and 85 for the z and ¥y views. For the latter plot, the measured
photon cluster positions are plotted directly — the somewhat jagged structure is due to
a small bias towards the center of a lead glass block in the cluster position reconstruction

algorithm.

With the apertures under control, the “outer” acceptance has been defined. It is now
time to examine our modelling of the response of the detector elements, which determines

the “inner” acceptance of the detector.
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7.4 Detector Response

In simulating the response of the detector, we had to satisfy two somewhat incompatible
needs. The response has to be simulated well enough that the smearing of events past
momentum and z bin boundaries is mimicked well. The most optimal simulation would
involve use of one of the detailed packages for propagating each decay particle through the
detector. On the other hand, we required large event samples, both to keep the “statistical”
uncertainty from the acceptance correction minimal and to have sufficient sensitivity to
small biases when shaking down the simulation package. To obtain these large Monte Carlo
samples in a reasonable period?, we had to simulate events rapidly. The following sections

will describe the resulting compromise between these two requirements.

*The 31° background simulation still took 3 months with 25 dedicated IBM RS6000 processors to generate
the 6 x 10° A — 3x" decays!
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Figure 80. Vacuum beam w+7~ track illumination and 27° photon illumination in the
z view at the plane of the active mask for data and Monte Carlo simulation. (a) #%ar~
track projection. (b) 27° photon projection. The arrows indicate the locations of the mask
edges.
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7.4.1 Simulation of the Lead Glass Response

For each electron or photon which strikes the lead glass calorimeter, we do not simulate
a complete electromagnetic shower as this would be far too time consuming. The response
of the lead glass was instead parametrized as a function of electron energy, Cerenkov light
absorption coefficient « (see Section 4.2), and, when applicable, the photon conversion depth
based on a standalone study of lead glass using the EGS4 {84] shower simulation package.
The mode] for the attenuation length has been described in some detail in Section 4.2.1,
and in great detail in the Ph.D. thesis of Ritchie Patterson [74]. The details of the EGS
cluster generation can also be found in reference [74]. Only a brief recap will be presented

here.

7.4.1.1 Parametrization of the lead glass response to electrons

The response of the lead glass to electrons was modelled by assuming that the absorption
of Cerenkov light is uniform through the length of the block. We have calibrated with this
assumption, and from each electron calibration we have extracted an average absorption
coefficient o (typically 3% to 4% per radiation length) for each block. Using the EGS4
package, a large sample of electron showers was generated with incident electron energies
E; ranging from 0.25 GeV to 90.51 GeV. We expect the variations in response of the lead
glass to be dominated by the depth ?,,,, of the maximal energy deposition. In turn, ..
depends logarithmically on E; [92, 83}, and we therefore generated showers with energies
spaced uniformly in {nE; over this energy range. For each shower, the track length of each
charged particle was weighted by the number of Cerenkov photons that the particle would
radiate, N, = 1 — 1/n232, where n is the index of refraction of the lead glass. The sum
of the total weighted track length was then recorded in cells measuring 0.36 x 0.36 x 0.5
radiation lengths®. The cells covered a volume 30 radiation lengths deep and 7 x 7 block
widths transversely.

For each generated electron shower, the Cerenkov light within each cell was attenuated

using a given absorption coefficient to the back of a block of a given length. The response

3For reference, our crystals measure 1.8 x 1.8 % 18.7 radiation lengths
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of the block to that shower was defined by the ratio of the total Cerenkov light reaching
the back of the block to the total Gerenkov light produced. For each shower we calculated
the response using a set of attenuation coefficients which spanned the range of coefficients
measured in the various electron calibrations. For the modelling of photons, it was also
useful to calculate the response for blocks of different lengths. As discussed in Section 4.2.1,
we treat a photon by having it first convert at a depth g within the block, and then treat

the photon showers as 2 independent electron showers in a block of length 18.7 — #¢ radiation

lengths.

The response of a block to each electron shower of a certain energy E; was then accu-
mulated for each pair of absorption coefficient and block length parameters. Based on the
observed distribution of responses to the EGS showers, we parametrized the block response
with a simple functional form in terms of the absorption coefficient, the incident electron
energy, and conversion depth (if the electron was from photon which converted inside the
glass block). In our Monte Carlo simulation, we then randomly generated a response to an

incident electron distributed according to our parametrization.

For our initial result [74, 50] based on the NC subset, the responses were parametrized
by a simple Gaussian using the means and RMS widths of the shower distributions. Unfor-
tunately, there are sizable tails in many of the response distributions: tails on the high side
from showers which fluctuate deeper into the block and hence have less attenuation of the
(Cerenkov radiation, and in the shorter blocks, tails on the low side from showers which lose
too many of the charged particles out of the back of the block. From studies with electrons
from Ke3 decays, we found that this parametrization resulted in somewhat poorer average
resolution in the Monte Carlo than we observed in the data because the tails had inflated

the RMS width.

For the current simulation, we have incorporated the tails explicitly into the parametriza-
tion. For each distribution of shower responses, we first fit using a Gaussian parametrization.
If over 1.25% of the distribution fell higher (lower) than 2.5 times the width of this Gaus-
sian, then a high (low) side tail was added to the parametrization. If one or both tails were
needed, the distribution was refit simultaneously to the sum of the Gaussian+tail(s). The

parametrization for the high side tail we used was
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AN | (f - fo)e PU=R), > f

— = . (7.16)
if 0, f<fo

Here, f is the response, and fg, B8, and y were parameters for each of the distributions.
We used an analogous parametrization for the low side tail. This parametrization was very
successful over the range of absorption coefficients, block lengths and energies of interest. A
handful of response distributions for different energies, attenuation coefficients, and block
lengths are plotted in Figure 86. The absorption coefficients plotted span the range into
which the majority of the coefficients measured in our blocks fall. The parametrization
works quite well in all cases, accurately mocking up the tails where present.

The fits generally resulted in a smooth variation of the parameters as a function of the
absorption coefficient and block length. The variation of the Gaussian mean and width, the
two parameters which still characterize the bulk of the response, is shown for two different
energies in Figure 87, after some smoothing of the fluctuations in the fit parameters were
made. Most of the parameters could be easily fit to a simple function of the absorption
coefficient and block length. For those with a more complicated behavior, we interpolated
linearly between the fit parameters. For electron energies E between the EGS shower
energies, the parameters were interpolated linearly in In E.

To simulate the response to an incident electron, or to an electron from a photon con-
version, the Monte Carlo first obtains the parametrization of the three response regions
— central Gaussian, high side tail, or low side tail — based on the electron energy, the
struck block’s absorption coefficient, and the photon conversion depth. The simulation
then decides randomly in which of the three regions to generate the response based on the
relative areas in the three regions for this set of parameters. Once the region is chosen, the
electron response can be generated randomly using the distribution given by that region’s
parametrization. For all practical purposes, this recipe gives the total number of Cerenkov
photons reaching the phototube for this electron,

The above recipe parametrizes the smearing of the calorimeter response due to electro-
magnetic shower fluctuations. Additional smearing occurs due to random fluctuations in
the number of photoelectrons liberated from the photocathode. For the phototube on each

block, we have extracted the number of photoelectrons per ADC count for each of the 804
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Figure 86. The distribution of the fractional response for EGS electron showers. Rows 1
to 3 correspond to energies of 2 GeV, 8 GeV, and 32 GeV, respectively. The absorption coef-
ficient o and block length L in radiation lengths for each column are (a) o = 0.034, L = 18.7,
(b) @ = 0.040,L = 17.2, and (¢) a = 0.038, L = 15.7. In each plot, the curve is the best fit

parametrization.
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Figure 87. The variation of response parameters with absorption coefficient and block
length. Rows 1 and 2 correspond to energies of 2 GeV and 22.63 GeV, respectively. Column
(a) and (b) correspond to the central Gaussian mean and the central Gaussian width,
respectively.
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phototubes from the observed width of that block’s response to the flash lamp (see Sec-
tion 3.2.2). From the measured phototube gains, this gives us the number of photoelectrons
per Cerenkov photon. Using this factor and the number of Cerenkov photons obtained for
the electron shower at hand, the simulated response finally receives a photostatistical Gaus-

sian smearing. The average number of photoelectrons obtained in each of the 804 blocks

for a 1 GeV electron is plotted in Figure 88.

7.4.1.2 Generating a cluster from shower response

The lead glass response to electrons discussed above assumes the calorimeter was one
glass block extending infinitely all directions transverse to the incident electron. Since
much of a shower is contained within the physical block struck by an electron hitting our
calorimeter, this is a reasonable starting point. We must, however, simulate the sharing of

energy among the blocks surrounding the block struck. Since we make cuts based on cluster
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Figure 88. The average number of photoelectrons obtained from the shower of 2 1 GeV
electron for each of the 804 blocks.
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shapes to help reduce the 37° background in the 27° sample, simulating this lateral energy

distribution is important.

Rather than modelling the lateral distribution from first principles, we have accumulated
a large cluster library using a very clean sample of electrons from the ete~ calibration
samples where no minimum readout threshold was used. For each cluster in the library, we
have stored the pattern of the energy distribution within a 5 x 5 array of blocks centered
on the block struck by an electron. The clusters are grouped according to the incident
electron energy and the position in the block where the electron landed, both of which can

be measured in the charged spectrometer. More detail on this library is in reference [75].

In the Monte Carlo simulation, a cluster shape is chosen from the library based on the
true electron energy and transverse electron position in the glass block. The signal in each
block from the cluster library cluster is scaled by the ratio of the simulated block response
to the energy of the cluster library electron as measured by the charged spectrometer.
With this scaling, the fluctuations in the transverse energy loss outside the 5 x 5 array is

automatically simulated by the real fluctuations in the cluster library itself.

For photons, the signal in each block from the shower simulated for each conversion
electron is summed. Similarly, the signals in any overlapping blocks for two nearby showers
are summed. To complete the simulation, the final signal in each block of the array is
converted to ADC counts using the block gain measured in electron calibration, and the

ADC readout threshold is applied.

The final stage of the simulation of the lead glass array involved simulating the hardware
cluster finder (HCF). Since the “seeds” used in the offline cluster finding algorithm were
obtained from the HCF, it was necessary to simulate the HCF properly. Indeed, much effort
(see reference [75]) went into determining the correct signal threshold for each block above
which the HCF would register a “hit” for that block. Once the pattern of hit blocks was

obtained, the software simulation of the cluster finding algorithm itself was straightforward.
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7.4.1.3 Electrons, Ke3 Data and Monte Carlo simulation

When electrons in Ke3 decays are simulated with the above procedure, the resolution
matched better between data and Monte Carlo than with the straight Gaussian parametriza-
tion of the response. The resolution was still slightly better in the data than in the Monte
Carlo, though, and we believe the cause of this to be a nonuniform absorption profile through
the length of the lead glass blocks. The glass blocks sustain greater damage from hadronic
showers deeper into the block, and that the ultraviolet curing tends to cure the front of the
block more than the back. As a result, the absorption increases into the block. This actually
tends to compensate for showers which fluctuate more deeply into the block — more of the
Cerenkov radiation is absorbed than one would expect from uniform absorption. This leads

to a smaller high side tail and better resolution than our model would predict.

To compensate for the difference between data and Monte Carlo, we made a small
adjustment to the parametrization slightly for absorptions coefficients a > 0.032. The
width and the exponential slope of the high side tail were changed linearly as a function of
a—0.032, such that for a block with o == 0.04, which was fairly common near the center of the
array, the Gaussian width was reduced by 4% of itself and the area under the high side tail
was halved. The two parameters that accomplished this were the only tunable parameters
introduced into the electron response simulation. With only this small amount of tuning,
the agreement between the data and Monte Carlo electron resolution as a function of energy
and absorption was very reasonable. In Figure 89, the energy resolution in the Monte Carlo
is compared to the energy resolution in the Ke3 data versus the incident electron energy for
blocks in three different ranges of . For the Ke3 data, the enerpy resolution was calculated
by measuring the resolution of E/p and subtracting off the resclution contribution on the
track momentum p using Equation 3.2. For the Monte Carlo electrons, the resolution was
determined by directly comparing the reconstructed and generated energies. The agreement
between the data and Monte Carlo electron resolution, both as a function of energy and a,
is very reasonable. The turn up in resolution at low energies because of the photostatistics
contribution is clear. We can also see that the effect of the damaged blocks was to increase

the resolution at high momentum from about 2% to 2.6%.
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7.4.1.4 Photons, n*x~7° Data and Monte Carlo simulation

To check the photon response, we studied the reconstructed 7% mass in 7+7 7% decays.
We found that the simulated photon resolution was again somewhat wider than the resolu-
tion for photons in the data, which is what we expected if our model explaining the electron
resolution was correct. That is, the difference can again be understood with a model where
the absorption increases towards the back of the block. The deeper a photon converts in
a block, the less the Cerenkov light from its shower will be attenuated. If the absorption
is increasing from front to back however, the spread of absorptions will be smaller than
for a block with uniform absorption. Hence for photons as well as electrons, we expect
the radiation damage to compensate fluctuations into the block. Since we can not directly

measure the absorption profile, we allowed one tunable parameter in the photon simulation.
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Figure 89. Ke3 electron energy resolution versus incident electron energy for 3 different
ranges of the lead glass absorption coefficient, . The resolution is measured using the events
in all blocks within a quoted range of o to obtain adequate statistics. The data electrons
are the solid points, the Monte Carlo electrons are the hollow points. The three absorption
coeflicient ranges (in percent per radiation length) are squares: 3.4-3.8, triangles: 3.8-4.0,
and circles: 4.2-4.4.
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Assuming that the absorption is increasing into the block, the average absorption o; seen
by the eTe™ pair from the photon conversion will vary with the photon conversion depth,

to. We parametrize this change as
ay = a1l + 0.03t), (7.17)

where « is the absorption coefficient of the block measured in calibration. The 3% per
radiation length constant was determined from the study of the reconstructed yy mass
width in 77~ 7% decays.

The ¥y mass in 7T7~ 7% decays was quite useful for studying photons in the lead glass.
Since the z location of the kaon, and therefore the 7%, decay can be measured directly from
the charged pions in the drift chamber system, the vy mass obtained from Equation 6.1 is
directly related to two measured photon energies. This is much simpler than the situation
for 37° and 27x° decays, where the z must first be inferred from photon pairing, and then
the mass calculated from the average z of the paired photons. For tuning the photon
response in the Monte Carlo, we compared the vy mass distributions for 7 *n~7® decays
in data and Monte Carlo as a function of the average of the absorption coefficients of the
two photon clusters. The ¥y mass distribution for four different ranges of the average
absorption coefficient is plotted in Figure 90. The {uning was done using only the NC set,
yet the Monte Carlo described the data quite well in earlier subsets as well. For example,
the v+ mass resolution as a function of the average absorption is plotted for the NC subset
and the C2 subset in Figure 91. The data and Monte Carlo agree well in both subsets in
the region o > 0.032, where we tuned. In the earlier subsets, the Monte Carlo resolution
seems somewhat better at very low values of @ than we observe in the data. These low
absorptions occur at the outside of the array where the photon intensity is quite low, and
have little effect on the average resolution. The effects of an average resolution will be

discussed further in Chapter 10.

7.4.1.5 What about 27°%decays?

In general, the Monte Carlo simulation of the 2r? decays worked admirably. The energy

and overall photon illumination agree very well between data and Monte Carlo, as we have
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seem earlier in this chapter. In an arena closer to the shower simulation, we have already seen
in Section 6.1 that the line shape of the 27° mass distributions in the data and the Monte
Carlo simulation are very close, aside from an overall shift due to the residual nonlinearity
in the data. In Chapter 10, we will see that a small difference in the 27° mass shape for

decays from the vacuum beam and the regenerator beam, duc to the differences in the

energy spectra of the two beams, is also faithfully reproduced by the simulation.

Another, even more fundamental, quantity to compare between data and the Monte

Carlo simulation is the pairing x? for combining the 4 photons into 2 #%s. This distribution
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Figure 90. v+ mass for 7*7n~ 7 decays from the NC subset. The events have been
divided into different ranges of the average absorption coefficient & = (a; + 2)/2 of the
two photon clusters. (a) 0.032 < & < 0.033. (b) 0.035 < & < 0.036. (c) 0.038 < & < 0.039.
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Figure 91. Resolution on the yy mass in 7*7~7° data and Monte Carlo simulation.
The resolution is plotted as a function of the average absorption coefficient & = (@1 + a2)/2
of the two photon clusters. (a) NC subset. {b) C2 subset.

is plotted for 27° data and simulation in Figure 92. The overall shape agrees quite well
over the bulk of the distribution, with the data finally beginning to show some excess over
the Monte Carlo for badly reconstructed events. Some excess of the 27° data relative the

simulation at large x? is expected because of accidental activity in the detector.

Also directly related to the cluster simulation is the distribution of cluster separation
in the 27° data and Monte Carlo simulation. The shape of this distribution is affected
by the cluster shape cuts used to reduce the 37° background, and by the remaining 37°
background in the 27° sample. The distribution for the cluster separation is shown for data
and Monte Carlo in Figure 93. The predicted background contributions (see Section 6.5)
have been added to the coherent Monte Carlo simulation in this figure. The agreement
between the two distributions extends over four order of magnitude in both the vacuum

and the regenerator beams, including in the region where the clusters overlap!

The individual cluster energies are also interesting to examine. Curiously enough, the

one distribution where the simulation failed to precisely describe the data was in the maxi-
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mum cluster distribution. This distribution is shown in Figure 94 for the entire 27° sample
in both the vacuum and regenerator beams. Also shown are the regenerator beam distri-
butions for the subsets with and without the lead sheet. The change in the vacuum beam
distributions. for these two sets is identical to the change in the regenerator beam. While
the Monte Carlo describes the data quite well in all cases below energies of about 60 GeV,
the data shows a higher acceptance on average than the Monte Carlo at high energy. This
discrepancy is time dependent, showing clearly in the early subsets and at a much reduced

level or not at all in later subsets.

The bulk of the discrepancy comes from the blocks surrounding the beam pipe, with
the remainder from the ring of blocks just outside of these pipe blocks. The discrepancy
seems to be related to the actual acceptance of high energy photons and not an effect due
to smearing alone, since the smearing required to mimic this problem would make the 27°

mass distribution extremely broad. The excess smearing also distorts the low end of the
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Figure 92. Pairing x? for 27° decays in the data and Monte Carlo simulation. (a)
Vacuum beam. (b} Regenerator beam. The expected background contribution has been
added to the Monte Carlo prediction. The arrow in each plot marks the position of the
analysis cut
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maximum cluster energy distribution, which agrees with the data without such a smearing.
The problem seems to be a photon simulation problem, not a problem with the coliar anti,
since the collar antl position is very stable in the Ke3 data, and also since the problem
appears for clusters located outside of the pipe blocks, which are not affected by the collar
anti position. The cluster simulation hypothesis is supported by the problem occurring
when the radiation damage in these blocks was the worst. This might seem contrary, since
the problematic subsets occurred “early” in the run. However, the lead glass had seen
substantial beam time without any curing when we began collecting useful 27° data, while
the lead glass had received substantial curing before the later 279 sets were collected. Some
of the absorption coefficients measured for the pipe blocks in the early subsets were over

50% larger in the early subsets than in the later.

It was not too surprising to us that the simulation had problems in this area, since we
lacked the means to obtain the longitudinal absorption profile in the blocks as a function of
time. The showers for high energy photons fluctuate more deeply into the block, where it
is most difficult to simulate the fluctuations in the response. In light of this, we decided to
restrict ourselves to the subsample of 2x° decays where the maximum cluster energy was
under 60 GeV/c. This has the further advantage of limiting the 27° cluster energy to the
kinematic regime which is occupied by our 37° sample. Since we use the 3z° decays to
limit the systematic acceptance error for the neutral acceptance, this seemed like the most
conservative course. We will return to this issue as part of our systematic discussion in

Section 10.1.2.

7.4.2 Drift Chamber Simulation

Relative to the lead glass, the drift chamber simulation was simple, and we kept this
simulation very basic. We did not include a detailed simulation of the electron drift and
§-ray production for the passage of a charged particle passed through each drift cell. The
observed TDC time distribution was simulated by inverting the measured time to distance
function (see Section 4.1.1) for the time period being simulated. The chamber resolution

was included by hand by first smearing the true position of the particle in the drift chamber



210

sense plane by using a Gaussian distribution whose width was the resolution measured in
the data for that sense plane *. This smeared distance was then converted to a TDC time

using the inverted time to distance function.

In addition to the resolution smearing, we have included the measured drift chamber
efficiencies. As we can see from Figure 95, the individual wire efficiencies were very uniform
across a plane. This was true even in the most inefficient plane. In general, this uniformity
allowed us to characterize the efficiency for each drift chamber plane with a single number
averaged over all of the wires. In a system of over 2000 sense wires, however, one does
expect a few wires to be more problematic than others. Hence wires that were broken,
or were disconnected because they were drawing large dark currents, or were just plain
misbehaving, and hence had efficiencies lower than the average efficiency, were handled
individually. The criteria used to separate these wires depended on their position in the
chamber. If they were at the edge of the chamber, where the llumination was low, wires
with efficiencies more than 5% away from the mean were handled separately. In the central
region of the chambers, where the illumination was much higher and the efficiencies more
crucial, the cutoff was much tighter, and any wire whose efficiency deviated by more that
0.5% of the mean was handled individually. The efficiency measured individually for each
of these wires was used in the simulation, and this wire was excluded from measurement of
the average efficiency of the sense plane to which it belonged. There were only a handful of
these special cases, typically about 25 wires, of which most were only marginally different

from the average plane efficiency.

These particularly inefficient wires had very little effect on the acceptance. In part, this
was due to most of these wires being located near the edges of the chamber, where the
pions travelled only rarely. Only two to three of the inefficient wires were in a “hot” region
of the chamber system. Furthermore, the tracking algorithm was forgiving of missing hits,

particularly in the y view, and very few tracks were seriously misreconstructed or missed
| entirely because of these individual wires. The z track illumination in chamber 2 before
and after a sense wire in a fairly hot region of the chamber broke is shown in Figure 96.

There is not a great change in the illumination near this wire, but the deficit in the NC set

*The Ked and #*x~ data gave consistent results for the 16 plane resolutions.
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is visible. The rest of the structure in this overlay results from the change in beam shape
over time. The Monte Carlo simulation for the NC set, also shown in the figure, mocks up
the small change quite well.

While tracks in the drift chambers are generally well separated in one view, particularly
in the = view where the tracks are bent by the analysis magnet, the two pions do occasionally
pass through bordering or identical drift cells. This will be most strongly a function of the
kaon momentum, but will also be more probable for pions from decays which occurred
downstream rather than upstream. The track separation is shown in one of the planes
in Figure 97. With our simple modelling, the Monte Carlo simulation does a fine job of
describing acceptance decrease as the pion track separation decreases to the size of a drift
cell.

The only shortcoming with our drift chamber simulation was the lack of é§-rays. This
exclusion means that the broad tails in the track quality variables were not simulated, but,
as we have seen in Chapter 5, the é-rays affect the vacuum beam and regenerator beam

decays identically, as we had expected. There is an overall loss of events because of the
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Figure 95. Individual wire efficiency for the downstream y plane in Chamber 2 measured
with the Ke3 sample in the NC data subset.
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effect of the §-rays on the track quality requirements, particularly from the track x? cut,
but this loss cancels in the vacuum to regenerator beam ratio. We will further investigate

our sensitivity to this effect in Chapter 10.

7.4.83 Hodoscope and Photon Veto Response

Like the drift chamber simulation, the simulations of the hodoscope banks and photon
veto counters were elementary. The average trigger and latch efficiencies, the former over
99.9% efficient and the latter over 99% efficient, were measured using muon tracks. In
addition, the cracks between the different counters in the trigger counters were mapped
minutely using the chamber alignment muon samples and the small gaps included in the
Monte Carlo. In Chapter 10, we will examine the insensitivity of Re(c/e) to the efficiency
of the individual counters.

The photon veto responses were most important for the simulation of the four cluster
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Figure 97. Separation of the two pion tracks in the z view at Chamber 4 for the 77~
data and Monte Carlo simulation. (a)} Vacuum beam. (b) Regenerator beam. The arrows
indicate a separation the size of one drift cell. No cut is made on this variable.
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37 background. An elegant technique [76] which utilized 77~ 7% decays with only one
photon detected in the calorimeter was employed to map the response of these counters.
The direction and energy of the missing photon could be inferred from the kinematics of
the charged pions and reconstructed photon. Often this missing photon passed through omne
of the photon veto counters. By comparing the observed signals in the veto counters to the
predicted energy of the “undetected” photon, the gains and resolution of the counters were
extracted. A mismeasurement of the photon veto response would have manifested itself
clearly in the background distribution of the 3x° background. As we have seen already in

Chapter 6, the predicted and observed z shapes of the 37° background agree well.

7.5 Z Comparisons

So far, we have examined the Monte Carlo simulation of the individual detector com-
ponents, and compared the reconstructed quantities in the data and the Monte Carlo sim-
ulation relevant to that component. On the whole, the simulated distributions agree quite
well with the distributions observed in the data. We now wish to step back and examine
the distribution most crucial to the Re(e/¢) analysis, the z-distribution of the kaon decays.
When we fit for Re(e’/e), we will integrate the contents of each 10 GeV /e momentum bin
over the entire z range. A bias in the acceptance versus z, coupled with the difference in the
vacuum and regenerator beam z distributions, would lead to a bias in the ratio of events in

the vacuum and regenerator beams.

From the plots already shown, it is clear that our simulation of the apparatus mocks
up the data quite well. We therefore expect that any bias in the acceptance is small,
and expect the z distributions to match quite well. For most problems that would affect
the acceptance in this éxperiment, such as a misplaced aperture edge or a bias resolving
closely spaced tracks or closely spaced clusters, we would expect bias introduced into the
acceptance to either increase or decrease fairly uniformly in z. For example, if an aperture
is too wide, 27° decays close to the aperture will not be affected, while 27° decays farther
upstream, whose photons have had a chance to spread and approach the aperture’s edges,

will be accepted more often in the simulation than they should. We therefore generally look
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for a linear bias as a function of z. In all of the studies we have done, the 2 for a linear
fit to the ratio of data to Monte Carlo have all been excellent, indicating that higher order

terms are not necessary.

Since we always bin the data in 10 GeV/c momentum bins for our fits, the comparison
between the z distributions in data and Monte Carlo simulation are of fundamental inferest.
Plotted are the distributions in the vacuum beam for two different momentum bins: the
60 GeV /e to 70 GeV/c bin, which is near the mean kaon energy in both decay modes for
this experiment, and the 110 GeV/c to 120 GeV /c bin, which was picked randomly. The
vacuum beam 2z distributions in the lower energy bin for the #t#~ decays and the 22°
decays for the subsets with the lead sheet are plotted in Figures 98 and 99, respectively.
The vacuum beam z distributions in the higher energy bin for the 77~ decays and the
279 subsets without the lead sheet are shown in Figures 100 and 101. For the bins shown
(and the bins not shown) the x? for the z distributions in the data and simulation having

the same shape are all very good.

When fitting for a linear bias in the ratio of data to Monte Carlo, the observed slopes
were consistent with what one might expect from statistical fluctuations. For example, for
the 48 momentum bins in the two neutral subsets, the slopes in 24 bins had significances
under 1 standard deviations (s.d.}, 15 under 2 s.d., and 9 over 2 s.d.. Many of the slopes
over 2 s.d. occurred in high momentum bins with low statistics, where the Gaussian error
estimates on the number of events in a 1/2 m bin were inappropriate, and the resulting
significances overestimated. The relative numbers of positive and negative slopes observed

were alsc consistent with expected statistical fluctuations.

To probe any residual biases at a much more sensitive level, it is convenient to combine
all of the momentum bins, not only in the 27° and #¥#~ data, but also in the Ke3 and 3x°
data, where we have very large event samples. Because of all the efforts made in properly
simulating the energy spectrum and beam shapes observed in the data, the z distribution
in the Monte Carlo simulation, integrated over all momenta, should match the observed z
distribution in the data very well. Any bias observed in the z comparisons we can therefore
attribute to an acceptance problem as opposed to a mismatch in the kaon energy spectrum.

This is particularly true in the modes with charged final states. In the neutral mode,
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data statistics. Bottom: The ratio of data events to simulated events in each 1/2 m bin.



217

0L
2
10“ =
E -
lq L
i B
< i
ﬂ =
S
-
= B
o0 ~= Data
- * Monte Carlo
1 II’I|I4L[lIl_!_l.l.l_l_ll|l’.'.!llll'l1!l'l\]|_l_]l]l

110 115 120 125 130 135 140 145 150
Distance From Target (im)

1.1

Illllll

Data/MC Ratio
| I T 17T

6.9

+
l[i‘l LBl | [ | |J_ll| ll 1t |J_l[l Lll | I[ 11 1,1 |J
110 115 120 125 130 135 140 145 150

Distance From Target (m)

Figure 99. Vacuum beam z distribution for the lead sheet subset of the 27° data and
Monte Carlo simulation in the 60 GeV/c to 70 GeV/c bin momentum bin. All final cuts
have been made. Top: The z distribution for the two event samples, with the simulation
statistics normalized to the data statistics. Bottom: The ratio of data events to simulated
events in each 1/2 m bin.



218

320 -
r l JL® “ i
280 —'_ n at " ‘r d L]
— H 41 9] "l l
C il
240 — d ql Il"|
N +
= - -
“ 200 [- I [+ ]1 y
=] N I
~— »
W -
2 160 —
©Q -
L C
&) ™0
120 ~— Data
» e Monte Carlo
80
40 —
U_IlllI[Ill_I_llllIllLlll;lllllI
112 116 120 124 128 132 136
Distance From Target (m)
12
-
2 L1
M - O & o 5 &d O T o * .o'o
% 1 H 3 1 L | 13 e [ 19 . nd l o
< 09
D +
08
= | ] 1 1 1 ! 1 1 1 | t | ! l ] | [ _I_l 1 | | | | l_l_ )
112 116 120 124 128 132 136

Distance From Target (m)

Figure 100. Vacuum beam z distribution for the #*x~ data and Monte Carlo simulation
in the 110 GeV/c to 120 GeV/c bin momentum bin. All final cuts have been made. Top:
The 2 distribution for the two event samples, with the simulation statistics normalized to
the data statistics. Bottomn: The ratio of data events to simulated events in each 1/2 m bin.




219

120

~ Data
¢ Monte Carlo

80

+

60

Events /0.5 m

B
=

20

IIIIlrllllllilllIIII_FIIIII]_I_I

0 lllllllll!llllllllillll|l||LIlIlIIIIII,

110 115 120 125 130 135 140 145 150

Distance From Target (m)

f
) | %{fo }HW%HM | ﬁuhu i
ol 1 LRt Uﬁ

Distance From Target (m)

Figure 101. Vacuum beam z distribution for the subset of the 27° data and Monte Carlo
simulation without the lead sheet in the 110 GeV/c to 120 GeV/c bin momentum bin. All
final cuts have been made. Top: The z distribution for the two event samples, with the
simulation statistics normalized to the data statistics. Botform: The ratio of data events to
simulated events in each 1/2 m bin.



220

we must be more careful because of the coupling between the measured z position of the
kaon decay and the measured photon energies. If there is a bias in the photon energy
measurement, the decays pushed by the location of a sharp change in the acceptance shape,

such as at the lead sheet or near the active mask, will mimic an acceptance problem.

The Ke3 and 37° decay modes have some very nice features for use as samples to limit
the acceptance biases in the 27° mode, as we initially remarked at the beginning of the
chapter. First and foremost, we have very large samples of these decays in the vacuum
beam. Having the high statistics will obviously help the sensitivity, but perhaps just as
important is having this large sample from the vacuum beam. Limiting the acceptance bias
using decays from the regenerator beam would be complicated by the scattering of the kaons
within the regenerator, and by the interference of the regenerated K; component with the
K, component, coupled with the imperfect knowledge of the precise values of parameters
like Am which affect the interference. Another benefit arises from these decays being 3
body decays, and as a result having decay products which are less forward than the 7n
decays. A larger fraction have decay products which approach the detector edges, making
these decays more sensitive to aperture positions than the wi decays. In the case of the
37° decays, the photons in the glass have a higher probability to overlap than photons from
27° decays. Hence the 37° decays will also be more sensitive problems with the cluster
simulation than the 27° decays. With the increased sensitivity of the high statistics modes
to potential biases, limits on the acceptance for 7« decays obtained using the high statistics

modes are fairly conservative estimates.

The Ke3 z distribution for one of the data subsets is shown in Figure 102. The 2z
distributions in the data and in the simulation agree very well over the entire decay volume,

*7~ analysis cut, where the simulation tracks the order of

even upstream of the 110 m =
magnitude drop in acceptance over 5 m very reliably. While the full Ke3 sample was used
to track the aperture motion, and initial data and Monte Carlo studies were done with
samples containing several 10° events each, the subsamples used to limit the acceptance
biases contained about 10° decays (1% bites of the total sample). Samples of this size were

sufficient to limit the acceptance in the charged mode at the level we needed. We have

conservatively estimated the acceptance bias in the charged mode at the level of 0.03% per
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meter, while the Ke3 samples had slopes which were consistent with flat at the 0.02% per

meter level.

In order to bound the acceptance bias for the 27° mode, the 37° sample we used was
limited to a region away from the active mask, where the rapid change in the acceptance
shape coupled with residual uncertainties in the photon energy reconstruction can cause
problems. For the subset with no lead sheet, the z distribution in data and Monte Carlo
is shown in Figure 103. In this region, the agreement between data and Monte Carlo is
excellent, and we can place a strong limit on a linear bias in the acceptance. Upstream of
this region, the acceptance changes shape rapidly, and there is a dip in the ratio of data
to Monte Carlo, which is about 1% at 120 m. The data to Monte Carlo ratio is again
consistent with one when the accepted decay distribution is again relatively flat a few more
meters upstream. This is the behavior we expect from a small energy scale mismatch — in
this case an overall energy scale shift of under 0.02% would cause this effect. This sample
places a 0.074% percent per meter limit on the acceptance bias for the 27° sample. It is
interesting to note that at our mean kaon energy, we would have introduced a slope of order

0.04% per meter into the overlay had we ignored the K lifetime in the simulation.

Finally, we have the 7*7~ and 27° distributions themselves. In terms of examining
the acceptance, the vacuum beam plots are the most interesting. We have plotted the
distribution of the #t#x~ decays from the vacuum beam in Figure 104. The simulated
and observed z distribution agree very well over the entire decay volume. The two bins
at the end of the plot are right next to the HDRA, and the data points contain some
background from beam interactions with the HDRA. QOur downstream z cut is far enough
from this detector element to be free of this background. The vacuum beam z distributions
for the 270 decays without and with the lead sheet are shown in Figure 105 and Figure 1086,
respectively. Again, the z distributions agree favorably between data and Monte Carlo.
The z region from 137 m to 139 m has been excluded from the analyses because of the
sensitivity of that area to biases in the photon energy scale. There does appear to be an
excess of data over Monte Carlo in part of that region, though the excess is consistent with

an energy scale shift of under 0.03%.

The shape of the regenerator beam distribution depends on the physics parameters, such
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Figure 102. Vacuum beam z distribution for Ke3 decays in the data and Monte Carlo
simulation after all other cuts. The sample shown is a portion of the NC subset. Top:
The z distribution for the two event samples, with the simulation statistics normalized to
the data statistics. Bottom: The ratio of data events to simulated events in each 1/2 m
bin. The solid line is the best fit slope of —0.021% 4 0.018% per meter. The dashed line is
the slope used for the systematic estimate, 0.03% per meter. The dotted line is the slope
required to shift the final result for Re{(e’/¢} by 1072, The arrows in the ratio plot indicate
the z fiducial region used in the #* 7~ analysis.
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final result for Re(e /) by 1073.
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as p and Am that are used in the Monte Carlo simulation, and our imperfect knowledge
of these parameters make studles of the acceptance over a large range of p and z more
problematic. The uncertainties in these parameters, however, do translate into significant
uncertainties in the acceptance corrections at our level of precision. For completeness,
however, we have included them here. The wtx— z distribution for this beam is shown
in Figure 107, and the 27° distribution in Figure 108. These simulated regenerator beam
distributions in general agree fairly well with the data distributions. In particular, the
agreement in the z shape at the sharp turn on of decays at the regenerator is very good.
This shape is completely determined by the details of the resolution, yet even in the 2x°
mode the Monte Carlo predicts the number of data events at the 10% level three orders of

magnitude down from the peak.

7.6 Summary

The most apt summary of the Monte Carlo simulation is the plot of the vacuum beam
z overlays for the five different data sets considered in this experiment (Figure 109, We
have seen many of these distributions before, but are presented here in a view to help give
more information. In the 77 and Ke3 modes, we have seen that the Monte Carlo simulation
tracks the data z distribution over several orders of magnitude in the previous log plots.
We can now see the details of the agreement over the bulk of the decay region. For the 3x°
plots, we have now opened up the window over the entire z region to show the agreement
upstream of the mask.

We also show the x? for the shapes of the distributions in the data and the Monte Carlo
simulation to be the same. In all but the 3n° case, these x? values are close to or within a
one standard deviation fluctuation. In the neutral mode plots, both 27% and 37° the excess
in the x? tends to come from the upstream region right at the rolloff in acceptance, where
the z distribution is the most sensitive to residual problems with the photon energy scale.
This is particularly true for the 37° case, where 52 units of x? come from the 4 bins in the
range 116 m to 120 m, where the data is most sensifive to residual nonlinearities in the

photon energy reconstruction.
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When considering these %2, one should also remember the statistics involved: the 7w
data samples shown range in size from 150,000 to 350,000 events, and the Monte Carlo
samples from about 4 million to 8 million events. The Ke3 sample shown has about a
million events in both the data and Monte Carlo samples. The 37° sample has about
5,000,000 data events and 6,000,000 Monte Carlo events,

When digesting these plots, it is important to remember that the kinematics of the
different decay modes is very different. For example, the undetected neutrino in the Ke3
decays causes very different correlations between the two observed tracks than in the much
more symmetric 77~ decays. The illuminations of the apertures by the Ke3 decays tend
to be much broader, and hence are more sensitive to the aperture locations. Even the
correlations between the B and C hodoscope counters which satisfy the charged trigger are
different, helping to prevent any trigger biases from escaping notice,

The situation is much the same in the 37z° sample relative the 27° sample. The fully
reconstructed 370 subset is much more prone to affects from biases in cluster shape simu-
lation, cluster separation, aperture positions, trigger thresholds, etc., because of the larger
number of photons, the broader illumination of the photons, and greater probability for
photons to overlap in the lead glass.

In spite of the different characteristics of the decay modes, the Monte Carlo manages
to faithfully reproduce the data distributions, not only for the z distributions shown here,
but also for many of the other distributions, of which we've still seen only a handful in this
chapter. With this detailed simulation in hand, we can now take the accepted and generated
7 distributions from the Monte Carlo and use these to help extract values for Re(e’/e)
and other parameters of the neutral kaon system. We will now turn to the description of

the techniques used to determine these parameters.



CHAPTER 8

THE FITTING PROCEDURES

In previous chapters we have discussed the data collection, the background subtraction, and
the Monte Carlo simulation for this experiment. The purpose of this chapter is to describe
the fitting techniques with which we extract the parameters of interest in the kaon system
from the distributions of coherent kaon decays. The discussion will begin with a description
of the general procedure used to extract the results, and of the functional form used to
describe the data in the fits. The fits for the different parameters and the results obtained
will then be described in the next chapter. |

For the purposed of many readers, this chapter presents a more detailed breakdown of
our fitting pracedure than is needed to understand the gist of the results presented in the
following chapter. The introduction describes the basic methods we have used to extract
the physical parameters of interest, and many readers may simply wish to jump to the next

chapter after the introduction.

8.1 Introduction

There were two distinct fitting techniques we used in the analysis of our 7w data sets.
The first technique, which we will refer to as “constrained” fitting, was used to determine the
values of parameters which affect the shape of the regenerator beam z distribution: Am, 74,
¢, and A¢. The vacuum beam data in each 10 GeV/c bin was corrected for acceptance

in a single, large z bin, and compared to the vacuum beam decay rate for that bin in the
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Monte Carlo simulation. The vacuum beam decay rate in the Monte Carlo relative to the
data was constrained to have a particular form®, and the vacuum beam constraint served
to predict the number of kaons incident on the regenerator in each momentum bin. With
the; incident number of kaons known for a given momentum bin, the number of decays in
each z bin in the regenerator beam can be predicted as a function of Am, 75, efc. for that
momentum bin.

For the measurement of Re(e’/e), we were not as concerned with the shape of the z
distribution in the regenerator beam as with the total number of decays in each beam. In
the fits for Re(e ’/€), we predicted the ratio of the number of accepted decays in the vacuum
and regenerator beam for each momentum bin. There was no constraint on the shape of
the vacuum beam decay rate in the data relative to the Monte Carlo; loosely speaking,
the incident kaon flux cancels when the ratio of the two beams is taken in each 10 GeV/c
momentum bin.

The remainder of this chapter will describe in detail how the prediction for either the
number of events in a pz bin in the regenerator beam, or for the vacuum to regenerator

beam ratio in a p bin is calculated.

8.2 The Functional and General Fit Procedure

At its heart, the fitting procedure is going to compare the observed number of events
in bins of the reconstructed kaon momentum p and decay position z in the vacuum and
regenerator beams to the number expected, given a set of decay parameters. Suppose that
for a pz bin with the momentum range p; to p; + Ap and z range z; to z; + Az, we observe
d;; events in one of the beams. The number of events d;; is given by

i+hp zi+ Az .
di; = /: dp ; dzfdp' F(p’)/dz' s(p,z; 9,2 )a(p', ) r (P, 2'). (8.1)
In this expression, the primed quantities p’ and 2’ represent the true momentum and the
true decay position.

F(p') is the flux of K, entering the decay volume with momentum p’.

'The form consisted of an overall normalization plus small correction terms.
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The detector acceptance and response functions are embodied in the functions a(p’, 2’)
and s(p, z; p, ). The former is the probability that a kaon of momentum p' that has decayed
at 2’ will reconstruct in the final sample — independent of what p and z are finally measured
for the decay. The function s incorporates all of the resolution and misreconstruction effects,
giving the probability that an kaon with momentum in the range p’ to p’+ §p’ and decaying
in the range from 2’ to 2’ 4 62’ will reconstruct in the ranges from p to p + ép and z to
z+ bz

All of the physics of the decay process, and hence the various parameters we wish to
measure, are incorporated in Equation 8.1 via the decay rate r(p',2'). In the regenerator
beam, for example, 7, will depend on the regeneration amplitude p(p'), the K lifetime,
Am, etc,

Each of these contributions to the decay rate will be discussed in some detail. For some
of the discussions, however, an understanding of the general procedure involved will help to

clarify many of the issues.

8.2.1 General Fitling Procedures

8.2.1.1 Binning

The first step in our fitting procedure was to bin the data in reconstructed momentum
and decay position, combining the data from the two regenerator positions in the process.
In all of the fits performed, the momentum bins were 10 GeV /e wide, while the width of
the z bins varied from fit to fit. When we were only interested in the total decay rate in a
beam, we used a single z bin measuring the length of the entire fiducial volume. For fits
which depended upon the shape of the decay distribution within a beam, we subdivided

the beam into several z regions.

To take advantage of the double beam technique, we wished either to use the observed
data rate in one beam to predict the incident kaon flux in the other, or alternatively to
predict the ratio of the rates in the two beams in each pz bin. In an ideal double beam

experiment, the incident kaon flux in the two beams would be identical, and the observed



235

decay rates in the vacuum and regenerator beams would be independent of the regenerator
position. The kaon flux then cancels when comparing the two beams.

What happens if the two beam intensities are different? Let us consider what happens
when the kaon flux in the top beam is greater than that in the bottom beam, I; > I;. The
trigger rate is dominated by (non 7x) kaon decays in the vacuum beam, hence there will
a higher trigger rate when the regenerator is in the lower beam and the top beam, with
the higher intensity, is not attenuated by the shadow absorber and the regenerator. With
a higher trigger rate for one regenerator position, the chance of the data acquisition system
being preoccupied with writing an earlier event to tape when 2 new event arrives is higher.
This leads to slight differences in the livetimes L, and L4 for up and down regenerator
position, respectively. Furthermore, the different intensities can lead to different accidental
rates in the detector, because, for example, of the rate of interactions of neutrons in the
beam changes with the regenerator position. The different accidental activity can cause
a difference in the efficiency of reconstructing 7mr decays for the two different regenerator
positions. For this discussion, suppose that the loss of events due to accidental activity is
(1 — €4) when the regenerator is up, and {1 — £4) when the regenerator is down.

One final issue can affect the relative number of decays collected with the regenerator
in a given position, and that is simply the fraction of time fz that the regenerator spends
in the lower beam. In our experiment, the incident kaon flux in the top beam was about
8% higher than that in the bottom beam, and f; was not exactly 50%. The deviations of
fa from 50% were of order 1% and varied from subset to subset.

Now suppose that n, (n,) is the probability for a kaon entering the decay region to
decay and be reconstructed in a given pz bin in the vacuum (regenerator) beam. Then the
number of events we would collect for the regenerator sample in the top (bottom) beam
would be Nt = f,L.e lin, (N} = fyLlgeqlyn,), while for the vacuum beam we would have
N = falaealin, (N2 = fulueulon,). If we naively took the arithmetic mean of the data
samples from the top and bottom beams, the single ratio would become

N,f + N& _ (faLaeals + fuLyeuly)ny
Ni+ NP (fuLutuls + faLaeals)n:’

(8.2)

In general, this will be biased away from the “true” ratio n,/n, which we wish to obtain.
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This bias can be avoided by using the geometric rather than the arithmetic mean when
calculating the vacuum to regenerator ratio:

(NoN3)

(dedEdIt) (fu ueuIb)znv - Ay
(NENE)

(fuLuE It) (dededIg,)zn, T

By forming the ratio this way, all of the factors which depend on the different intensities

(8.3)

w2 ] B

of the two incoming beams cancel, and we are left with the desired ratio n,/n,. Using the
geometric mean to combine the data from the two different regenerator positions restores
the advantageous cancellations of the double beam.

With the data binned, we wished to fit the decay distributions to extract the physics
parameters. In all the fits, we use the MINUIT program to perform a x? minimization. The
types of fits, however, fall into two distinct classes, which we shall refer to as “unconstrained”

and “constrained”.

8.2.1.2 Unconstrained Fitting

The first class of fits we will discuss are the unconstrained fits which were used to extract
Re(e'/c). For these fits, the data were binned in momentum only, that is, the entire fiducial
volume was taken as one large z bin. The functional was then used to predict the ratio of
the number of accepted events in the vacuum beam (N,} to the number of accepted events
in the regenerator beam (N, ) beam, or, more precisely, the ratio p = N, /(¥, + N,), in each

momentum bin. The x? in this fit is then given by

Z (pi — p1)? Pl)z (8.4)

i=1
where n,, is the number of momentum bins, p; is the observed ratio, and p} is the predicted
ratio. As we will see later, the predicted ratio p} contained all of the acceptance corrections
to the predicted decay rates in the two beams.

The error o; in Equation 8.4 has two contributions, of which the binomial error associated
with the ratio p; dominates. To calculate this contribution, we used the predicted ratio p
rather than the measured ratio p; to reduce the small bias inherent in a x* minimization.

There is a second, smaller contribution to ¢; from the finite statistics of the Monte Carlo
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sample used to determine the acceptance correction, though the Monte Carlo sample was
sufficiently large that the final statistical error on Re(e//¢) was affected at less than the
1075 level.

If P, (P,,) is the predicted number of vacuum (regenerator) beam decays and &, (&,,)

is the average acceptance for that beam, then the predicted ratio pl is

P, c,.
f _ Ve =uy
P Pou + Priny (8.5)
Since
dp; _ Py Friér; _ pi{l —pl) (8.6)
ey, (Poifu + Prir)? Eui .
and
dp! P, P, (1 - p!
?t — — 1 T I_ > — pt( _ p;)’ (8_?)
d&r; (P + Priér,) Er;

the acceptance contribution to the error is simply

oz, \* Oz, 2
o5 = Bl - p})? ((5—) + (6_ ) ) (8.8)

The acceptance errors 0,, and o, are also binomial, 6 = 02(1 — 0}/ Ng, where Ny is the

number of Monte Carlo decays in the p bin and beam under consideration.
The total error in o; appearing in Equation 8.4 is thus

2 _ pi(1 - p})

2
of = N TN, +o (8.9)

’
r:?
t

where the first term is the binomial error on the predicted ratio and the second term is the
contribution from the acceptance correction given above.

The unconstrained fitting technique had the advantage of being quite insensitive to the
detailed shape of the incident kaon flux. Across a given 10 GeV/C momentum bin within
the momentum range of the fits which used this technique, the acceptance, decay rate and
kaon flux were all fairly slowly varying functions. This feature, combined with the fact that
we collected vacuum and regenerator beam events simultaneously, caused the incident flux
largely to cancel in the regenerator to vacuum beam ratio. This cancellation in turn led to
the insensitivity. We will return to this issue when we discuss the systematic evaluation of

Re(e'fe).
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8.2.1.3 Constrained Fitting

The second class of fitting derived its name from the fact that the shape of the kaon
momentum spectrum was constrained in the fit. In essence, the entire vacuum beam sample
was used to predict the flux of kaons incident on the regenerator in a given momentum bin
by constraining the shape of the vacuum beam momentum spectrum. By contrast, in the
method described above the regenerator beam was normalized to the vacuum beam in each
individual momentum bin, which essentially allowed the kaon flux to float independently
from momentum bin to momentum bin. The constrained technique had the advantage of
enhancing the sensitivity to the kaon parameters we wish to extract from this fit: 75, Am,
¢+ and A¢g. On the other hand, we had to know the kaon energy spectrum quite well.

To implement the vacuum beam constraint, we normalized the total number of kaon
decays in the vacuum beam of the Monte Carlo simulation to the total number of decays
observed in the vacuum beam in the data (after correcting for the average acceptance).
If the spectrum in the Monte Carlo described the data perfectly, then the normalization
would have been simple — we would simply have fit for a scale factor a to make the number
of vacuum beam decays in the data and Monte Carlo match. As we have seen in the
previous chapter, though, there are small discrepancies between the kaon spectra in the
data and Monte Carlo (Figure 72} vacuum samples. We therefore included two additional
parameters 3, B3 for a correction ¢(p; 81, 82) to the Monte Carlo spectrum. If Fayre(p) is the
kaon spectrum in the Monte Carlo, then the normalization factor n; for the ith momentum

bin is given by
5P dp Fao(p) [32 dzro(p, ) (1, Bo)
JEHP dp Faro(p) [22 dzm(p, 2)

where r,(p, z) is the vacuum beam decay rate and 2, and 24 are the upstream and down-

Ty = , (8.10)

stream limits of the vacuum beam decay volume used for the normalization. We tried both
quadratic and piecewise linear correction functions.

In the fits for Re(e’/e) we were interested in the total number of decays in each beam,
but for the other parameters, we were most interested in the proper time distribution of
the decays, and hence in the shape of the decay distribution as a function of 2. To this end,

the regenerator data was binned in several z bins for each momentum bin.
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There are two separate contributions to the total x2 in this class of fit. The first is the
implementation of the vacuum beam constraint as a “soft” constraint, which means that
the constraint enters as the x? term

— 'J’?,"Dﬂ‘.dcé'_vt-)z
1 + ni)Nv,'

(N,
Xcanstrmnz - Z (811)

Ny is the total number of vacuum beam data events in the sth momentum bin, while DM¢
is the total number of kaon decays, accepted or not, in the Monte Carlo sample. &,, is the
average vacuum beam acceptance for that momentum bin. The n; term in the denominator
arises from the combination of statistical errors from Dﬂfc and &,,.

The functional for this class of fits calculated the expected number of accepted kaon

decays, N:;,- in a pz bin of the regenerator beam. For the ith momentum bin and jth z bin,

we have
MC
- 'n.,'Dv‘_
N, = 7. P (8.12)

Pry; is the probability for this pz bin of accepting a kaon decay in the regenerator beam, and
dy; is the probability of a kaon decaying in the vacuum beam in this momentum bin. The
fraction on the right hand side is simply the number of kaons incident on the regenerator
beam. Adding the contribution from the regenerator beam prediction to the x? brings the

total x? for a constrained fit to

Tip N N! )
Tij

X = Xconatrmnt + Zz "'J

1=1 5=1 1"‘2 + ( Ti; gtr,J /E"t_-; )2

(8.13)

This ends the general discussion of the fitting techniques used in this experiment. We
now turn back to a more detailed discussion of the kaon flux, the acceptance definition, and
the decay rates in the two beams. These were the building blocks of the functional we used

to approximate Equation 8.1.

8.2.2 The Kaon Fluz F(p)

In both the unconstrained and constrained fits, the final results were very insensitive to
the exact shape of the overall kaon flux used in the functional approximating Equation 8.1.

This resulted because over most of the momentum range that we use, the acceptances and
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decay rates vary slowly across the 10 GeV bins we use, and the incident flux shape cancels

to a large extent when we compare the regenerator beam to the vacuum beam.

What was more important was the difference in the K, flux between the vacuum and
regenerator beams. In an ideal double beam experiment, the K, flux shape would be
identical in the two beams. In reality, there are small deviations of the regenerator beam flux
shape away from the vacuum shape because of kaon interactions with the additional material
in the regenerator beam. The flux shape modifications due to kaon interactions in the
common absorber were implicitly accommodated by the direct measurement of the vacuum
beam 777~ spectrum. The additional modifications to the regenerator beam spectrum
arose from three distinct effects, primary Kg — Kr regeneration, elastic scatfering in the
movable absorber, and the energy dependence of the kaon total cross section with the

additional material in the regenerator beam.

The spectrum of kaons predicted by our final Monte Carlo simulation to enter the decay
volume in the vacuum beam is shown in Figure 110. The corrections to the spectrum were

small perturbations on this shape.

IWIIIIII

Relative Flux
o
2
N

-
0.004 -
|
C
0002 [
-
0L_]_III{LIIIILAI_IAL'IIIL,fi‘I_lJ_I_L!_L]ALJ|l
20 40 G0 80 100 120 140 160

Kaon Momentum (GeV/e)

Figure 110. The Monte Carlo prediction for the momentum spectrum of kaons incident
at 2z = Zpeg in the vacuum beam.
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Figure 111. Ratio of K, flux in the regenerator beam relative to the vacuum beam after
the shadow absorber. The shapes result from regeneration of the primary K component to
K, in the shadow absorber. The effect is opposite for K® and K because of the opposite
relative K5 and K, phases. The average curve has been calculated by weighting the K°
and K° with their relative production probabilities.

8.2.2.1 Primary Ks — K regeneration

Much of the difference between the vacuum beam and regenerator beam momentum
spectra came from the presence of the shadow absorber (see Section 3.1) near the upstream
end of the regenerator beam. Because the absorber was located quite close to the primary
production target, there was still a substantial primary K amplitude left in the initially
K° or K° state. Regeneration works both ways, and the primary Ks — K, regeneration
slightly modified the shape of the final K, spectrum incident on the regenerator. This effect
can be easily calculated, and the relative shape change due to this effect, normalized at a

kaon momentum of 70 GeV, is shown in Figure 111.
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Figure 112. Fraction of kaons incident on the regenerator which have scattered in
the shadow absorber. The fraction depends weakly on the relative beam and collimator
positions, leading to the small differences in the different sets.

8.2.2.2 Kaon Scattering in the Absorbers

The shadow absorber also modified the regenerator beam X, spectrum because of the
extra elastic scattering some of the kaons suffered. Because the p? spectrum for the scatter-
ing is independent of the kaon momentum, low energy kaons scattered through larger angles
more often than high energy kaons. Kaons scattered through large angles were, in turn,
more likely than kaons scattered through small angles to be lost in the collimation of the
beam farther downstream. We obtained quite accurate collimator orientations by studying
the details of the observed kaon beam shape. We have fine tuned the collimators in the
Monte Carlo to match the observed beam shape (Figure 75), and then used the Monte
Carlo to predict the kaon enhancement in the regenerator beam because of this scattering.
The predicted enhancement for the charged data sample and for the neutral samples with
and without the lead sheet are shown in Figure 112.

As we will discuss more fully in the systematic evaluation, this process had little effect

upon the measurement of Re(e/e) because the bulk effect is common to both the charged




243

002
C K, misses regenerator
0016 & —n'r
= - - 2% (With Pb sheet
0.012 E— ----- 1°n® (No P sheet)
é 0.008 _E“ KLnﬁ.isesregenemlor. passes cuts
g o EREE 4 4
E C
U 0.004 [
e - e e m e m = — i
5 PR e T
E 0 i_"‘
% __________________________________________________________________
E e
0004 [
0008
B v v s b d g b s L a
20 40 60 80 100 120 140 160

Kaon Momentum {GeV/c)

Figure 113. Fractional correction to the flux of kaons which pass through the regenerator
as a result of elastic kaon scattering in the absorbers. The fraction depends on the average
beam and collimater positions. In the charged mode, some of the kaons which miss the
regenerator and decay as pure K pass all analysis cuts. The probability of this (relative
to the total kaon flux) is shown as the dot-dash curve.

and neutral data samples. The largest effect came from the small differences between the
samples. The scattering is somewhat more important for the other fits because its neglect
would distort the observed slope of the regeneration momentum dependence and hence
also the regeneration phase predicted with analyticity from that slope (see Sections 2.4

and 8.2.3).

Due to a small misalignment of the collimators, it was possible for a kaon to scat-
ter through certain angles, particularly in the lead of the common absorber, and survive
collimation yet miss the regenerator. The fraction of incident kaons which missed the re-
generator is shown for the three data sets in Figure 113. Many of these kaons (“sneakbys”)
were eliminated in the neutral analysis by the cuts which reduced the noncoherent regen-
eration background. All of the sneakbys, for example, landed near the edge or in the tails

of the beam and were eliminated in neutral mode by the ring number cut.

The charged mode p? cuts are not as effective because we calculate the p? assuming
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the kaon scattered in the regenerator. If z.., and 2,4, are the regenerator and absorber z

locations, then the pf reconstructed in the #+x~ analysis (call it pf ) is diluted by

2
2 Zabs P
= 8.14
Pt ( z ) P ( )

relative to the true pf kick at the absorber. For our absorber and regenerator locations, the

dilution factor implies the p} we measure is only 2% of the true p?, and hence a large fraction
of the kaons that scatter and miss the regenerator remain in the charged sample. For this
mode, the relative flux of kaons which miss the regenerator and survive the transverse
momentum cut is shown as the dot-dash line in Figure 113.

Fortunately, these kaons were K s, so they contributed very little to the decay rate in the
regenerator beam (0.015% at 70 GeV/c). Nevertheless, this component of the regenerator

beam decay distribution is included in the functional.

8.2.2.3 Energy dependence of the kaon-nucleus total cross section

The final modification to the shape of the regenerator spectrum is due to the small energy
dependence of the kaon-nucleus total cross section, and hence of the kaon absorption in the
shadow absorber and regenerator. The average transmission has been accurately measured
by comparing the vacuum and regenerator beam samples in the 37° and 7+7~ 7% modes.
The measurements were made using kaons in the momentum range from 40 GeV/c to
150 GeV/c, and yielded 6.33(3)% for the 37° mode and 6.43(6)% for the #*7~ %% mode.
Combining these, we get average kaon transmission of 6.35(3)%. We now need to incorporate
the energy dependence.

The kaon-nucleon total cross sections are fairly well understood 93] and predictions
are in good agreement with the measured energy dependence of the cross sections. The
largest uncertainty in the calculation of the cross section is in the size of the correction due
to inelastic screening of the nucleons within the nucleus. The cross section predictions for
Carbon with and without the screening correction pictured in Figure 114a. The uncertainty
in the correction is estimated at 30% of itself.

Because of the small piece of lead at the end of the regenerator, we also need to know




245

260 —

L B
: (a) 2600 :_ {b)
%40 [ !
o N
- 2400 |-
- -
— 220 - —_ »
— o] -
5 i B :
= B £ 2200 —
= - S 3
0@3 200 = g L
M [=) -
< N 2 2000
2 F g L
= = < L
© 180 | © N %
r 1800 (—
N 8
160 — L
- | .
» 1600 —
140 _JI]J_IILIIIJJ_I_I L L4 :(Ei!lil_L]_llillLl
40 80 120 160 40 80 120 160
Momentam [GeV/c] Momentum [GeVic]

Figure 114. Energy dependence of the Kaon-Carbon and Kaon-Lead total cross section.
{a) The solid line is the prediction of the Glauber-Franco model [94] with inelastic screening
corrections. The dotted line is the prediction without the screening. The cross section with
the correction preferred by our data is shown as the dashed line, and is well within the 30%
uncertainty on the inelastic correction. (b) The mode! prediction for Kaon-Lead scattering,
with the inelastic correction. The data in both (a) and (b) are from reference {93].

the total cross section for kaon-lead scattering. This cross section is well measured and

predictions are again in good agreement with the measurements [93] (see Figure 114b).

To implement the energy dependence of the absorption, the shape of the total cross
section for Carbon was scaled to Boron and Beryllium using the measured average cross
sections. Because of the uncertainty in the inelastic correction, we introduce a correction
parameter u for each of the fits. The rise in the cross section at high energy is very close to
guadratic, and the correction is parametrized as a quadratic with the same minimum {pear
56 GeV/c). That is, the correction has the form pu(p — 56)2. The lead cross section is used

without modification. The average kaon transmission in the 40 GeV/c to 160 GeV/c range
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is constrained to agree with the transmission measured with the 7+t 7~ 7° and 379 samples.
This constraint was implemented by adding a small constant to the cross section. The fits
yield a correction to the kaon-Carbon cross section of ~2.8 £ 1.1 mbarn at 156 GeV/c. The
change in the predicted shape s shown for Carbon as the dashed line Figure 114a.
In summary, the kaon flux in the regenerator beam relative to the vacuum beam is given
by
Fe(p) = tFu(p)e(p), (8.15)

with the bulk of the difference incorporated in the average kaon transmission ¢ = 6.35% and
¢(p) a small correction factor for the momentum-dependent effects which is of order 0.4%

at our average kaon energies.

8.2.8 Decay Rates

Al of the kaon physics in which we are interested is embodied in the 27 decay rates
ry(p, z) and r,(p, z) for the vacuum beam and regenerator beam, respectively. For a pure

K beam, the 27 decay rate is given by

dN,

TU(PJ z) — dp dz — [7}+H(00)Ize—(Z—Zrzg)/'TﬁCTL’ (816)

where 43 is the kaon boost, y8 = p/mgc®. The subscript on 7 differentiates the charged
(+—) and neutral (00) decay rates. The K, amplitude has been normalized to 1 at z = z,.,,
the downstream end of the regenerator.

The 27 decay rate in the regenerator beam is more complicated, and depends on the
regeneration amplitude p(p), which is the ratio of the K ; amplitude to K, amplitude after a
kaon has passed through the regenerator. Given a pure incoming K, beam, and normalizing

the K, amplitude as above, the regenerator beam decay rate is

dN,
r,.(p,Z) dpdz

I

(8.17)

i

lp(p)|2e-—(z—1reg)/7ﬂc?'$ + ln+_‘(00)(26-*(z~—zreg)/-yﬁcq—b

+

2]p(p)|]'r,-+_(og)] cos{ AM(z — Zreg)/YBC + G — ¢+_(00))e~(z—z,=g)/7ﬁcrqu_

The quantity 7., is defined by
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i)
and ¢, is the phase of the regeneration amplitude ¢, = arg(p). Because the K s and K,
amplitudes are equally attenuated when passing through the regenerator, we can group
the effect of kaon attenuation through the regenerator into the overall kaon flux for the
regenerator beam, F,.{p). This property was implicit in the discussion of absorption in the
previous section . Recall that [p/%| is roughly 15 for the mean kaon momentum in our
sample, so the K; decay term dominates the total rate.

Implicit in the normalization of the K, amplitude to unity at z = 2., in Equation 8.18
is the thick regeneration approximation. In this approximation, we ignore higher order
regeneration effects, such as the secondary regeneration of K5 back to K, and the only
normalization effect of the K, amplitude in the regenerator beam relative the vacuum beam
is the kaon attenuation. This approximation gives the ratio of the K5 and K amplitudes

at the end of the regenerator as

p(p) = %mﬁcﬂ—o)%f-@ (%)ag(fa)- (8.19)
with
Nad
n = _ﬁ___ (8.20)

The parameters in the above expressions are defined as follows:

n density of scattering sites

Na Avogadro’s Number

d Density of the regenerator material

A Atomic Number of the regenerator material

f(0), f{0) K©°, K° forward scattering amplitude at 70 GeV/c
k kaon wave number

a slope of momentum power-law dependence

The function g( L) is a complex geometric factor originating in the kaon propagation through

the regenerator. It is given by

- —L(s: ~1Am c
g(L)_—.l exp| 1(2133Am) )/ 1B ]

2rg

(8.21)
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In both the fitting program and the Monte Carlo, we actually use the exact propagation
of the kaon amplitude through the regenerator (see Appendix A or the excellent discussion in
[95]). (We have also used the thick regenerator approximation in fitting, and for Re(e/¢) it
gives identical results within 2 x 10~®). For this discussion, the physics issues are somewhat
more transparent using the thick regenerator formulation.

In Equation 8.19, we have explicitly incorporated the expected power-law momentum
dependence of the difference of the K® and K° forward scattering amplitudes:

£(0) ~ f(0) f(0) - f(0 [GeV/c]\*
SO0 100 il

(70) 0

(8.22)

This dependence results from the difference in scattering being dominated by a single Regge
trajectory, that for the exchange of the w-meson in KN scattering (see, for example, [96],
[97] for general discussions of Regge theory, and [77] for application to the K°— K system).

To measure Am and ¢,_, it is clear from Equation 8.18 that we need to know the
regeneration phase ¢,. There are two contributions to this phase. The geometric phase
¢g = argg(L)] can be trivially calculated, which leaves the phase contribution from the
forward scattering amplitude, ¢y = arg[(f(0) — f(0))/k]. Fortunately, the dispersion
relations which result from requiring analytic behavior of the forward scattering amplitudes
determine this phase. For a power law dependence as in Equation 8.22, the phase is related
to the power law slope « via

b = _g(z +a). (8.23)

To calculate the regeneration amplitude for our regenerator, we need to take into account
its compound structure. The regenerator consists of 4 separate blocks of boron carbide of
length Lp,c = 19.00 cm separated by vacuum gaps of length L, = 3.75 cm. At the end of
the regenerator is a piece of lead which is Lpy, = 1.25 cm thick. If pp,¢ is the regeneration
amplitude for one of the boron carbide blocks, and ppp is that for the lead piece, then the

total regeneration at the end of the regenerator is
Protal = PBSC (e—a(ba,c+m)1\s 4 e~ ULy +D)As 4 o~(Lp,ctDo)As 1) e—Lrvds

+ PPy (8.24)

with
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Table 16. Regeneration parameters for the Boron Carbide and lead in the regen-
erator used in the fits. For the Boron Carbide, values of regeneration parameters
which float in the fitting are presented.

Material | Atomic | density (f - f/k power-law phase
Weight | (gm/cm?} {mbarn) slope {degrees)
B4C 55.26 2.52 5.791 ¢ —0.604° -1256°
Pb 207.19 11.35 9.7 £ 014 ¢ | —0.654 + 0.018 ﬂ 122.2 + 1.8:1

“Always extracted as a parameter in the fits. This is a typical value.

® Always obtained via analyticity from the current value of op,c in the fits. This is a typical
value.

“Value obtained using the data in [86], with a correction for the change in 54—, The error includes
the error quoted in [86] added in quadrature with the contribution from the current uncertainty

4 -
*From [88].

1 1
AS = % (5{; — zAm) . (8.25)

The exponentials in Equation 8.24 result from the propagation of the regeneration amplitude

from each block to the end of the regenerator.

In each of our standard fits, the power-law dependence ag,¢ and scattering amplitude
difference at 70 GeV/e, (f(0) — F(0)/k)|70, for boron carbide are parameters of the fit.
The scattering phase for the boron carbide is obtained from the analyticity relation (Equa-
tion 8.23). For the lead parameters we use the values obtained in a previous experiment
[86]. The values of the regeneration parameters used in the fits are summarized in Table 16.
For typical values of the boron carbide parameters, the lead piece accounts for 3.3% of the

regeneration amplitude at 70 GeV/e.

These are the basic concepts that we implement in calculating the decay rates in our fit.
There are two issues that complicate the fitting procedure beyond what we have discussed
so far. The first complication involves the assumption made above that the beams arriving
at the decay volume are pure K, beams. The second involves the modification of the decay
rate to accommodate the material in the HDRA. The former affects all fits, while the latter

affects only neutral mode data downstream of the HDRA.
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8.2.3.1 Primary K corrections

There are two methods for accommodating the primary K correction. The most exact
way would be to start kaon propagation at the primary production target, calculating the
effects of all the absorbers, weighting the K and K° contributions according to their
production spectrum, etc., etc. In practice, this is computationally very time consuming,
and it turned out to be sufficient to correct the observed data distribution to make it appear

that the incident beams were pure K beams.

The absolute primary K5 correction was small, as the fractional correction was largest
where we had the fewest data: the far upstream z region for high kaon momentum. The
fraction of the total number events in the momentum range from 40 GeV/c to 160 GeV/c
and z range from 110 m to 137 m in the charged sample is shown as a function of momentum
and z in Figure 115. The total correction in the charged sample in this range is —0.62%
(+0.0013%) for the vacuum (regenerator) beam sample. Almost half of the vacuum cor-
rection comes from the 160 GeV momentum bin alone. For the same z and p range in the
neutral sample, the correction is —0.14% (-+0.0035%). The size of the correction is under

0.002% for both beams in the neutral sample downstream of 137m.

In principle, when fitting for Am and 75, the K correction will change depending on
the current value for these parameters. Since the corrections are small, particularly in the
momentum and z ranges with the most sensitivity to Am and 75, and since the parameters
themselves are quite well known, this dependence turns out not to matter at our level of
sensitivity. From extensive testing on different high statistics Monte Carlo samples, we
have found that fits using this correction technique yield the correct values of Am and 75 to
within 10% of the statistical precisions we can obtain in this experiment. Re(e'/¢) is even
less sensitive to this correction, with the level of discrepancy well below 1073, even when
the values for Am, 7. and the kk dilution factor are varied over ranges commensurate with

their uncertainties.
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Figure 115. Fraction of the total sample of K — 77~ decays which are subtracted to
correct for primary K5 in the kaon beam. The top (bottom) plot is the vacuum (regenerator)
beam correction. The “subtracted” number of events is sometimes negative because the
primary K5 amplitude can suppress the decay rate, depending on its phase.
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8.2.3.2 Regeneration in the HDRA

In all of our fits involving the neutral mode, the data came from a z region extending
beyond the HDRA. For any portion of a z bin upstream of the HDRA, the decay rate given in
the previous discussion is still correct. For the z region downstream of the HDRA, however,
the K5 and K, amplitudes have to be modified to include regeneration and attenuation in
the HDRA.

The components of the HDRA (see Table 3) are very thin, particularly considering that
for the minimum kaon momentum in the neutral mode, the K decay length is 2 meters.
For this reason, we can treat all of the regeneration from the HDRA as coming from a
single plane in z. The regeneration amplitude for each material is calculated using the thin
regenerator approximation. When the regeneration length L satisfies I < «yf¢7s, then the

geometric term g(Z) (Equation 8.21) reduces to

L
9(L)thin = ~Be (8.26)

and the thin regenerator approximation is thus given by

PP)thin = mrNL-f(—O)-%f—m)- (%)a- (8.27)

If p¥ is the sum of the regeneration amplitudes from the materials listed in Table 3, T is
the fraction of the kaon beam transmitted through the HDRA, and af (a%) is the K, (K)
amplitude at z = 2.4, then the X, and Ks amplitudes after passage through the HDRA

are

al = VTHqle B#/21Bery (8.28)
L Am .
a‘g = VTH(ag-e_Az(E wam)/yfe + PHa’zewAz/Z'Y.@CTL)_

Az in this expression is the distance from the downstream regenerator edge, where a7, and
% are defined, to the HDRA, Az = 2y — Zpeq. For the vacuum beam (%, af) = (0,1),
while for the regenerator beam it is (p(p)r, 1}. The decay rate downstream of the HDRA is

a trivial modification of Equation 8.18,
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dNd

e (L A B A s

+ 2/ag|lafnoo| cos(Am(z ~ zm) /18 + b5 — S )

To give an idea of the effect of the HDRA material on the measured parameters, if one
neglected the regeneration, Re(e/e) would shift by —4 x 10™*. Thus the total effect is of
the order of the statistical and systematic error we are trying to achieve. Most of this effect
comes from the additional decay rate in the vacuum beam. Since the physical properties of
the material in the HDRA are known at the percent level, the uncertainty in Re(e /¢) from
the HDRA material is negligible. '

The other measurements most affected in principle are the mass difference and phase-
related measurements, which will depend on the shape of the downstream decay distributton.
For the typical kaon momentum of 70 GeV/¢, the K5 amplitude contributed from regener-
ation in the HDRA is under 2% of the K amplitude from the regenerator propagated to
the HDRA. In any of the fits, the regeneration parameters and thicknesses of the materials
in the HDRA are known well enough that the uncertainty from the HDRA regeneration is
negligible.

8.2.4 Acceptance Corrections

With the kaon fluxes and w7 decay rates in hand, the last ingredient needed for our
prediction functional is the acceptance. As we saw in the previous chapter, our Monte
Carlo simulates the detector resolution effects very reliably. The physical parameters (Am,
7s, (f — f)/k for B4C, etc.), used in the Monte Carlo were also very close to the parameters
derived in the final fit. This allows us to define an average acceptance over a certain range-in
momentum and z as the ratio of events reconstructed in this range to the number of actual
decays in this range. In the terms of Equation 8.1, the acceptance £,(,),; in the vacuum

(regenerator) beam for the pz bin starting at momentum p; and decay position z; is

PP dp [ T80 da [ dp' Fyy(0') [ d2's(py 29, 2) alp's 2') o (P, )
f;"{-'—Ap dp' Fv(r)(pl) J:‘.-FAZ dz' Tv(,.)(p’, zr)

Eufr); = (8.29)
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As before, if the integration variables are unprimed, they refer to reconstructed quantities,

and if primed, to true quantities.

The acceptances defined in this fashion are shown for the two charged mode beams in
Figure 116 and the two neutral mode beams in Figures 117 and 118. The bin sizes are 1
GeV/c in momentum and 1m (3m) in z in the charged (neutral) figure. Note that on a
p and z scale of 1 GeV/c by 1/2 m, the vacuum beam and regenerator beam acceptances
are nearly identical. The detector, of course, has no idea whether a decay at a given p and
z came from the regenerator or charged beam, so the acceptance at the infinitesimal scale
is independent of the beam. Even at 20 GeV/c, where the both the acceptance and decay
distributions change most rapidly as a function of p and z, the decay distribution is locally

flat enough that the effect of smearing in and out of the bin is very similar in both beams.

The similarity of the vacuum and regenerator beam acceptances is demonstrated in
Figure 119, where the average acceptances as a function of z in four different 10 GeV/e
momentum bins are shown. The regenerator and vacuum beam acceptances appear notice-
ably different in the 20 GeV/c momentum bin, slightly different at 40 GeV /¢, and virtually
identical above 60 GeV/e. These differences do not appear because the acceptance at a
given p and z is different in the two beams, the change in the decay rate from one end of
a 10 GeV /e momentum bin to the other is simply much larger in the regenerator beam
than in the vacuum beam at the lowest momenta. Since the acceptance also varies quite
rapidly across the lowest two momentum bins, the acceptance weighted by the decay rate
looks quite different in the two beams. In the 20 GeV/c and 40 GeV/c bins, the regen-
erator beam acceptances from the Monte Carlo have been overlaid with the acceptances
predicted by weighting the vacuum beam acceptance calculated in 1 GeV /¢ bins with the

shape regenerator beam decay rate across the momentum bin. The agreement is excellent.

The Monte Carlo used in calculating the acceptance has the same primary K remnant
that the data possesses. In the standard fits which use the primary K correction, the
generated and accepted Monte Carlo samples are also corrected before the acceptance is

calculated.
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Figure 116. Acceptance as a function of momentum and 2 for K — #*7~ decays. The
acceptance for the vacuum (regemerator) beam is the top (bottom) plot. The upstream
acceptance in the vacuum beam is limited by the mask anti. The regenerator is located at
123.5 m.
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Figure 117. Acceptance as a function of momentum and z for K — 7%7° decays with

the lead sheet in place.

The acceptance for the vacuum (regenerator) beam is the top

(bottom) plot. The upstream acceptance in the vacuum beam is limited by the mask anti.

The regenerator is located at 123.5 m.
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Figure 118. Acceptance as a function of momentum and z for £ — 7%%° decays with
the lead sheet removed. The acceptance for the vacuum (regenerator) beam is the top

(bottom) plot. The upstream acceptance in the vacuum beam is limited by the mask anti.

The regenerator is located at 123.5 m.
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the regenerator beam acceptances predicted by weighting the vacuum beam acceptances in
1 GeV/c momentum bins with the regenerator beam decay rates.

8.9.5 The Prediction Functional

We have now discussed all of the ingredients entering the prediction functional we use

in our fits. In our representation of Equation 8.1, the integral over momentum actually

becomes a sum over in n; regions of width §p. In the unconstrained fits, the prediction for
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the observed collection rate in the pz bin starting at p = p; and z = 2z; becomes

bl z+Az
R::‘_rjed = 5?ZF1;(P£,,)§U,-H-] To(piy, 2)d2 (8.30)
k=1 Z5
pred  _ zp N _ paa
Rrij - taPZFv(Pik)C((Pik)Er;kjfz Tr(Pik:Z)dz,
k=1 ]

and the functional returns the predicted ratio (see Equation 8.4)

pred

ed vij
i Rpred +JRpred' (831)

U{J T{J’
In the regenerator beam expression, we have used Equation 8.15 for the regenerator beam
kaon flux. In calculating the flux and the decay rate integrals, the momentum p;, is the

midpoint of the “microbin®:
1
Pin = pi + (k= 3)op. (8.32)

For z bins which begin upstream of 2,.,, the z integral for the regenerator beam in the
charged mode begins at z = z.,,. In the neutral mode, there is a small probability for all
four of the photons to pass through the lead piece at the end of the regenerator without
converting. The Monte Carlo begins all decays at the downstream edge of the regenerator,
so this effect is not automatically compensated by the acceptance correction, and we must
correct for it in the fit. Fortunately, the convolution of this survival probability with K5
regeneration is easily calculated. The resulting rate corresponds to an increase in the decay
volume of 1.8 mm, that is, the integral for a z bin containing the regenerator begins at
Z = Zgg — 0.0018 for the neutral mode. The only fit using a z region upstream of the
regenerator is the fit for Re(e‘/e) and the correction in this case shifts the final result by
ARe(e'fe) = —0.8 x 1074

In the constrained fits, the calculation for the regenerator beam rate is identical, but for
the vacuum beam, the decay rate (as opposed to accepted rate) for the entire decay volume
is calculated:
2z,

" ro(Piy, 2)d2 (8.33)

Zstart

ny
dy; = 6p > Fy(pi,)
k=1

As discussed in Section 8.2.1, the functional predicts the number of regenerator beam decays

observed, with the vacuum beam rate providing the normalization:
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MC
pred _ n"'DUi red
Np = T R, (8.34)

T

A sharp reader may have noticed that the vacuum beam flux has entered the equations
for the constrained fits in two separate ways. The most important place is in the vacuum
beam constraint, which one can essentially view as determining the ratio of total kaon flux
two different 10 GeV/c momentum bins. This spectrum also enters as the flux F,(p) in the
prediction functional, and there is used to weight the relative contribution of each 1 GeV /¢
momentum “bite” to the total decay ratein a 10 GeV /¢ bin. The vacuum beam constraint
is the more important contribution, since one has to know the relative flux between the
different momentum bins in order not to bias the power-law behavior of the regeneration
amplitude. F,(p) is essentially a refinement to the prediction, however, and much of its
effect cancels in the vacuum to regenerator beam ratio, particularly in momentum bins
above 40 GeV/c. As we shall see in the next chapter, the fits are relatively insensitive to
the shape of F,(p) used in the fits.

In the fits from which we quote final results, the acceptances are calculated in 1 GeV/e
bins in momentum. In z, the average acceptance is calculated in the bin size used in the
fit. The momentum bin size was chosen largely because the decay rate and acceptance vary
fairly rapidly across the momentum range from 20 to 30 GeV/c in the regenerator beam,
and are sensitive to the values of Am and 75. To avoid biases in charged fits using this bin,
we acceptance-correct the predicted decay rates on a scale insensitive to the fit parameters.
No difference was found between fits using 1 GeV/c and 0.5 GeV/c¢ bins for the acceptance
correction.

The final detail in any of the methods used for fitting regards the handling of the
neutral data subsets with and without the lead sheet. Because of the step introduced by
photon conversions in this sheet in the middle of the decay volume, it was dangerous to
simply combine these two subsets into one grand neutral subset. In doing so, one would
need the ratio of Monte Carlo simulations with and without the lead sheet to be almost
perfect in order not to introduce a bias in the upstream acceptance corrections relative to the
downstream corrections. To avoid such a bias, these two subsets were treated independently:
for each pz bin we obtained a prediction in each of the two subsets independently, and each

subset added an independent contribution to the total x?.
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This ends the discussion of all of the details used in our fits to the 2x data samples. We

now move ont to discuss the results of the fits themselves.



CHAPTER 9

THE RESULTS OF THE FITS

This chapter will present the final results for our determinations of the various parameters
of the neutral kaon system. First and foremost will be the discussion of Re(e’/e), the
measurement for which this experiment was designed. Following this, the fits for Am and

Ts, the fits for A¢, and the fits for ¢, _ will be reviewed.

9.1 Fitting for Re(e'/¢)

In the fits for Re(e /¢), the same momentum range of 40 GeV/c to 160 GeV/c was used
for both the charged and neutral data samples. Within this momentum range, deviations
from a power-law behavior for the regeneration amplitude are expected to be very small. If
there are deviations, Re(e 7/¢) remains insensitive to them because the charged and neutral
mode will be affected almost identically.

As the first step in extracting Re(e¢/e) from our 27 samples, we wanted to check the
data quality and power-law behavior in the individual subsets. To this end, we performed
four unconstrained fits with Re(e¢ ’/¢) fixed at zero. The three parameters for which we fit in
all cases are (1) {f(0)— f(0))/k at 70 GeV /c (which we will call Af|7), (2) the regeneration
slope a and (3) the cross section correction p. One of the four fits was to the entire cha.rge
sample. The other three fits were all neutral fits, first to the subsets with and without the

lead sheet individually, and then to the two subsets simultaneocusly. For the charged mode
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fits, the z range used was 110m to 137m, and for the neutral fits, the range was 110 m to
152 m.
What do we expect to see with these fits? Since the K5 term dominates the regenerator

beam decay rate, the ratio that we predict is approximately

redz Jnlz - 1
S I R e Py E (91

Since Re(e’/¢) is fixed at zero in the fit, a nonzero value for Re(e/¢) in the data will force p

away from its true value, and bias the value of Af|7p that we measure. Since ¢’ shifts 7, _
and 7pp in opposite directions, we should see a shift between the values for A flyp measured
in the charged and neutral fits. On the other hand, the shift in %, _ or #ngo should be fairly
independent of momentum, so the measured power should not be greatly biased. The same
regenerator was used throughout the experiment, so the same power should be measured
(within statistical limits) in all of the subsets.

The results of the fits are summarized in Table 17, and plots of the charged and combined
neutral fits are presented in Figure 120. The x? for each fit is excellent, as is the agreement
in the measured powers. From the figure, it is clear that if Re(e¢) is nonzero, it is smalll
Parts (b) and (c) of the figure show the fractional deviation of the measunred regeneration
amplitude in each momentum bin from a common power obtained in a simultaneous fit o
the 777~ and 27° data. This shows the scatter of the points about the best fit power more
clearly. No bias as a function of momentum is present. The lines shown are the average
deviations from the power-law, and a small apparent splitting between the charged and
neutra] modes now begins to be visible.

To extract Re(e'/e), we fit the charged and neutral data simultaneously. The regenera-
tion and absorption parameters are now common to the charged and neutral samples and
Re(e/e) becomes a parameter of the fit. The result is Re(e'/e) = (7.4 +5.2) x 1074, with a
x? of 26 for 32 degrees of freedom. This error is statistical only. The remaining parameters
are listed in Table 17 together with the results from the previous fits. The x? contours for
Re(e'fe) versus each of the 3 other parameters are plotted in Figure 121. From these plots,
we can see that there are no other nearby minima.

The values of kaon parameters kept fixed in the fit, the precision of the values, and the

variation of Re(e/e} as these parameters vary are listed in Table 18. The final column
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Figure 120. Regeneration amplitude versus kaon momentum. (a) The average amplitude
in each momentum bin for the 7+r~ (open circles) and 27° (open squares) data. The solid
line is the best fit power to the #T7~ data. The best fit power for the 27° data is just
visible as a dashed line above the w7~ power. (b),(c) The fractional deviation of the
average amplitude in each momentum bin from the simultaneous fit to the 7*#x~ and 27"
data. The line is the average deviation.
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Table 17. Results of the unconstrained fits used to determine Re(e /e). Re(c'/e)is fixed at 0
in the first four fits to the charged and neutral subsets so that the regeneration parameters
from these sets may be compared. The cross section correction is quoted in terms of the
correction to the carbon cross section at 156 GeV/c.

1

Fit Re(e'/<) Aflw o Aor x? /degrees
(x107%) (mbarns) (mbarns) | of freedom

ata 0 5.786 £ 0.008 | —0.605% 0.007 | —3.1 £ 1.4 8.9/9

27 0° 5.799 +0.009 | ~0.598 £ 0.010 | —2.44+ 2.8 8.2/9

(Lead Sheet)

270 02 5.80140.011 | —0.609+0.011 | ~1.8+3.2| 6.2/9

(No Pb Sheet)

270 0¢ 5.800 + 0.007 | —0.603 £ 0.007 | —2.1% 2.1 16.8/21

(Combined)

Simultaneous 74+£5.2 3 5,791+ 0.005 ;] —0.604 4 0.005 | —2.8 1.1 25.8/32

atx™ and 27°

%Fixed at this value for this fit.

gives the change in Re{c'/¢) for a one standard deviation change in the given parameter.
From these values, it is clear that Re(e'/¢) is quite insensitive to the parameters used.
For self-consistency, we have use values of Am and 75 obtained from our own data (see
Section 9.2), which are comparable in precision to current world averages. For [e|, we have
used the Particle Data Group average of |74.-{ [32). CPT symmetry is implicit in our use
of the natural phase 26, 18] for the phase of ¢, ¢, = tan"1[2Am/(Ts — I'y)]. The phase of
¢' comes from the wm phase shift analysis of Ochs [48].

As a final check, we relax the power-law assumption for the momentum dependence
of (f(0) — f(0))/k, and fit for Re(¢'/c) and the average regeneration amplitude in each
momentum bin. There does not seem to be any bias in the measured value of Re(e/¢) as a
function of momentum, as the plot of the results in Figure 122 shows. The average of the
momentum bin fits is in excellent agreement with the power-law fit, yielding a value only
40.15 x 107* away.

Measuring Re(e'/e) by taking the momentum bin average has the distinct advantage

that it is very insenmsitive to the energy dependence of the absorption cross section. If
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Table 18. Variation of the extracted value for Re(e /) with the values of physical constants
in the fit. The units assumed for each of the constants is given in square brackets in the
first column. ARe(e'/c) is the change in Re(e/e) for an increase in the constant by one
standard deviation. The correction to Re(e’/e) as a function of the physical constants is
presented in the last column.

Parameter Value | Error | 10% x ARe(e'/¢) | 10* x Re(e'/e)
(410 variation} dependence
Am [10'°hs™1] | 0.5286 | 0.0028 +0.41 77.2(Am0.5286
75 [10710%] 0.8929 | 0.0016 ~0.26 —147( 708929
71 [1072s] 517 | 0.004 +0.05 5.8( )
le| [10-3] 2.279 | 0.022 ~0.11 —11.4( =229
e 43.4° | 0.2° ~0.15 —0.75(¢. — 43.4°)
e 43° 6° ~0.11 —0.018(¢, — 43°)

we completely ignored this energy dependence, the predicted rate from momentum bin to
momentum bin would be slightly biased, and this in turn would bias the measured power.
It turns out that because the momentum distributions in charged and neutral are slightly
different, this would lead to a bias in the measurement of Re(e'/¢) of order 107, When the
power-law constraint is relaxed however, and we fit for Re(e’/¢) in individual momentum
bins, the effect of the absorption cancels between the charged and neutral modes. In tests
of the fitting procedure, the observed sensitivity to the cross section energy dependence was

an order of magnitude smaller for the bin average than for the power-law fit.

In previous measurements of Re(e’/¢) that used this technique but had limited statistics,
the added constraint of the power-law boosted the sensitivity to Re(e’/e). For this result,
the power-law constraint no longer helps the sensitivity issue, but we report the value
using the power-law for consistency with the remaining fits that rely more heavily on the

power-law to obtain the regeneration phase.
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Figure 122. Momentum dependence of Re(c'/¢). The values of Re(c'/e) in each mo-
mentum bin (dots) have been determined independently, with no regeneration power-law
constraint. The line is the weighted average of the individual momentum bin fits.

The stability of Re(e'/e) with respect to momentum is also a sign that the primary
K s corrections are not biasing the extraction of Re(e’/e). As is clear in Figure 115, these
corrections are extremely small below 100 GeV, though they begin to climb rapidly for
higher momentum. If the adjustments were incorrect, a momentum dependence would be

observable.

Some of the issues concerning the relation between the “raw” double ratio and the value
of Re(e’f¢), and the also concerning the acceptance calculation in large z bins, are covered

in Appendix C.
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9.1.1 Re(e'/e) and Accidental Biases

While the double beam technique leads to a cancellation of accidental biases to first
order, there are second order effects that could potentially bias the final result. For example,
the vacuum beam has a higher particle flux than the regenerator beam, and one possibility
is that extra soft clusters in the lead glass could be hidden more easily in 27° decays in the
vacuum beam than in the regenerator beam. The method, which used a sample of random
triggers that were overlaid on top of Monte Carlo 77 decays, is detailed in [74] and in the
next chapter. Here we present only the results of the studies.

In the charged mode sample, the highest intensity subset was the NC subset. The
accidental study of this set yielded a correction of —0.04% + 0.07% for the change in the
vacuum to regenerator beam ratio, which is consistent with zero. We therefore made no
correction in the charged sample.

In the highest intensity neutral samples, however, we have found that the accidentals do
introduce a small bias in the relative vacuum beam and regenerator beam acceptances. The
correction needed for the vacuum to regenerator beam ratio is —0.17%(—0.15%) &+ 0.06% for
the high intensity subsets with (without) the lead sheet. We can compare this result to the
neutral mode accidental study in the lower intensity NC subset presented in reference [74]
by scaling the high intensity result down by the ratio of intensities. This scaling implies we
should see a correction in the lower intensity NC subset of only 0.06%. This is consistent
with the low intensity study of the NC set in [74], where a correction to the single ratio of
—0.04% 4 0.07% was found'. When the high and low intensity accidental corrections are
applied, the final result for Re(e’/¢) shifts by ARe(e'fe) = +2.5 x 107*. This correction

has already been made in the fits presented in the previous section.

9.1.2 Summary of Re(c'/e) fit Results

The value extracted for Re(e’/e) from our entire data sample is Re(e'/e) = (7.4+5.2) x
10~*. This is the result from the power-law fit, and it includes the very small corrections

for both accidental biases and for photons which do not convert within the regenerator.

'This is only coincidentally the same result as that obtained in the charged mode accidental study.
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We have also refit the data subset used to obtain our previously published value [50]
of Re{e'fe) = (-4 £ 14 + 6) x 10~*. There have been many improvements in the analysis,
Monte Carlo simulation, and fitting technique since that publication. The systematic error
for that result was dominated by uncertainty in the energy scale, and as Figures 32 and
39 demonstrate, our understanding of the energy scale has substantially improved. The
new central value for this subset after complete reanalysis and simulation is —2.4 x 1074,
The shift is well within the systematic uncertainty of that time, and an indication of the
robustness of the double beam technique.

This ends the discussion of the fit for Re(¢ '/¢). Before any final conclusion can be drawn,
the systematic evaluation must be completed. This will be deferred until the next chapter,

and the results of the constrained fits for the other kaon parameters will be presented next.

9.2 The Am and 7, Fits

In fitting for Am and 75, we will extract values for the charged mode data and neutral
mode data separately. The two different modes have different systematic contributions, and
we prefer to combine the results with the proper statistical and systematic errors.

The fits for these values assumed no direct C'P violation, that is, we set Re(e'/e) = 0
while fitting. We have also implicitly assumed CPT symmetry by using the natural phase
tan"1[2Am/(T's — T} for the phase of ¢. For ||, we use the same value as in the Re{e’/¢)
fits (see Table 18). For given data subset, Am, 75, Aflr, and « are all parameters to
be fit. In addition, there are the the three vacuum beam constraint parameters and the
cross section correction parameter (Section 8.2.1). The charged sample and neutral samples
with and without the lead sheet have separate sets of constraint parameters to allow for
variations in the flux from data set to data set.

Since the measurement of Am and 7, depend on the observed shape of the decay dis-
tribution as a function of 2, these measurements can be sensitive to the smearing of events
from bin to bin. From Monte Carlo studies, we have found that systematic biases in the
measurement of Am and 75 are exacerbated when trying to use the z region including the

regenerator edge in fits. For this reason we use only the z region in the regenerator beam
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downstream of 124.5m (125m)} in the charged (neutral) mode fits. With this z range for the

regenerator beam, the sensitivity to smearing was =~ 0.05% for both quantities.

The z bin sizes used for these fits were chosen to be commensurate with the z resolution
of the individual mode. For 77~ decays, the z resolution varied from 10 ¢m (downstream)
to 25 cm {upstream), so the z bin sizes used in the fits were at least 1 m. For the neutral

mode, the resolution was closer to 1 m, so the z bins used in the fit were at least 2 m.

The fits that depend on the shape of the 2z distribution become more sensitive the
farther out one can probe in proper time. In the fits to the charged mode sample, we
can accomplish this by relaxing the lower momentum limit to 20 GeV/c. This has some
systematic ramifications because the momentum dependence of (f — f)/k can begin to
deviate from a power-law — increasing the uncertainty in the associated regeneration phase
— and the decay rate, acceptance and incident kaon flux all vary quite rapidly in the 20
GeV/e to 30 GeV/c range. This latter problem is most severe at the downstream end of the
m¥x~ decay volume, and for this reason, the z range was restricted to 135 m in the charged
mode fits. In spite of these limitations, the overall sensitivity was enhanced by using the

lower momentum events.

The lower limit of the momentum range used in the neutral mode is limited by the Ep
trigger threshold, so the fits used the same momentum range as the Re(e’/¢) fits, 40 GeV/c
to 160 GeV/c. In spite of this, the extended 2 range available in the 27° mode resulted in

the 27° sample yielding the best statistical precision.

A summary of the fit results for the two modes and different z binnings is shown in
Table 19. The Am value for the charged mode fits using 1 m and 2 m 2 binnings differ
by about 1/2 of a standard deviation. We chose to average the two values for the final
result. The averaged result for Am is Am = (0.5311 : 0.0044) x 10'°ks~1, and for 75
we find 75 = (0.8952 4 0.0015) x 1071%. The results from neutral fits with 2 m and 3'm
binnings were very close, and we take the 3 m bin results, this binning being better matched
to the 1 m resolution. The two neutral subsets give very consistent results. Before the
charged and neutral results can be compared directly and averaged, however, the systematic

contributions for the two modes must be determined, so we will defer this until Chapter 11.

The absorption correction parameters obtained in these fits were consistent with those
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Table 19. Summary of fits for Am and 75 for both the 777~ and 27° modes.

Set z bin Am Ts A flro o x?/degrees
size | (10%As~1) | (10'%) | (mbarn) of freedom
ata- 1m | 0.5302(44) | 0.8952(15) | 5.774(9) | —0.590(3) | 157/160
nta” 2m | 0.5319(45) | 0.8953(15) [ 5.773(9) | —0.590(3) 92/90
27%u 2m | 0.5277(30) | 0.8911(16) | 5.804(11) | —0.590(3) | 335/302
27% 3m | 0.5274(30) | 0.8912(17) | 5.862(11) | —0.603(7) | 221/203
27%ps 3m | 0.5289(39) | 0.8904(22) | 5.803(15) | —0.604(10) | 118/99
27%ops | 3 m | 0.5251(47) | 0.8920(25) | 5.803(17) | —0.601(11) | 100/99

in the Re(e’/e) fits. As for the shape corrections to the Monte Carlo vacuum beam kaon
flux, the corrections in the neutral mode were consistent with the Monte Carlo having the
correct flux shape, while the corrections in the charged mode indicated a small bowing in
the spectrum, with the data preferring the flux at the extremes of the momentum range to
be several percent lower than in the center. This is consistent with the overlays of the data

and Monte Carlo momenfum spectra in the previous chapter.

The x? contours showing the correlations between the most important parameters of the
fit are plotted in Figure 123 for charged mode and 124 for neutral mode. As in the Re(e /)
fits, no other local x¥* minima appear. For the charged mode, the contours presented are

from the fit with the 2 m binning.

The 75 and Am values obtained in the fits are insensitive to most of the physical pa-
rameters which we have set at fixed values in the fit. The one exception to this is the
variation with the phase of ¢, ., for which there is a mild dependence. For 75 this variation

is —0.09%/degree, and for Am it is +-0.59% /degree.

To give a more physical picture of the interference and K5 decay terms in the data, one
can fix the fix the regeneration, absorption, and flux parameters at the values from one of
the above fits. If one fixes 75, then there is enough information to extract the average value
of the cosine term in Equation 8.18 in a pz bin. Conversely, by fixing Am one can extract

the average value of the K s decay exponential. We have done this in both the neutral and
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Figure 123. Contours of equal ¥? in 1/2 standard deviation intervals in the fit for Am
and 75 to the 717~ data. (a) Aflzo versus Am. (b) Afly versus 75. (c) Power-law slope
a versus Am. (d) Power-law slope a versus 75. (e) 75 versus Am. (f) Carbon cross section

correction (at 156 GeV/c) versus Am,
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charge data using 1 m by 10 GeV bins. The results for kaons with momentum under 90
GeV/c are plotted against the average proper time for that bin in Figures 125 {charged
mode) and 126 (neutral mode). For higher momenta kaons, the results are presented in
Figures 127 and 128. The proper time 7 = 0 corresponds to the downstream face of the

regenerator.

9.3 Extracting the Phases

The fitting methods used to extract A¢ and ¢, are in essence identical to those used
to extract Am and 75. Rather than trying to extract the frequency of the interference curve
in Figures 125 through 128, we are now trying to measure the intercept of the interference
curve at the proper time 7 = 0. The value of the intercept for #tx~ (27°) decays is
cos{¢p—¢4_(o0)), and the regeneration phase ¢, will cancel when comparing the two modes.
To isolate ¢, ., however, we must use analyticity to obtain a value for the regeneration
phase.

In extracting the phases, we make no assumptions regarding either CPT symmetry or
C P violation — Re(e'fe), A¢ and ¢, _ are all parameters of the fits presented here. The 2
and momentum ranges are the same as those used in the Am and 74 fits. In the fit for Ag,
Am and T are fixed to the average values obtained in the previous fit. Since we assumed
that ¢4 had its natural value of tan"*(2Am/[I's—T]) in obtaining Am and 75, we cannot
report a value for ¢, _ from that fit. To determine ¢4._, we set 75 to the world average of
0.8922 x 1071% (32] and allow Am to float as a parameter of the fit.

Since we have already observed a small dependence of Am on the z bin size in the 7T 7~
mode, we tried extracting A¢ with several different bin sizes. The results of the fits are
summarized in Table 20. The fits using the 1 m and 2 m bins again show a small relative
shift, and we again average the results for these two fits, obtaining A¢ = —1.6° £ 1.0°.

There is a small dependence on the values of Am and 75 assumed in the fit, given by

100 _ 9.892 “185-1s — 0.5286
5 % 101% — 0.89 9+320Am><10 $ _ (9.2)
0.8929 0.5286

§A¢ = 100°

The results of the fit for ¢, _ with Am as an additional parameter are also summarized in
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Figure 125. The interference and K decay curves measured for 777~ decays with
momentum under 90 GeV/e. (a) The average interference versus the average proper time
in L m by 10 GeV bins. (b} The K¢ decay term versus proper time, both measured at the
center of the 1 m by 10 GeV bin. The Am and 75 results from the grand fit to the #¥ 7~

data are shown as the curves.
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Figure 126. The interference and K decay curves measured for 2#° decays with mo-
mentum under 90 GeV/c. (a) The average interference versus the average proper time in
1 m by 10 GeV bins. (b) The K decay term versus proper time, both measured at the
center of the 1 m by 10 GeV bin. The Am and 75 results from the grand fit to the xtx~
data are shown as the curves.
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Figure 127. The interference and K, decay curves measured for #*7~ decays with
momentum above 90 GeV/c. (a) The average interference versus the average proper time
in 1 m by 10 GeV bins. (b) The K decay term versus proper time, both measured at the
center of the 1 m by 10 GeV bin. The Am and 74 results from the grand fit to the 27° data

are shown as the curves.
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Figure 128. The interference and Ky decay curves measured for 2% decays with mo-
mentum above 90 GeV/c. (a) The average interference versus the average proper time in 1
m by 10 GeV bins. (b) The K; decay term versus proper time, both measured at the center
of the 1 m by 10 GeV bin. The Am and 75 results from the grand fit to the 27° data are
shown as the curves.
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Table 20. Results of the fits for A¢ and ¢4 _.

fit AV . Re(e'le) | O flro Power Am
(107%) | (mbarns) o (10%%s)

Ad ~1.7° £ 1.0° | 44.1° 4 0.9°° | 3.2+ 6.7 | 5.787(7) | —0.592(3)| 0.5286°

(1m bins)

A ~1.2° £ 1.0° | 43.8° £ 0.9°% | 4.7 £ 6.7 5.785(7) | —0.592(3)] 0.5286"

(2m bins)

Su_ ~17°41.0°| 42.2° 4 1.3° | 8.8+ 6.7 5.781(9) | —0.592(3) | 0.5257(49)

*Correlated with assumed values of Am and 75 (see text).
*Held constant in this fit.

Table 20. The value of Am obtained in this fit is consistent with the results of the previous
fit.

In both of these fits, the value of Re(e'/e) is consistent with the result of the uncon-
strained fit presented above. These two values share a large data sample in common, but
are not completely correlated — the charged mode momentum range has been lowered from
40 GeV/c to 20 GeV/c, and the z range in the regenerator beam now starts downstream of
the regenerator. The latter difference is quite significant. The measurement of Re(e’/e) is
at a fundamental level a counting experiment. By choosing a z range which will contain all
events that misreconstruct upstream of the regenerator, we make the result very insensitive
to the details of the mismeasurement. With the z range used in these fits, the smearing

must be accurately modelled to avoid a bias in Re(e/e) from the loss of events.

The x? contours of A¢ and ¢.... versus several of the other parameters are graphed in

Figures 129 and 130, respectively.

9.3.1 Analyticity Check

Since the phase and Am measurements use the assumption of analyticity to subtract the

regeneration phase contributions, we would like to check the analyticity relationship. This
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Figure 129. Contours of equal x? in the fit for A¢ in 1/2 standard deviation intervals.
(a) Power-law slope a versus A¢. {b) Re(e'/e) versus Ag. {c) A fizo versus Ag. {d) ¢4
versus A¢. The contours are from the fits using 2 2 m z binning for the 7t7~ decays.
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Table 21. The measured regeneration phase and corresponding analyticity predictions. in
simultaneous fits to the 7t7~ and 27° data.

Am a pred P57 $5-F — Pored
(101%s71) (analyticity ) (measured)
0.5286° ~0.5922(25)| —126.70° + 0.23°| -125.92° 4+ 0.45°| 0.78° + 0.51°

0.5351° —0.5912(24)| —126.79° & 0.23°| -127.56° 4- 0.45° | -0.77° £ 0.51°
0.5275(47) | —0.5925(26)| -126.68° - 0.23°| —125.6° £ 1.3° 1.1°4+1.3°

“Fixed.

has been done before for using regenerators of different materials [98, 79]. The measured

regeneration phases agreed with the analyticity prediction within errors of order 1° to 2°.

We can also try to extract the regeneration phase ¢, _; directly from the data, using a
fitting technique similar to that used in extracting Am and 7. The only differences are that
the regeneration phase becomes an independent parameter of the fit, with Am and 75 now
fixed, and we fit both the 77~ and 22° data simultaneously. The fit results using our own
value for Am and the world average Am are summarized in Table 21. The measured value
of gbf_ 7 depends on the value of Am used in the fit. When we use our own measurement
of Am, the uncertainty in Am corresponds to an additional uncertainty in ¢, 75 of 0.71°.
When we use the world average, the uncertainty in Am corresponds to an uncertainty in
¢;..7 of 0.61°. Adding these uncertainties in quadrature with the statistical uncertainties
from the measurement of a and ¢, _f, we see that the predicted and measured phases agree

to within an uncertainty of 0.9°. With Am allowed to float, the phases agree within 1.3°

The regenerator used in reference [98] was made of carbon, and we expect that carbon
and boron carbide will have similar power-laws. The regeneration phase measured for the
carbon regenerator in that experiment was —124.7° £ 1.7°, in good agreement with the

values shown in Table 21.
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9.4 Summary

This chapter has presented a detailed description of the fitting techniques used to extract
the physics parameters of interest, and then a description of the fits themseives. The results

of the physics measurements of interest, with statistical errors only, are given helow:

Re(e'fe) = (7.4+5.2)x 1074

Amy_ = (0.531140.0044) x 105!
Tsy_ = {0.8952+ 0.0015) x 107!
Amag = (0.5274 + 0.0030) x 10*°ks™!
T 500 = (0.8912+ 0.0017) x 1071%
Ag = -1.6°+1.0°

by = 42.2°%1.3°

Before we can draw any conclusions from this set of numbers, the systematic uncertain-
ties must be evaluated. The next chapter will describe the systematic evaluation, with a
focus on the systematic issues of Re(¢/¢). The implications of these results will then be

discussed in the concluding chapter.



CHAPTER 10

SYSTEMATICS

This chapter presents the treatment of the systematic uncertainties in the measurements
presented in the previous chapter. The discussion will focus on the uncertainty in the
measurement of Re(e’/e), but will also cover the major systematic contributions to the
other measurements.

There are five major issues which affect this measurement of Re(c’/e): the neutral
mode energy reconstruction, detector acceptance, HDRA material, accidental biases and
assumptions in the fitting procedure. Of these, the uncertainty in the energy reconstruction
dominates, particularly because of residual nonlinearities. The discussion will begin with

some general consistency checks, and then each of the five classes will be treated in turn.

10.1 Consistency Checks

Perhaps one of the most important aspects of the evaluation of this experiment was
to monitor the consistency of results obtained for Re{e’/¢) as kinematic and fiducial cuts
were changed, and as the fitting technique was modified. Since the statistical fluctuations
involved in some of these checks are as Jarge as or larger than many of the systematic
effects we wish to examine, it is difficult to use these studies directly to evaluate the sys-
tematic uncertainty. The variation of Re(e/e) should, however, at least be consistent with
the expected statistical fluctnation, and significant departures of Re(e /) could point to

unresolved problems in the background subtraction, photon energy reconstruction, etc.

285



286

Over a thousand fits on this data set have been performed, checking for any inconsisten-
cies in the fitting routine, between data subsets, between different fiducial regions, between
different analysis cuts, and with various defects embedded into the Monte Carlo. The most

important checks are presented in this section.

10.1.1 Fitting and Analysis Cut Variations

The results of some of the more important studies performed are summarized in Table 22,
where they are grouped into two categories. The first category comprises studies which
involve a change primarily in the fit for Re(¢’/¢), including changes in the momentum and
z ranges used in the fit. The second category consists of studies involving changes in the
basic kinematic or event quality cuts. The latter studies are computationally very intensive,
as they require a reanalysis of the final data, signal Monte Carlo and background Monte

Carlo event samples, which total over 3.6 x 107 events in the neutral sample alone.

10.1.1.1 Varying the fitting technique and fiducial cuts

In the first fit, the heart of the fitting procedure has been modified. The data binning re-
mains as that used in the Re(e /¢) fit presented in the previous chapter, where a single z bin
spans the entire fiducial decay volume. In calculating the predicted vacuum to regenerator
beam ratio ratio, however, the predicted number of decays is acceptance corrected in much
smaller z bins — here, of size 1 m. As discussed in Section C.2, this avoids possible biases
from the uncertainty in the regeneration parameters and kaon decay parameters used in
the Monte Carlo to determine the acceptance. We knew the parameters accurately enough
that we expected no difference in the result for Re(e/e) obtained with this modification,
and indeed, none was observed beyond the level of 1075,

We have also changed the binning used in the fit for the 27% data, in this case using
bins that were 3 m in z rather than 42 m. Because the vacuum to regenerator beam ratio is
predicted in each pz bin, the events upstream of the regenerator position can no longer be
used. This loss of statistics, combined with the different statistical weighting of the events,

can lead to a sizable shift in the result. To estimate the expected shift, we divided the 27°
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Table 22. Shifts in Re(e'/¢) for changes in the fitting technique and for changes in the
fiducial cuts. For the studies involving the change of a cut, the “allowed” shifts are the one
standard deviation shifts expected from the change in statistics. For a change in method-
ology, the shift was predicted using Monte Carlo studies. The shift observed with the mass
cut is discussed in the text.

Analysis Change or Fit Modification ARe(e'[e) | “Allowed”
(x107%) Shift

Acceptance correct prediction in 1 m bins < 0.1 —
rather than 27 m (7*7~) or 42 m
(27%) bins.

Bin 27° datain 3 m x 10 GeV/c pz bins —-2.48 2.21

Momentum range changed to 40 GeV/c to +0.21 0.27
150 GeV/c

Neutral z range changed to 110 m to +0.42 2.85
137 m

Relax analyticity assumption —-(.22 —

Loosen Ring Cut from 112 to 128 +0.46 0.47

Tighten Mass cut from +24 MeV/c® to +1.28 0.32
+18 MeV/c?

Loosen Mass cut from +24 MeV/c? to -0.30 0.19
+28 MeV/c?

Loosen charged mode cuts -0.25 1.01

Monte Carlo into 11 different samples, where the first sample was 15 times the data size and
was used to calculate the acceptance corrections. Each of the 10 remaining samples was the
same size as our data, and were used as independent “data” samples. When we compared
the result for the fit using a single 42 m z bin to that using 3 m bins in each of these 10
samples, we found the distribution of the shift in Re(c’/e)had a width of (2.21£0.49) x 10~
The shift of —2.48 x 10~* observed in the data is within this distribution of shifts.

In addition to modifying the fitting procedure, the z and momentum range used in the
fit have been varied since the sensitivity to potential biases changes as the fiducial cuts are
changed. For example, if we limit the momentum range of the kaon sample used in the fit

to 150 GeV/c, we reduce the size of the total primary K s correction (Section 8.2.3) from
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—0.62% (—0.07%) in the charged (neutral) vacuum beam to —0.33% (~0.04%). In spite of
the change of almost 50% in the total primary X short correction, the shift in the result
is completely consistent with the fluctuation allowed because of the small loss of statistics.
In conjunction with the Monte Carlo tests mentioned in Section 8.2.3, these results verify

that the primary K component of the K, beams does not bias our final result.

We have, of course, also restricted the neutral z range to match that of the charged
mode, which has several small systematic advantages. For example, the small dependence
of Re(e’/e) on the K lifetime (see Table 18) virtually disappears, and there is more can-
cellation of the primary K s corrections between the two decay modes. There are also small
systematic advantages in terms of the 27° sample itself. The momentum distributions in
the two beams match even more closely than with our standard 27° z cut, and this makes
the mass distributions match almost exactly in this mode. In turn, Re(e’/¢) becomes much
more insensitive to the mass cut when there are residual nonlinearities in the photon energy
reconstruction which shift the mass between data and Monte Carlo. Finally, this z range is
completely upstream of the HDRA, and we do not have to understand the