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ABSTRACT 

A Study of Large Transverse Momentum Direct Photon 

plus Away-Side Jet Production using 500 GeV /c proton 

and 1r- Beams Incident on a Beryllium Target 

P. D. D. S. Weerasundara; Ph.D. 

University of Pittsburgh, January 1993 

This thesis presents the results from a study of the production of large tra_nsverse 

momentum direct photons and their away-side jets using 500 GeV /c proton and 1r-

beams incident on a Be target. The data used in this analysis were taken during the 

1987-88 fixed target run using the E706 spectrometer at Fermilab. The spectrometer, 

which triggered on a high transverse momentum electromagnetic deposition, consists 

of a finely segmented large acceptance liquid argon calorimeter and a large acceptance 

charged particle spectrometer. 

An algorithm has been developed to reconstruct the recoil jets associated with 

high transverse momentum direct photons and 1r 0 mesons. The structure of the 

events containing a high transverse momentum direct photon has been investigated 

and the results are compared with the predictions of ISAJET and PYTHIA Monte 

Carlo simulations. The differential cross sections for the production of direct photons 

plus their away-side jets have been measured as a function of the direct photon PT 

as well as a function of the recoil jet pseudorapidity. The beam dependence of the 

cross section has been investigated. The cross section results are compared with the 

predictions of leading log and next-to-leading log QCD calculations. 
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CHAPTER 1 

Introduction 

This thesis presents the results from a study of the production of large transverse 

momentum direct photons plus their away side jets using 500 GeV /c proton and 7r-

beams incident on a Be target. The data use'l in this analysis were taken using the 

Fermilab E706 spectrometer. E706 is a seco~:d generation fixed target experiment 

designed to study the characteristics of high transverse momentum (Pr) direct pho-

ton production and its associated event structure. The experiment employs a finely 

segmented lead and liquid argon calorimeter to detect direct photons and a large 

acceptance charged particle spectrometer to study the associated event structure. 

In the following sections we will briefly introduce the reader to some of the 

phenomenological concepts which lay the theoretical foundation and motivation that 

lead to the analysis presented in this thesis. 

1.1 Parton Model and QCD 

The early deep inelastic scattering experiments(l] have revealed that the nucleon 

consists of point like constituents which are called partons. In the 'naive' parton 

model these point like constituents were identified with Quarks, ruling out the pos-

sibility that quarks are a mere abstract mathematical entity(2]. These 'quarks' come 

in six different flavors, namely, u,d,s,c,b and t and are spin 1/2 particles (fermions). 

They carry fractional electric charges, ~lei and -½lei. Table 1.1 summarizes the 

additive quantum numbers of quarks. 

1 
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Table 1.1: Additive quantum numbers for quarks. Electric charge Q, Isospin third 
component Iz, Strangeness S, Charm C, Bottom B, Top T. 

Quantum Number II Quark Flavors 

d u s C b t 

Q -1/3 2/3 -1/3 2/3 -1/3 2/3 

Iz -1/2 1/2 0 0 0 0 

s 0 0 -1 0 0 0 

C 0 0 0 1 0 0 

B 0 0 0 0 -1 0 

T 0 0 0 0 0 1 

All the known baryons ( combination of three quarks) and mesons ( quark and 

anti-quark pair) can be interpreted as some combination of these quarks. With the 

quantum numbers shown in the table 1.1, it wasn,t possible to form a hadron wave 

function which satisfies the Pauli Principle. This resulted in the postulation of a 

new quantum number called color which facilitated the anti-symmetrization of had-

ron wave functions. The color quantum number has three degrees of freedom which 

are traditionally called "red", "blue" and "green". Since the early 70's it was found 

that the quarks alone do not carry the total momentum of the proton. This led to 

the suggestion that there are some neutral (no electromagnetic or weak coupling) 

constituents of the nucleon which perhaps bound the ensemble of quarks together 

inside hadrons. This is the origin of the term Gluon. These Quarks and Gluons, 

collectively called partons, form today's Parton Model. The gauge theory that de-

scribes the strong interaction between quarks mediated by the gauge boson 'gluon' is 
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called Quantum ChromoDynamics (QCD). QCD fundamentally differs from Quan-

tum ElectroDynamics( QED )1 primarily in two ways; first, in the strength of the 

coupling constant and in the behaviour of the interactions as a function of distance. 

As we shall see later in this chapter, the QCD coupling strength a, decreases with the 

increasing Q 2 where Q is the 4-momentum transfer in some parton interaction. This 

weakening of the coupling constant at high Q2 (i.e. at short distances) is called the 

property of Asymptotic Freedom[3, 4] and Wes .3. necessary ingredient in the success 

of QCD. This feature of asymptotic freedom a.Hows the application of well known 

perturbative techniques to the problem of obtai:aing predictions for the processes 

that are dominated by short distance interactior.s. As we shall discuss in section 1.2, 

it is for this reason that large momentum transfer processes have played an impor-

tant role in testing QCD. Secondly, the gluon has a net color ( unlike the neutrally 

charged gauge photon in QED). The gluons exist in eight different superpositions of 

color and anti-color states. Because of this net colour quantum number, the gluons 

can coupled to other gluons. This possibility is not available in QED as photons do 

not have electric charge and hence couldn't couple to other photons. This coupling 

is essentially a result of the non-Abelian nature of the QCD lagrangian[S]. 

In section 1.2 we will briefly introduce some fundamental concepts from QCD in 

relation to the investigation of large PT phenomena. 

1.1.1 · Kinematic Variables and Notations 

Before we go into detail, a few definitions of some of the kinematic variables and 

notations are in order for describing large PT phenomena. Upper case letters will be 

used to designate hadrons participating in the interaction and·the lower case letters 

will be used when referring to the hadron constituent (partons) undergoing the hard 

scatter. 
1QED describes the interaction between elec~rically charged fermions and photons. 
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When discussing the kinematics for the single particle inclusive reaction 

A+B-..C+X (1.1) 

where A and B are the initial-state hadrons, C is the final-state hadron and X refers 

to any object produced in association with C. The four momenta of hadrons A, B 

and C are denoted by PA, PB and pc, respectively. Then the Mandelstam variables 

are defined as 

S = (PA + PB ) 2
, t = (PA - Pc )2, U = (PB - Pc )2 (1.2) 

where s is the square of the center-of-mass energy and t and u are the squares of the 

four momentum transfer from particles A to C and B to C respectively. 

A similar set of variables s, i and u are defined for the parton scattering subpro-

cess a + b -+ c + d. The energy and momentum conservation require that 

s+t+u = Lmf (1.3) 
' 

where Lim: is the sum of the square of the masses of the initial and final state 

particles. For massless partons this becomes 

(1.4) 

Another variable that will extensively be used throughout this thesis is the ra-

pidity y which is defined as 

Y = ! ln E + Pz 
2 E-pz 

(1.5) 

where E is the total energy of the particle and Pz 1s the longitudinal momentum 

component along the beam direction. When the mass of the particle is negligible 

compared to its transverse momentum, Eq. 1.5 becomes y = ln cot 0 /2 = T/ where T/ 

is called the pseudorapidity and 0 is the scattering angle. Pseudorapidity coincides 

with rapidity in the limit m -+ 0. For the sake of completeness, we shall introduce 
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the variables Xa and X&, defined as the fraction of the momenta carried by parton a 

inside hadron A and by parton b inside hadron B in the initial state. A complete set 

of relationships among the aforementioned variables can be found in the appendix 

of reference [ 6]. 

1.2 QCD and High PT Hadronic Interactions 

Over the last two decades, QCD has become a well established gauge theory of 

strong interactions. In QCD, the hard sca,;;tering process between two hadrons is 

described as the interaction between quarks and gluons which are the constituent of 

the incoming hadrons. Figure 1.1 shows a schematic picture of a high PT inclusive 

hadronic interaction corresponding to Eq. 1.1. In order to derive an expression for the 

cross section for this inclusive reaction, we must know the momentum distribution 

of partons inside the colliding hadrons a.s well as the probability of obtaining final 

state hadrons from the outgoing partons. These distributions a.re not perturbatively 

calculated and have to be determined experimentally. 

In the parton model the hard scattering is described by the lowest-order subpro-

cesses, which for high PT particle production, corresponds to two body scattering. 

Assuming the initial and final partons are collinear with the initial and final state 

hadrons, the inclusive cross section for the large PT reaction corresponding to fig-

ure 1.1 is then given by 

da 
Ec-d3 (AB - C + X) 

Pc 
I: j dxadx.,,dzcGa;A(xa)Gb/B(xb)Dc;c(zc) 
abed 

s da , , 
--,(ab -t cd)5(s + t + u) (1.6) 
Z~7r dt 

where Xa and Xb are the fraction of longitudinal momentum carried by parton a in 

hadron A and parton b in hadron B, respectively and z is the fraction of momentum 

of parton c carried by hadron C. The distribution function Ga;A( xa) is the probability 

of finding a parton a in hadron A with a momentum fraction lying between Xa and 
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A 

C 

b d 
8 

Figure 1.1: Schematic illustration of high PT hadronic interaction. 

Xa + dxa and a similar definition exists for Gb/B( Xb), The fragmentation function 

Dc;c(zc) is the probability of finding hadron C with a momentum fraction between 

Zc and Zc + dzc from a parton c. 

1.2.1 Scaling Violation 

The scale invariance of the above distribution and fragmentation functions is a 

result of the lowest order perturbation calculation of the hard scattering cross section 

du/di (i.e. only the QCD processes that involve only two partons in the intial and 

in the final states are considered)[7]) within the standard parton model. In order 

to carry out the perturbation calculation to higher order, more complicated QCD 

diagrams must be considered. When higher order sub-proces~es are considered, one 

encounters a variety of singularities that must be treated with care in order to obtain 

finite results. 
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The singularities ansmg due to the radiative corrections, i.e. the corrections 

for soft gluon emission from incoming and outgoing partons (figure 1.2), are han-

dled with the factorization procedure as discussed in references [6, 8, 9]. This 

gives rise to momentum dependent distribution and fragmentation functions (i.e. 

G(xa) - G(xa, Q 2 ) and D(zc) - D(zc, Q2
)). This dependence on the momentum 

transfer Q 2 is referred to as the scaling violation. Although, the distribution and 

fragmentation functions cannot be calculatec from the first principles using pertur-

bative calculations, their Q 2 dependence is Lompletely predicted by the Alteralli-

Parisi equations[lO]. These functions are first determined at some reference scale 

Q~ and evolve to a desired Q2 using these equations. This factorization procedure is 

applied only up to some arbitrary mass scale M which sets the limit on the validity 

of the perturbative approach. 

1.2.2 Running Coupling Constant as( Q2 ) 

The singularities associated with the loops appearing in the graphs in figure 1.3 are 

taken care of by introducing a momentum dependent strong coupling ( or running 

coupling) constant as in the renormalization group equation. This introduces a 

second arbitrary mass scale µ to be included in the theory. To loop order one[3] and 

in the leading logarithm approximation, the running coupling constant as( Q2 ) has 

the form 
2) 12~ 

as(Q = (lln-2f)ln(Q 2 /A2 ) 
(1. 7) 

where n is the number of colors and f is the number of flavors allowed within the 

accessible phase phase. A is a free parameter, which determines the scale at which as 

becomes large, and hopefully results in the confinement of quarks within hadrons. 

Embodied in Eq. 1. 7 is the property of Asymptotic Freedom, where the coupling 

constant becomes weak with increasing Q2
, which lead to the possibility of successful 

application of perturbative QCD to large PT phenomena.. 



Figure 1.2: Higher order corrections to 2 - 2 direct photon subprocess due to soft 
gluon emission from partons. 

Figure 1.3: Loop diagrams contributing to higher order corrections. 

8 
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1.3 Direct Photon Physics 

The hadronic production of large PT hadrons has provided considerable insight 

into the understanding of the hard scattering of partons. Since the final state hadrons 

are fragments of outgoing partons, high PT hadrons provide an indirect probe of the 

hard scattering process. The hadronic production of large transverse momentum 

jets2 has proven to be an excellent test of QCD predictions for the absolute produc-

tion cross sections which includes a description of short-distance interactions. These 

final state jets emerge as a result of the hadr,mi~ation of the outgoing partons. The 

4-momentum of the jet is closely related to th~ parent parton and provides a better 

probe for studying the interactions at the pan.on level. Nevertheless, the Inclusive 

Jet Physics at fixed target energies is a difficult enterprise, in that there are exper-

imental difficulties in correctly identifying the jets. QCD predicts the emergence of 

four jets in hard scattering, with two high PT jets resulting from the fragmentation 

of the hard scattered partons and two additional jets resulting from the fragmen-

tation of -the spectator partons. At energies available to fixed target experiments, 

these jets tend to overlap, making it is very difficult to assign final state hadrons 

to the appropriate jet. Besides the experimental difficulties in jet identification, one 

has to disentangle a large number of subprocesses to calculate the inclusive jet cross· 

section, due to the non-abelian nature of QCD. Therefore, it would be interesting 

to study high PT hadronic interactions where one could directly constrain the par-

ton level kinematics with a relatively small number of hard scattering subprocesses. 

Large transverse momentum direct photon production is a viable candidate for such 

a reaction and has been recognized as an excellent process for studying the dynamics 

of the hard scattering processes[6, 11] which provides a stringent test of QCD. 
2 The term jet refers to a collimated collection of hadrons emerging from the hard-scattering 

reaction 
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1.3.1 Direct Photons 

Direct Photons are the photons which emerge directly from the hard scattering 

interaction rather than as a result of an electromagnetic decay of hadrons. Since the 

photons carry no electrical charge, they do not interact with other photons, greatly 

reducing the number of subprocesses that would contribute to hadronic production 

of direct photons. To first order in as (i.e. O(aas)), there are only two subprocesses 

that contribute to direct photon production; namely the Compton diagram ( qg - ,q) 

and the annihilation diagram ( qij_ - ,g ), as shown in figure 1.4. To first order, direct 

photons unaccompanied by additional hadrons probe the large momentum transfer 

subprocess without the complication of an unknown fragmentation function. The 

well understood pointlike nature of the electromagnetic coupling of quark-photon 

vertex makes the higher order QCD calculations relatively simple. Experimentally, 

the four-momentum of a photon is easier to reconstruct than that of a jet, and hence 

gives a direct handle in probing the hard scattering process. 

Unfortunately, the rate of direct photon production is relatively lower compared 

to inclusive jet production by a factor of the order of the electromagnetic coupling 

constant a ( ~ 1/137). This is an over estimate, since there are more diagrams 

contributing to the inclusive jet production. This is clearly demonstrated using the 

results from UAl and UA2 experiments, as shown in figure 1.5[12]. However, the 

experiments have shown that direct photons are produced at a rate comparable to 

that of single hadrons in PT ranges accessible to fixed target experiments, making it 

possible to perform high statistics measurements. 

Neglecting Fermi motion of partons, the invariant inclusive cross section for the 

hadronic production of direct photons, to first order in as, is given by 

da 
Ea-d3 (AB-,+X) 

Pa 

(1.8) 
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Figure 1.4: QCD diagrams contributing to the direct photon production to first order 
in a 6 • Top: Compton diagram (qg---+ 1 q). Bottom: annihilation diagram (qij---+ 1g). 
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Figure 1.5: Results on inclusive jet production and inclusive direct photon production 
from UAl and UA2 experiments. 

where the subprocess cross section du/ di for the Compton and annihilation diagrams 

are given by 
du 7l'aa.. 2 u2 + s2 
d/qg ._ "fq) = - 3s2 ei su (1.9) 

du - 87l'a:a:,. 2 u2 + £2 
d/qq -19) = 9s2 ei iu (1.10) 

where ei is the fractional charge of the ith quark. 

1.3.2 Direct Photons plus Away-Side Jets 

The existing results[ll J on the measurements of inclusive production of direct 

photons have shown a good agreement with the QCD predictions in leading-log 

approximation[6] as well as with the recently available next-to-leading log QCD 

calculations[13] over a wide kinematic range. These measurements have led to the 

extraction of parton distributions for nucleons, in particular, the gluon distributions 
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in nucleons. However, the calculation of the inclusive cross section in Eq. 1.8 involves 

an integration over the parton distributions weakening its sensitivity to the gluon 

distribution in the nucleon. It has long been realized that the simultaneous mea-

surement of the 4-momenta of the direct photon and its away-side jet could provide 

more precise information on the gluon distribution in nucleon[14]. As shown in the 

appendix in reference [6], in the leading log approximation, the arguments for both 

parton distributions would be fixed by the kinematics of the measured direct photon 

and its away-side jet. In the approximation that the parton kT effects ( i.e. the 

transverse component of the parton momentum) can be neglected, the differential 

cross section for producing a jet opposite a direct photon is given by: 

do-
-, ( ab - 1 + jet) dt (1.11) 

where PT is the transverse momentum of the direct photon and ry1 and ry2 are the 

pseudorapidities of the direct photon and the away-side jet. Eq. 1.11 emphasizes the 

fact that the 1 + jet cross section is more sensitive to the gluon distribution than 

the inclusive cross section given in Eq. 1.8. 

1.4 Goals of the Thesis 

It is the goal of this thesis to report a measurement of the cross section for the 

production of direct photons plus their away-side jets in the collision of proton and 

7!'- beams on a Be target. As part of the analysis we investigate the structure of 

the events containing a direct photon and compare the results with the predictions 

of ISAJET and PYTHIA Monte Carlo programs as well as with WA 70[15] results. 

Finally we compare the measured cross sections for 1 + jet production with the 

predictions of leading-log and next-to-leading log QCD calculations. 
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In the chapters to follow, we describe the MWEST spectrometer, the experimen-

tal trigger, the event reconstruction and analysis procedure, the event structure and 

finally the comparison of the cross section results with theoretical predictions based 

upon QCD calculations. 



CHAPTER 2 

The E706 Spectrometer 

In this chapter, the necessary details· of all the subsystems of the E706 spec-

trometer will be discussed. As the front part :,f the MWEST spectrometer, the E706 

spectrometer was designed to study the high : · 'ms verse momentum (PT) electromag-

netic phenomena and associated charged and ..:-.cdral particle production. To achieve 

this goal, the E706 spectrometer utilizes a cha.-ged particle spectrometer, a liquid· 

argon calorimeter and a steel/scintillator forward calorimeter. The subsystems were 

designed and developed by the collaborating institutions of the experiment E706. All 

of the subsystems of the spectrometer were designed to handle high interaction rate 

which was necessary in order to collect sufficient data and to extract useful infor-

mation about the relatively small direct photon production cross-section. Figure 2.1 

shows a plan view of the MWEST spectrometer configuration for the 1987-88 fixed 

target run. 

The E706 spectrometer consists of 

• A Silicon Strip Detector (SSD) system 

• A dipole analysis magnet 

• A Proportional Wire Chamber (PWC) system 

• A Liquid Argon Calorimeter (LAC), consisting of both electromagnetic and 

hadronic sections 

• A Forward Calorimeter (FCAL) 
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Figure 2.1: Plan view of the MWEST spectrometer. Detector elements from hadron 
shield down to and including the forward calorimeter comprises the E706 spectrom-
eter. 

Downstream of the forward calorimeter is the experiment E672 spectrometer 

which ran concurrently with the E706 spectrometer. The E672 spectrometer will 

not be discussed in this thesis, since E672 data has no relevance to the analysis 

discussed below. 

The charged particle spectrometer (SSD's, analysis magnet and PWC's) was 

utilized to determine the interaction vertices and momenta of all charged particles in 

an event1 , while the electromagnetic calorimeter measured the energy and position 

of all the electromagnetic showers. The hadron calorimeter measured the energy and 

position of charged and neutral hadrons. The forward calorimeter was designed to 

measure the total energy and the PT of the forward beam jet, which was not detected 

by the LAC. 

2.1 Meson-West Beam Line and Cherenkov Detector 

The E706 spectrometer is located in the MW9 experimental hall at the down-

stream end of the Meson-West (MWest) beam line. The MWest beam line is designed 

to transport a secondary beam of energy up to 800 GeV. The secondary beam is gen-
1 See chapter 3 for the definition of an event. 
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erated by the collision of the primary beam2 on an aluminum target3 consisting of 

one interaction length. 

The protons in the primary beam arrived in a very narrow time bucket ( ,..._, 1 ns 

wide) during a 23 seconds long spill and the buckets are separated by 19. 7 ns 4 . During 

the 1987-88 fixed target run, the E706 experiment collected data using both positive 

and negative 500 Ge V / c secondary beams. The positive beam consisted primarily of 

protons ("" 90%) with ,..._, 7% 7r+ and ,.,.., 2% K+. A typical secondary beam intensity 

was about 6.5 x 107 particles/spill for the positive running. For the negative beam, 

the maximum intensity achieved was 6.5 x 107 particles/ spill and the negative beam 

consisted primarily of 7r-. Table 2.1 summarizes the beam constituents for both the 

positive and negative running modes. 

Table 2.1: Beam composition. 

Positive Beam Negative Beam 

7r+ (%) K+ (%) p(%) 71'- (%) K- (%) p (%) 

7.2 ± 0.1 1.7±0.1 91.2 ± 0.1 96.9 ± 0.2 2.9 ± 0.2 0.2 ± 0.01 

The secondary beam particles were tagged with a 42 meters long differential 

Cherenkov counter. The Cherenkov counter was located in the 67 meters long parallel 

section of the MWest beam line, 216 meters downstream of the primary target and 

98 meters upstream of the experimental target. It used Helium gas as the radiator 

and the counter was operated at a pressure between 4-7 psi, during the 87-88 run. 

A 32.4 meter focal length mirror was used to focus the Cherenkov light and two 
2The primary beam is the 800 GeV Fermilab Tevatron proton beam. 
3 The aluminum target will be referred to as the primary target here after. 
4 1 ns = 1 x 10-9 seconds 
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different rings of six photomultiplier tubes each were used to collect the light. The 

inner ring of photo tubes ( called the coincidence channel) has a radius of 10.19 cm 

and the outer ring ( anti-coincidence or veto channel) has a radius of 19.3 cm. Two 

scintillating counters with dimensions 10.16 cm X 10.16 cm, were placed at the two 

ends of the Cherenkov counter to ensure that the counted beam has passed through 

the entire counter. During the negative running mode, the counter was used to tag 

K- with an efficiency of "' 50% and with less than a 5% contamination due to 

1r-. In this running mode, any particle that wasn't tagged as K- was called a 

1r-. For the positive run, 7r+ were tagged with an efficiency of "' 78% with about 

8% contamination due to K+. A detailed description of the secondary particle 

production and of the Cherenkov counter can found in reference (16]. 

The halo muon flux along the beam was reduced by several large spoiler magnets 

placed in the beam line. Located downstream of the Cherenkov counter is a large 

hadron shield which removed the hadrons travelling parallel to the beam. 

Immediately downstream of the hadron shield were two veto walls consisting of 

two overlapping scintillation counters. used to reject muons which were not swept 

out by upstream spoiler magnets. High energy muons can produce bremsstrahlung 

photons far from the beam line axis which mimic a high Pr signal in the electro-

magnetic calorimeter. A signal indicating a coincidence between the counters in the 

two veto walls was used to veto these muon events at the trigger selection level ( see 

chapter 3). 

2.2 Target 

The experiment employed two nuclear targets Be and Cu. The choice of two 

nuclei enable us to study the nuclear effects in the direct photon and neutral m~son 

( 1r 0 ,'T/) production. Table 2.2 shows the properties of the nuclear targets used in the 
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Table 2.2: Properties of the nuclear targets. 

Parameters Be Cu 

Length ( cm) 4.00 0.16 

I Atomic Number 9.01 63.54 

I Density (g/ cm3
) 

---
1.85 8.96 

Radiation Length ( % ) I 11.33 11.19 
I 

7r interaction Length (%) 'I 
:[ 6.90 0.83 
t' 

I p interaction Length (%) :1 
9.24 1.03 

K interaction Length ( % ) 6.25 0.77 

experiment during the 87-88 run. 

The data taken during the '87-'88 run were divided into several sets, delimited 

by changes in the beam sign, target type, etc. Table 2.3 summarizes the breakdown 

of the run sets. Data taken without LAC triggers are not included in table 2.3. 

The experiment used a segmented target to help localize photon conversions an9, 

secondary interactions. The segmented target consisted of twenty slices of 2 mm 

thick Be, with cross-sectional area of 2 cm x 12 cm and the slices were separated by 

1.6 mm air gaps. The two 0.8 mm thick Cu foils with the same cross-sectional area 

were placed 3.2 mm upstream of the first Be piece and were separated by a 1.6 mm 

air gaps. Figure 2.2 shows the SSD's and the target configuration. 
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Table 2.3: 1987-88 Run Summary. 

Run Set Beam Target Run Number Number of 

Interval Events 

A i Negative Cu+Be 2852-3036 786K 

B I Positive Cu+Be 2588-2670 440K 
i 

C Positive Cu+Be 2387-2586 1225K 

D Negative Be 2062-2382 1247K 

E Positive Be 1782-2007 1508K 

F Positive Be 1672-1719 161K 

2.3 The Tracking System 

The E706 tracking system consisted of a set of silicon strip detectors, a dipole 

magnet and a set of proportional wire chambers. The tracking system was used 

primarily to determine the beam particle trajectory, the primary interaction vertex 

and the momenta of all charged tracks within the acceptance of the tracking system. 

In addition, the charged particle tracks reconstructed5 in the PWC's (in conjunction 

with the electromagnetic showers in the LAC) were used to identify electrons. 

2.3.1 The Silicon Strip Detector System 

A silicon strip detector ( SSD) is an array of independent PIN diodes fabricated on 

a single piece of silicon crystal as shown in figure 2.4 [17]. Under reverse voltage bias, 

the p-n-p structure of two adjacent strips ensures a high impedance between them 
5 see Chapter 4 for the reconstruction of charge particle trajectories. 
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Figure 2.2: Plan view of the SSD's and the target region. 
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and maintains them as independent detectors. The PIN diodes, a semiconductor 

detector (see figure 2.3), have a long and important history, well over two decades, 

in the field of nuclear physics. What is unique about silicon detectors in the field of 

high precision electronic detectors is the fact that they are based on highly developed 

planar technology [18]. Silicon detectors based on this technology can have a very 

high precision in spatial position and energy measurements and are very radiation 

hard. 

A charged particle passing through a semiconductor detector deposits ionization 

energy, thus creating electron-hole pairs in the semiconductor. These e-h pairs can be 

separated by the presence of an electric field. The charge collected at the electrodes 

give a signal proportional to the deposited energy. 

The choice of silicon microstrip detectors for the E706 was their small size, good 

spatial resolution, large signal/noise potential and rapid response time. 

A minimum ionizing particle (MIP) passing through a SSD shown in figure 2.4 

will produce about 25,000 e-h pairs. The collection time for the total charge depends 
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on the electric field strength, the mobility of charge carriers, and the thickness of the 

SSD. For the SSD's employed in the E706 spectrometer, the charge collection time 

is ,..., 25 ns[19]. 

2.4.1.1 Detector Configuration 

The SSD's serves as the front end of the E706 spectrometer. The SSD wafers are 

placed in pairs with the micro-strips in one wafer orthogonal to those in the other 

wafer, to make an X-Y module. An X-plane h1,s its strips vertical and a Y-plane has 

its strips horizontal. During the 87-88 run we employed seven X-Y modules (14 SSD 

planes). The layout of the SSD's is shown in figue 2.2. The three modules upstream 

of the target operated as beam chambers and the four modules downstream of the 

target operated as the upstream component of the charged particle spectrometer. 

All the beam chambers and the first module immediately downstream of the target 

consisted of 3cm x 3 cm silicon wafers and the rest of the modules consisted of 

5 cm x 5 cm wafers. All the silicon planes have 50 µ,m strip pitch and a thickness 

of ,._., 300µ,m. There are 10800 strips available for instrumentation out of which only 

7120 channels were instrumented during the '87-'88 run, defining the active region 

(and the acceptance ) of the SSD's. Table 2.4 lists the number of instrumented 

channels, active region and the Z-coordinates of the SSD planes. 

2.4.1.2 · Read Out Electronics 

The readout system for the SSD's was designed to operate at a 1 MHz inter-

action rate. The read out system provided the digital information on the lines 

illuminated by MIPs passing through the SSD's. The charge produced by a MIP 

is amplified by a Rel-Lab IO 323-C charge sensitive (pre) amplifier before it is fed 

into a commercially a~ailable amplifier-discriminator circuit to produce a logic sig-

nal for storage as digital data. The details on the design and the development of 
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Table 2.4: SSD wafer parameters. Beam chambers are denoted by B and the vertex 
chambers are denoted by V. 

Plane View Type Instrumented Active z 
Number number of reg10n Position 

strips (cm) (cm) 
! 

1 I X B 256 1.28 -129.001 I 

2 I y B 256 1.28 -128.114 

3 X B 256 1.28 -32.872 

4 y B 256 1.28 -31.961 

5 X B 256 1.28 -15.413 

6 y B 256 1.28 -14.498 

7 X V 384 1.92 -2.384 

8 y V 384 1.92 -1.470 

9 X V 640 3.20 3.067 

10 y V 640 3.20 3.981 

11 X V 768 4.84 8.645 

12 y V 768 4.84 9.560 

13 X V 1000 5.00 14.086 

14 y V 1000 5.00 15.001 
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the pre-amplifiers are described in reference [19]. Beyond the pre-amplification stage, 

the SSD's and PW C's have an identical readout system manufactured by N anometric 

System Inc. [20]. 

The N anometric read out system consists of 16 channel N-277 amplifier and 

discriminator modules, 32 channel N-278 latch modules, N-280 dedicated crate con-

trollers and N-281 CAMAC interface moq.ules. Figure 2.5 shows a schematic diagram 

of the readout system for the SSD system[2:]. 

The outputs of the pre-amplifiers are feJ into N-277 modules. Each channel of 

N-277 (330 n input impedance) consists of a wide-band differential amplifier followed 

by a discriminator. Each N-277 card requires +5.0 volts at 0.4 amperes and -5.2 volts 

at 0.68 amperes. The N-211 cards are housed in commercially available vector crates 

which can accommodate up to 20 cards in one crate. 

The output of the pre-amplifier produced an analog signal with a peak current 

of "' ll.5µA which is well within the dynamic range (0.5 - 20 µA) of the N-277 

amplifier (the N-211 amplifier is sensitive to 1/2 µA). The threshold level for the 

discriminator was set by an external DC voltage source. 

The N-277 produced an ECL output signal ( with a maximum width of "' 45 

ns ) which was transmitted to an N-218 along a ,...., 50 ft long twisted fl.at ribbon 

cable. The N-218 latches are capable of internally delaying each input signal by 

a pre-determined delay value. The delay values range from 350 to 650 ns. When 

the leading edge of the delayed input signal falls within the 100 ns 'load' pulse 

(generated by the trigger logic), the signals are latched and loaded into a 32-bit 

buffer. The latched data are readout by N-280 crate controllers once the controllers 

receive the read pulse again provided by the trigger logic. The 32-channels in the 

N-218 are readout as two 16-bit words and only the non-zero words were readout. 

The maximum readout time of the data from the latches to the controllers is 5 µs. 

Each N-218 channel was assigned a wire address, corresponding to a micro-strip in 
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the SSD's. The wire-address map was pre-loaded into the N-280 controllers by a 

software program. All the latched data were decoded via this wire map to assign 

hits in a data word to a wire address. 

All of the N-280 create controllers were serially connected to an N-281 CAMAC 

interface module . The data from the N-280's were transmitted to N-281 interface 

along an RS-422 data bus (see figure 2.5 ). The data from N-281 interface were, 

directly transferred to the memory of a PDP-11 micro-computer. The SSD and 

PWC systems had, one CAMAC interface ea.ch, connected to the same PDP-11. 

The data read in to the memory of the PDP-l.1 were sent to a micro-vax computer 

for concatenation with the data from the other sub-systems of the spectrometer (see 

Chapter 3). 

Once the data were readout into a PDP-11, a 'reset' signal generated by the 

trigger logic clears out the data in the latches and prepare the N-218's and N-280's, 

to read the next event. 

2.3.2 The MW9AN Analysis Magnet 

The dipole analysis magnet located between the SSD's and PWC's enables us 

to determine the momenta of charged particles within its geometrical acceptance. 

During the 87-88 run, the magnet was operated at a current of 1050 amperes, corre-

sponding to a vertical magnetic field strength of 6.24 kG. At this operating current, 

the transverse momentum impulse imparted to a charged particle is ,..,_,450 Me V / c. 

The 20 cm thick mirror plates installed on both ends of the magnet reduce the 

fringe field, making the vertical field a nearly uniform magnetic field. The fringe field 

measured at the last SSD plane and the first PWC plane, was found to be less than 

1 % of its maximum field strength. In the parametrization of the magnetic field, the 

effect of the fringe field was taken into account[22]. 
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The geometrical acceptance of the dipole magnet was defined by the hole dimen-

sions of the two mirror plates. The upstream mirror plate hole is 35.56 cm x 25.4 

cm and that of the downstream mirror plate is 127.0 cm x 91.4 cm. The Z-position 

of the front face of the upstream mirror plate was at 44.4 cm and the back face of 

the downstream mirror plate was at 354.2 cm. The effective length of the magnet is 

328 cm and the center of the magnet was at ,...., 2 m downstream of the target6 • The 

magnetic field was mapped using the ZIPTRACK system ( developed at Fermilab) 

[24] at currents 700, 1400 and 2100 amperes. A polyethylene bag filled with Helium 

gas was installed in the central region of the magnet to reduce the effects of the 

Coulomb scattering of those charged particles produced in the target. 

2.3.3 Proportional Wire Chambers 

The proportional wire chambers (PWC), the downstream component of the charge 

particle spectrometer, were located downstream of the dipole magnet (figure 2.1). 

The PWC system consists of four independent, but similar modules. Each module 

contains a set of four anode planes (X,Y U and V) with sense wires oriented at -90, 

0, 37 and -53 degrees, with respect to the vertical direction. 

For each anode plane in each module, there is a pair of cathode planes, one on 

either side of the anode plane. The cathode planes were constructed of graphite 

coated 1.0 mil7 thick mylar sheets. These cathode planes were segmented into three 

regions, namely the central beam region, diffractive region and the main region. 

Figure 2.6 shows the structure of the segmentation of the cathode planes. This 

segmentation allows one to set the high voltage independently in different regions, 

there by reducing the sensitivity of the anode wires in the central beam region. 

6 The longitudinal coordinate of the magnet center was determined using electrons from photon 
conversions(23]. 

7 1 mil= 10-3 inches 
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Figure 2.6: Cathode-Anode arrangement in a single PWC module. 
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The anode planes were made of gold plated tungsten wires with a diameter of 

0.8 mils. The anode wires were spaced 0.1 inch apart and the distance between an 

anode plane and a cathode plane was 0.226 inch. 

The gas composition in the PWC system was 18% isobutane, 1.1 % isopropyl 

alcohol, 0.1 % freon and 79. 7% argon, where argon provided most of the electrons 

produced from ionization. 

Even though, all four PWC modules are similar, they differ in dimensions to 

maintain an approximately constant solid angle acceptance. The dimensions of the 

first module are 1.63 m x 1.22 m and that of the second and third modules are 

2.03 m x 2.03 m. The fourth module has the dimensioil of 2.44 m x 2.44 m. 

The PWC system has a total of 13,440 channels read out via the Nanometric 

readout system described in section 2.4.1.2. Table 2.5 shows the number of wires, the 

orientation angle and the Z coordinate of the PWC planes. For a detail description 

of the PWC system, see the reference(23]. 

2.4 Liquid Argon Calorimeter 

The primary component of the E706 spectrometer is the Liquid Argon calorimeter 

(LAC)[25], situated downstream of the PWC system (see figure 2.1 ). The LAC 

consists of an electromagnetic section (EMLAC) and a hadronic section (HALAC). 

Both the sampling calorimeters have an absorbing material interleaved with an active 

sampling medium. Argon was used as the active medium in both calorimeters. In 

order to distinguish between electromagnetic and hadronic showers, the absorbing 

material in the EMLAC should have a small radiation length (Xo) and a large nuclear 

interaction length (;\1 ). The EMLAC used lead sheets as the absorbing material 

and the HALAC used steel plates for its absorbing material. The LAC was used 

to measure the energy and position of electrons, photons and hadrons. Both the 
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Table 2.5: PWC geometrical parameters. 

I Number Angle Z Position 
I 
\ Module of Wires (degrees) (cm) 

lX 640 -~ ).0 380.02 
.. 

lY 480 (1.0 381.77 

1 U 704 -53.1 383.52 

lV 672 36.9 385.27 

2X 800 -90.0 473.30 

2Y 800 0.0 475.05 

2U 896 -53.1 476.80 

2V 896 36.9 478.55 

3X 800 -90.0 567.75 

3Y 800 0.0 569.50 

3U 896 -53.1 571.25 

3V 896 36.9 573.00 

4X 960 -90.0 660.29 

4Y 960 0.0 662.05 

4U 1120 -53.1 663.81 

4V 1120 36.9 665.57 
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calorimeters were housed m a "' 5m diameter, "' 9m high cylindrical cryostat as 

shown in figure 2. 7. 

A detailed discussion on the design criteria, the construction and the performance 

of the LAC can be found in reference[26]. 

2.4.1 Electromagnetic Calorimeter 

The "' 3m diameter and "' 0. 75m long electromagnetic calorimeter (EMLAC) 

consists of mechanically independent but functionally equivalent, quadrants held 

together by an overall support structure. The active region of the EMLAC with inner 

radius of "' 20cm and an outer radius of "' 150 cm corresponds to an approximate 

angular coverage of 22 :S 0 :S 176 milliradians in the laboratory coordinate system. 

Each quadrant is longitudinally divided into 33 cells (figure 2.8). A single cell 

consists of two lead sheets, each 2 mm thick and two copper-clad G-108 boards, each 

1.6 mm thick. The lead sheets and the G-10 boards were separated by 2.5 mm liquid 

argon gaps, as shown in figure 2.8. The lead plates are of qu.adrant size and the 

readout G-10 boards are of octant size. Lead sheets serve as the absorber and as the 

high voltage cathodes. The EMLAC was designed to operate at 2.5 kV applied to 

each of the cathode plates. 

The readout G-10 anode boards have a radial (R) and azimuthal(¢) geometry 

as shown in figure 2.9. The first anode plate in each cell has R-strips etched on 

both sides of the G-10, and the second anode plate has <p-strips, again, etched on 

both sides. The R-view boards have 254 concentric strips. All the R-strips were 

focused on the target, "' 9 m upstream from the front face of the LAC, in such a way 

that a particle originating at the target, would pass through the same sequential R-

strips in each successive cell. The widths of the R-strips in the first anode board are 

0.5446 cm and the widths of the R-strips on anode boards in successive cells increased 
8 G-10 is a form of epoxy-fiberglass material 
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Figure 2.7: LAC cryostat and gantry. Suspended in the Cryostat are the EMLAC 
and the HALAC. 
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Figure 2.8: A cross-sectional view of a single cell of the EMLAC. 

with the distance from the target to the anode board[27]. 
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The ¢-view anode boards are divided into an inner cp and an outer <p region. The 

inner ¢ region has 96 strips, each strip subtending 16.36 milliradians in azimuth and 

the outer ¢ region has 192 strips, each subtending 8.18 milliradians in azimuth. The 

inner/outer <p boundary in the first <p board was at a radius of 40 cm from the beam 

center of the EMLAC and was also focused on the target just as the R-strips. 

For readout purposes, the EMLAC is longitudinally divided into two sections, 

with the front section containing 11 cells and the back section containing 22 cells. The 

longitudinal segmentation is very useful in discriminating between electromagnetic 

and hadronic showers and also in improving the ability to resolve very closely situated 

di-photons(28]. 

The octant size of the anode boards resulted in each quadrant having two R-

boards and two ¢-boards. For readout purposes these are labeled as ( 1) left-R, 
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(2) right-R, (3) inner-</> and ( 4) outer-</>. The front and back sections of the EMLAC 

are read out separately. The EMLAC has a total of 6264 channels readout via an 

electronic readout system developed at Fermilab [29]. Figure 2.9 shows a perspective 

view of the fully assembled EMLAC. 

2 .4.2 Hadron Calorimeter 

The Hadron Calorimeter (HALAC) designed to measure the energy and position 

of charged and neutral hadrons, was located d,)wnstream of the EMLAC in the liquid 

argon dewar ( see figure 2. 7). 

The HALAC, which is 8 interaction lengths ~n depth, consists of 52 steel absorber 

plates, each of 2.54 cm thickness, interleaved with readout cells called "c_ookies". 

Figure 2.10 shows an exploded view of a single cookie. The read out boards are· 

separated from the absorber plates by a 0.32 cm argon gap. An extra readout module 

was placed in front of the first absorber plate to provide a total of 53 cookies. The 

two anode planes inside a cookie are made of single sided copper-clad G-10 boards 

and these anode plane were placed in the cookie, with the copper side facing away 

from each other. Equilateral triangular readout pads were cut into the anode boards 

and the size of the pads were determined in such a way that 93% of the hadronic 

shower energy could be contained in a hexagon formed by six pads. The size of the 

pads increases with the distance from target, in order to maintain the focusing of 

pads on the target (as with the R-strips in EMLAC). The pad size increases from 

10.9 cm in the first cell to 13.3 in last cell, in height. 

As with the EMLAC, the HALAC is longitudinally divided in to two sections, 

with front section containing 14 cookies and 13 steel plates and the back section 

containing the rest of the cookies and absorber plates. The front and back sections 

are readout separately. The corresponding pads from the front section of the HALAC 

are connected together for readout purposes as are the pads of the back section. For 
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Figure 2.9: Electromagnetic calorimeter. All the primary elements of EMLAC are 
shown here. 
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Figure 2.10: Exploded view of a single Cookie. 
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Figure 2.11: Forward Calorimeter. 
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a detailed description of the HALAC and its readout system, the reader is referred 

elsewhere [30]. 

2.5 Forward Calorimeter 

The Forward Calorimeter (FCAL) consists of three identical modules ( see fig-

ure 2.11 ), and is located downstream of the LAC at ""' 17 m from the experimental 

target. FCAL was designed to intercept the forward beam jet region which is not cov-

ered by the LAC. It is capable of operating at 10 MHz interaction rates. The FCAL 

provided measurements of the total energy and the PT of the beam jet produced by 

the fragmentation of beam particles. 

Each of the FCAL modules has 28 circular steel absorber plates. Each absorber 

plate has a 114 cm diameter and a 1.9 cm thickness. The absorber plates are spaced 

0.69 cm apart. Sandwiched between the steel plates,. and on either end of each 



39 

module are 29 sheets of acrylic scintillator of 4.6 mm thickness. A 3.18 cm diameter 

hole was drilled through the center of each module, along the length of it, for the 

purpose of transmitting the non-interacting beam through FCAL. 

A total of 76 holes ( each "" 1 cm in diameter) are drilled through the entire stack 

of plates on an 11.5 cm grid to accommodate 86.4 cm long wave-shifter rods. These 

rods are doped with BBQ, an organic dye, which shifts the light from the blue to 

green end of the spectrum. The rods contain an ultraviolet absorbing agent to absorb 

any Cherenkov light produced by the hadrons which pass through. One end of each 

wave-shifter rod is silvered and the other end 1s connected to a photomultiplier tube. 

The phototubes are readout via flash ADC system. The total signal from the FCAL 

is proportional to the energy deposited in the FCAL and from these signals one can 

determine the total energy and the PT of the beam jet. A detail discussion on the 

characteristics of the forward energy production can be.found in the reference (31]. 



CHAPTER 3 

Trigger and Data Acquisition System 

In this chapter we will present a brief description of the trigger and the data 

acquisition (DA) system of E706, implemented during the 1987-88 fixed target run. 

The experimental trigger and the DA system is central to collecting the data from 

the various parts of the spectrometer and recording it on a storage medium (mag-

netic tapes). A discussion on various components of the trigger logic followed by a 

description of the DA system will be presented in the next two sections. 

3.1 Experimental 'Trigger 

3.1.1 General Description 

E706 implements a trigger system designed to run at a maximum of 106 inter-

actions/second and to select events with high-Pr (Pr > 3 GeV /c) electromagnetic 

showers in the EMLAC. The energy in each radial strip of a given shower is weighted 

according to its radial distance from the beam line and are summed together to de-

termine the total Pr of an EM shower. The Pr of a photon or a neutral meson which 

deposits total energy E in the EMLAC, can be represented by 

Pr= E sin(B) (3.1) 

where 0 is the production angle (i.e. the angle between the beam line and the line 

from the target to the centroid of the energy deposition). 

40 
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Figure 3.1: Layout of the trigger system scintil'.ating counters. The size of the coun-
ters has been exaggerated compared to the surrounding components of the spectrom-
eter. 

3.1.2 Trigger Logic 

In this section we discuss the basic trigger logic ( or components), which together 

formed the E706 trigger. No attempt will be made to discuss the hardware imple-

mentation of the trigger. A detailed description of the trigger ·implementation and 

its performance can be found in reference (32]. 

The E706 triggering process takes place in three basic steps: 

• Beam and Interaction definition 

• Pre-Trigger definition (pre-selection of an event) 

• Trigger definition ( final selection of an event) 

The beam and interaction definition of the trigger are governed by the signals 

from several scintillating counters located at various places in the spectrometer as 

shown in figure 3.1. 

· The incident beam particle is defined by the signals from the two scintillating 

counters BA and BB, located upstream of the target (see figure 3.1). The two 
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counters (with dimensions 2.54 cm X 2.54 cm) completely overlap each other. The 

signals from the two counters were put in coincidence with the RF _CLOCK1 , to 

define the beam signal 

BEAM= BA• BB• RF_CLOCK. 

The logical OR of the discriminated signals from the four scintillating counters 

(SEl, SWl, SE2 and SW2, located on eitl e:- side of the dipole magnet), put in 

coincidence with the beam signal defined a- interaction trigger signal. SEl and 

SWl are located "' 35 cm down stream of th~ t;a,rget and SE2 and SW2 are located 

"' 367 cm downstream of the target. The four counters cover the full acceptance of 

the spectrometer. In addition to firing any of the interaction counters, in time with 

the beam, it is additionally required that there be no other interactions occurred 

within ±60 ns of the present interaction, in order to prevent overlapping of events. 

It is further required that the interaction not be initiated by a beam halo particle. 

This is done by taking the interaction signal in anti-coincidence with the signal from 

the hole counter BH ( see figure 3.1 ). When the interaction signal, defined as 

INT= BEAM• (SEl + SWl + SE2 + SW2) • BH 

satisfy the above conditions, an interaction strobe is then generated to be used in 

the pre-trigger definition. 

Once the interaction strobe is generated, the final trigger decision is made based 

on the energy deposition in the EMLAC. Each octant is treated independently for 

triggering purpose, and a octant pre-trigger is generated for each octant which sat-

isfies the following two conditions[32]. 

• total PT deposition within the innermost 96 R-strips or the next 128 R-strips is 

at least "" 1. 7 Ge V / c and the PT signal is in time with the interaction trigger. 
1The RF _CLOCK is the reference Radio Frequency signal ( ~ 53 MHz and ~ 10 ns wide) 

provided by the accelerator, which was synchronized with the arrival of beam buckets. 
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• total amount of PT deposited in the octant within the 300 ns time interval 

preceding the present interaction trigger is less than ,....., 1.5 Ge V / c. 

The logic OR of the octant pre-triggers are put in coincidence with the interaction 

strobe and in anti-coincidence with the SCRKILL2 and the AND of the two veto-wall 

signals3 • If an octant pre-trigger is generated in the absence of the SCRKILL and the 

the two veto-wall signals, a LAC PRETRIGGER is generated. This PRETRIGGER 

is used to latch the data from the various parts of the spectrometer. It is used as the 

LOAD signal to latch the data from the trauiri 5 system and the FCAL, and as the 

EVENT signal to the Before/ After Time modules (BATs) for the LAC. It is also used 

in the formation of LAC triggers that are described below. If no PRETRIGGER is 

formed, the process is carried out for the next interaction. 

Once a PRETRIGGER is generated, the final trigger decision is made based 

on the local and global4 PT deposition in the octant(s). Since a global PT signal 

can be formed due to the presence of coherent noise and/or low PT multi-photons 

in an octant, a local PT requirement is introduced, taking advantage of the fine 

granularity of the EMLAC, to suppress triggering on low-PT events. This local PT 

condition requires that a substantial fraction of the octant global PT be deposited 

within 16 consecutive R-strips ( approximately the width of one photon shower) in 

one octant. The local and global PT signals are discriminated using two different 

nominal threshold levels, called low and high threshold. These threshold levels were 

changed several times during the 1987-88 run, as shown in the table 3.1. 

During the 1987-88 run, four LAC triggers were implemented using these two PT 

signals and the two PT thresholds, and they are defined as follows: 
2SCRKILL is a 30 µsec wide signal generated to suppress the impact of coherent noise produced 

by the 400 Hz power supply used for LAC electronics. 
3 Rejecting the events based on the veto-wall signals is aimed at reducing muon induced high PT 

triggers. 
4In the context of the trigger, local refers to a collection of 16 contiguous R-strips in an octant 

and global refers to the physical boundaries defining an octant. 
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Table 3.1: Trigger threshold settings 

Trigger threshold settings ( Ge V / c) 

GLB PT HI GLB PT LO LOC PT HI LOC PT LO Date 

5.0 04-NOV-1987 

3.0 14-NOV-1987 

1.6 1.2 01-DEC-1987 

4.0 2.5 4.2 08-JAN-1988 

3.6 3.6 23-JAN-1988 

3.0 11-FEB-1988 

LOCALeGLOBAL HIGH (LGHI) trigger is formed when at least one octant 

satisfies the local-PT low threshold and global-PT high threshold. 

LOCALeGLOBAL LOW (LGLO) trigger is formed when at least one octant 

satisfies the local-PT low threshold and gl~bal-PT low threshold. 

SINGLE LOCAL (SLOC) trigger is formed when at least one octant satisfies the 

local-PT high threshold. 

TWO GAMMA (TWOG) trigger: is formed when at least one octant satisfies 

the local-PT low threshold and any one of the three geometrically opposite 

octants also satisfied the local-PT low threshold. 

The LAC triggers LGHI, LGLO and SLOC could be satisfied by a single octant, 

whereas TWOG required at least two octants. SLOC was implemented to study 

single photon, 7!' 0 and r, ·production and TWOG was designed to study massive two-

photon decays. The LGLO trigger was primarily implemented to study lower PT 
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phenomena but also provides the opportunity to study the efficiency of the LGHI. 

Due to the higher occurrence of low-PT events, the LGLO trigger was pre-scaled by a 

factor of ten to avoid its dominance in the event selection. Only the SLOC triggered 

events are used in the analysis performed in this thesis. 

Any of the above defined LAC triggers in coincidence with the PRETRIGGER 

produced the final trigger for the interaction (it should be noted that more than one 

LAC trigger could be generated for a given interaction). Once the final trigger has 

been generated, an INTERRUPT signal is sent to the computers, instructing them 

to readout the event 5 • After the data in all the subsystems is readout, a computer 

RESET signal is sent out to the trigger system to generate CLEAR signals to 'reset' 

all of the readout electronics of the subsystems and preparing the spectrometer to 

readout the next event. If no LAC trigger follows the generation of a PRETRIGGER, . 

a 'reset' signal is sent to the tracking system, FCAL and BAT's and the trigger system 

waits "' 5µsec before processing the next event. 

3.2 Data Acquisition System 

The E706 data acquisition (DA) system for the 1987-88 run consisted of a Digi-

tal Equipment Corporation (DEC) Microvax II (µVAX) series computer, four DEC 

PDP-11 series mini-computers and two 6250 bpi (nine track magnetic) tape drives. 

The DA system was configured in a multilayered computer network that allowed 

communication among them. Microvax II was the central control unit of the DA 

system. The four PDP-ll's referred to as the front-end of the DA system, were one 

level below the µVAX in the DA chain. Each of the four PDP-ll's readout a sep-

arate subsystem of the MWEST spectrometer. Three PDP-ll's were used by E706 

and the fourth one was used by the E672 experiment. The four PDP-ll's, named 
5 The generic term 'EVENT' collectively refers to all the data from the spectrometer correspond-

ing to a final trigger. 
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as 'NEU', 'ROCH', 'MX' and 'MU', acquired data from the PLANES (SSD's and 

PWC's), FCAL, LAC (EM and HADRON) and the E672 Muon system, respectively. 

In addition to the planes, NEU also readout Cherenkov data and trigger logic as well. 

Figure 3.2 shows a schematic diagram of the DA system. The PDP-11/34's NEU, 

ROCH and MU read data through serial and parallel CAMAC links, and the LAC 

data acquisition used the RABBIT system[29], whose tasks were controlled by the 

MX (PDP-ll/45). 

The software package, generally referred to as VAXONLINE(33] that controlled 

the E706 data acquisition, was developed by the Data Acquisition soft-ware develop-

ment group at the Fermilab computing departm,:nt. The VAXONLINE, a multilevel 

program that ran on the µVAX, involves four major processes: 

GLOBAL_MENU a menu driven program, directs the user to the other attached 

processes. 

RUN_CONTROL is the user interface to the system. It ran on theµ VAX as well as 

on all the PDP-ll's and controlled and coordinated the data taking process. 

EVENT_BUILDER concatenated appropriate sub-events from each of the PDP-ll's 

into one complete event on the µ VAX. 

OUTPUT controls and spools the output (the concatenated events) to magnetic 

tapes or disk. 

For the concatenation of events by the EVENT_B UILDER, it is necessary to 

have some scheme to match the appropriate sub-events ( corresponding to the same 

interaction), from the different sub-systems of the spectrometer. A device called 

a "Hydra Scaler" is used for this purpose. Hydra Scaler stored a common 'event 

number' to the sub-event from each of the PDP-ll's. This number is initiated by 
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Figure 3.2: Schematic diagram of the data acquisition system. 
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NEU and is incremented by one for each successive trigger. EVENT_BUILDER uses 

this number to match data for concatenation. 

A fraction of the data were sent to a DEC VAX 780 computer, where a number 

of CONSUMER6 programs ran to monitor the quality of the data. The plane mon-

itor, displayed the hit multiplicity and the hit profile for all the SSD's and PWC's. 

The trigger monitor displayed the reconstructed trigger from CAMAC data. The 

scaler monitor displayed all the scaler readouts between spills. The status monitor 

displayed the run number, event number, th,~ size of the PDP-11 sub events in data 

words. The E706 color graphics event display was also ran through out the data tak-

ing as another online monitor and have proved to be very useful tool in monitoring 

almost all the subsystems of the spectrometer. 

The data taking process was segmented in to "runs" where the term "run" re-

ferred to a collection of data, during which the operating conditions of the spectrom-

eter remained essentially unchanged. Each 'run' was assigned a unique run number 

through the RUN_CONTROL. The upper limit on the length of a 'run' was deter-

mined by the amount of the data that can be written on to a 6250 bpi magnetic tape. 

Under normal operating conditions, ,...., 12,000 events were written (in~ 20 minutes) 

on to one tape defining one 'run'. The OUTPUT was configured to handle two tape 

drives, minimizing the dead time due to tape handling (mounting and dismounting 

of the tapes), at the beginning and end of each run. 

6 CONSUMER program as part of VAXONLINE, provides a frame work with in which the user 
can write monitoring programs. 



CHAPTER4 

Event Reconstruction 

The first level of offiine analysis is the reconstruction of the entire event. In 

this chapter we will describe the aspects of event reconstruction relevant to the 

analysis presented in this thesis; namely, the charge particle reconstruction and the 

electromagnetic shower reconstruction. 

The driver code MAGIC [34], written primarily in FORTRAN-77, controls the 

reconstruction of data from individual detector elements of the E706 spectrometer. 

MAGIC is a multi-tasks controller program. In the sequence of an event recon-

struction, MAGIC will read in the raw data1 , unpack the raw data and reconstruct 

the event. A set of user-supplied control cards determine the specific action( s) that 

MAGIC y,ill execute and controls the number of events to be processed. In addition 

to the event reconstruction, MAGIC writes out the reconstructed data on to the 

Data Summary Tapes (DST's). 

MAGIC uses a code-management system called PAT CHY developed at CERN2 .• 

PATCHY [35] provides a method for managing the development of machine indepen-

dent code which can be run on many different computers, such as VAX, AMDAHL 

and ACP3 [36]. The event reconstruction of the data presented in this thesis was 

done on the Fermilab ACP system. MAGIC also employed the CERN developed 

memory management system called ZEBRA [37]. Unlike the standard FORTRAN-

77, ZEBRA provides a dynamic memory (data banks) structure for the storage of 

1 Electronic data that were written on to magnetic tapes during the data taking of the 
experiment. 

2European Center for Nuclear Research, Geneva, Switzerland. 
3 ACP is a parallel computer processor developed by the Fermilab Computer Department. 
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raw and reconstructed data. With ZEBRA, the memory was divided in to several 

divisions, namely the input division, intermediate division( s) and the output divi-

sion. Each division contains a specific set of data banks. The ZEBRA data banks 

in the output division4 were written onto the tapes, and the data on these output 

tapes was divided into several different streams by a program called SPLITTER5 , 

for higher level PHYSICS analysis. 

4.1 Charge Particle Reconstru,~tion 

In the context of charge particle (track) reconstruction, the tracking system is 

viewed as consisting of Beam tracking, SSD tracking and PWC tracking. In the 

following discussion of track reconstruction, the SSD tracks are referred to as "up-

stream" tracks and the PWC tracks are referred to as "downstream" tracks. The 

software package (PLREC) that does the track reconstruction is well modularized to 

ha.ndle each section of the tracking system independently[38]. Besides reconstruct-

ing the 'trajectories of charge particles, PLREC also determines the momentum and 

charge of the reconstructed tracks and reconstructs the primary interaction vertex. 

Nevertheless, the discussion in this section will be restricted to track reconstruction 

only. The determination of charge a:rid momentum of tracks and the primary vertex 

reconstruction will be discussed in the subsequent sections. 

Before any track reconstruction takes place, PL UNP6 routine which is the the raw 

data unpacker, converts the electronic data into spatial hit coordinates, corrected for 

any alignment offsets for all the planes. It is this corrected hit coordinate information, 

that are used in track reconstruction. 
4The ZEBRA output is available in machine independent format. 
5 see chapter 5. 
6 Although PL UNP is part of PL REC, it is called from the driving program MAGIC. 
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4.1.1 Beam Tracking 

The beam track reconstruction was done independently in the two orthogonal 

views X and Y. Each view has three beam chambers. First, all the three-hit tracks 

in a given view are reconstructed by looping over all possible pairs of hits from two 

seed planes and searching for a hit in the third plane within a 1.5 strip spacing of 

the road defined by the two seed hits. When a third hit is found, a least-square fit 

is made to the three hits and the slope and intercept of the track and the x2 of the 

fit are calculated. Once all the possible three-hit tracks are found, the two-hit view 

tracks are made from the hits that are not used in the three-hit track fitting. Beam 

tracks with x2 > 2.0 and/or a slope> 0.01 radians are rejected. It is further required 

that the lateral projections of beam tracks lie with in ± 0.7cm when projected to 

the beam hodoscope and within ± 1.0cm when projected to the experimental target. 

Beam tracks that did not satisfy these conditions are rejected. 

4.1.2 Upstream Tracking 

The upstream tracking in the SSD's is also done independently in the two or-

thogonal views X and Y, where each view has four planes. PLREC is designed to 

optimize the reconstruction of three and four hit view tracks only. No attempt is 

made to reconstruct two-hit tracks in the SSD's due to the complications arising 

from the charge sharing and the presence of noise hits, which would lead to the 

formation of large number of fake two hit tracks. Even at the level of three hit track 

reconstruction, the charge sharing and noise hits present a great deal of confusion 

in the pattern recognition, leading to the reconstruction of a substantial fraction of 

fake three hit view tracks in the SSD's. 

The upstream view track reconstruction is very similar to that in the PWC system 

and the same track fitting code is used in both cases. A detailed description of the 
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view track fitting algorithm can be found in [38]. Figure 4.1 shows the distributions 

of fraction of three and four hit SSD tracks per event in the X and Y view. 

4.1.3 Downstream Tracking 

The algorithm for PWC view track fitting is the same as that for upstream view 

track fitting [38]. Unlike the SSD system, the PWC system consists of four views 

(X, Y, U and V), enabling the reconstruction of space tracks. First, the view tracks 

are formed in the four views and then X anu Y view track pairs are correlated with 

pairs of U and V view tracks. When an XY pair matched with a UV pair, a space 

track is formed. Again, a detail description of the downstream view and space track 

fitting algorithms can be found in reference [38]. 

Each accepted space track is required to have at least thirteen hits. The 16, 15 

and 14 hit space tracks have a x2 / DOF cut off at 3.0 and for the 13 hit space tracks, 

the x2 / DOF cut is set at 1.5. Figure 4.2 shows the x2 distribution for the 13, 14, 15 

and 16 hit space tracks. It is further required that no two spac~ tracks share more 

than six hits. If two space tracks shared six hits, the one with the lowest number 

of hits is dropped. If they have the sa.me number of hits, then the one with the 

higher x2 is deleted. Any space track with nine or more un-shared hits was retained. 

Figure 4.3 shows the relative fraction of the 13, 14, 15 and 16 hit tracks per event. 

4.2 Determination of Momentum and Charge of Tracks 

To determine the charge and momentum of the reconstructed tracks, it is nec-

essary to know the bending angles of the tracks in the dipole magnetic field. This 

bending angle can be determined by identifying the correct pair of upstream and 

downstream tracks that represents the trajectory of a charge particle through the 

tracking system. This pairing of the upstream and downstream tracks is called the 
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Figure 4.1: (a)-(d) Fraction of three and four hit tracks per event in the SSD X and 
Y view. 
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linking at the magnet. The procedure for linking tracks is very briefly outlined here. 

A detailed discussion of linking tracks can be found in reference [ 38]. 

In the linker, each PWC space track was matched with the SSD view tracks, 

by projecting the tracks to the effective center of the magnet. The upstream view 

track projections7 at the center of the magnet should be within ±0.7cm to that 

of a PWC space track for the view tracks to link with a space track. Since the 

tracks bend primarily in the XZ plane, an additional cut of 2.5 mrad was imposed 

on the Y-slope difference between the upstream a'nd downstream tracks. These 

cuts were determined by plotting the X and Y view projection differences and the 

Y-slope difference. Figure 4.4 shows the .6.X and .6.Y at the center of the magnet 

for the linked tracks. Due to the ambiguities of the track projections and the limited 

constraints on the upstream view tracks, more than one upstream view track can 

frequently link to a PWC space track. In that case, for each space track, up to four 

links (in each view) are stored in Zebra banks, in ascending order of the projection 

difference, with the first link begin the closest one and often referred to as the best 

link. Once the primary interaction vertex was reconstructed these four links are 

re-arranged, giving preference to the linked view tracks corning from the primary 

vertex, and re-defining the best link. For a given downstream track, if there is no 

upstream X-view track within the linking window, a straight line was drawn from 

the projected point at the magnet center to the primary vertex point, to determine 

the bending angle. If the primary vertex wasn't found, a line was drawn to the center 

of the target. 

Once the bending angle was determined using the best link, the momentum and 

the charge of a track can be calculated as follows. 
7Track projections at the center of the magnet were corrected for the effective magnetic field 

approximation. 
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Figure 4.4: Track projection differences at the center of the magnet. Top: 6.X and 
Bottom: 6.Y. 
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The sign of the charge of a track is given by Eq. 4.1. 

q = sign(01 - 02) · sign(Bo) ( 4.1) 

and the pTkick is given by Eq. 4.2 

kick PT = qBoLo ( 4.2) 

where B 0 is the magnitude of the effective magnetic field and L 0 1s the effective 

length of the magnet, in the thin lens approxioation. 

The momentum (P) of a track can be determined from the following equations. 

p 1:ick v12 2 - T Px+Pz--si-.n-(0_2_) __ -s-in-(-01-) 

Px = tan( Bx) 
Pz 

Py = tan( By) 
Pz 

( 4.3) 

(4.4) 

( 4.5) 

where Px, p11 and Pz are the three components of the the momentum and 01 and B2 

are the entrance and exit angles of the track into and out of the magnet, respectively, 

in the XZ plane. tan( Bx) and tan(011 ) are the upstream X and Y view track slopes, 

respectively. 

The momentum scale in the tracking system was calibrated using the decays of 

K~-+ 7r+7r- and J/-ip-+ µ+ µ-. See figures 4.5 and 4.6[39]. Based on a Monte Carlo 

study, the momentum resolution of the tracking system was found to be (]"pf P '""' 

0.09% X p [23]. 

4.3 Primary Vertex Reconstruction 

As part of PLREC, the piece of code that does the primary vertex reconstruction 

was developed over a period of two years by several collaborators on the experiment. 

Since this author was responsible for developing the code into its final form for the 
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1989 ACP pass, the vertex reconstruction algorithm and its performance will be 

discussed in a little more detail. 

The general philosophy of the vertex reconstruction is to first determine the X 

and Y view vertices using the SSD view tracks and then match the two view vertices 

to get the final primary vertex position. 

4.3.1 View Vertex Fitting 

The view vertex reconstruction procedure is the same for both X and Y views. 

In the view vertex reconstruction, the vertex fitting algorithm first selects four-hit 

linked SSD view tracks that come from the fiducial target region. If there are four 

or more such tracks selected, the fitting algorithm proceeds to fit a view vertex as 

described below. If there aren't enough tracks, the algorithm also looks for un-linked 

foui hit view tracks coming from the fiducial target region. If the algorithm selects 

at least four 4-hit view tracks, it proceeds to fit a view vertex. Otherwise it will 

also searnh for three-hit linked view tracks coming from the fiducial target region. If 

there aren't sufficient tracks selected, the view vertex fitting is not performed. 

Once a set of SSD view tracks are selected, the algorithm does an iterative process 

to fit a view vertex by minimizing a x2 as defined in equation 4.6 below. For example, 

for X-view vertex fitting, the x2 is minimized with respect to the X and Z coordinates 

of the vertex to be determined. 

x 2 = I)xf(ak,bk)-xf(ak,bk)) ( 4.6) 
k 

where xf ( ak, bk) is defined as 

(4.7) 

and x%( ak, bU is defined as 

( 4.8) 
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and a,. and b,. are the slopes and intercepts of the fitted SSD upstream view tracks 

as described in section 4.1.2. ak and bk are the slopes and intercepts of hypothetical 

tracks that pass through the primary view vertex. ( x 1, Zj) is a point on the view 

track in the X-Z plane. O'j is the position resolution of the SSD's. The summation 

in equation 4.6 is over all selected view tracks and the summation in equations 4. 7 

and 4.8 is over the total number of SSD planes used in fitting that track. 

Expanding equation 4. 7 about ( ak, bU and setting bk equal to b,. and minimizing 

equation 4.6 with respect to X and Z, one can solve for the X-view vertex position. 

After a candidate view vertex is found, the impact parameter8 to the vertex is 

calculated for all the selected tracks. Figure 4. 7 shows the X and Y view impact 

parameter of the tracks used in vertex fitting. At the end of each iteration, the 

track with the largest impact parameter is removed from the selected track sample, 

and a view vertex is fitted with the reduced set of selected tracks. The iterative 

procedure is stopped when the largest impact parameter of the tracks associated 

with the vertex is less than 50µm or the average impact parameter of all the tracks 

associated with the view vertex is less than 20µm or one is left with only two tracks 

associated with the view vertex. Once a view vertex is found, all the tracks in that 

view with an impact parameter less 50µm are assigned to the vertex. The beam 

track associated with the view vertex is defined as the one with the smallest impact 

parameter ( < 50µm) to that view vertex. This procedure is repeated for the Y-view 

too. The algorithm is optimized to find the primary vertex position in each view. 

4.3.2 Matched Vertex Fitting 

Once the view vertices are found, a re-fitting is done using the tracks in one view 

and the Z-position of the view vertex found in the other view, to obtain the best 
8Impact parameter of a track to a vertex is defined as the shortest distance between the track 

and the vertex. 
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possible primary vertex location. The tracks selected for the re-fitting in one view 

should come from the fiducial target region in that view and should intersect with 

each other within 1 cm of the Z-position of the other view vertex. The re-fitting is 

done for both X and Y views. At the end of re-fitting, one is left with a minimum 

of a single pair of view vertices or a maximum of four pairs of view vertices. In the 

case of a single pair, if the difference of the Z-position of the two view vertices is 

less than 1 cm, the pair is called a matched vertex and the weighted average of the 

Z coordinates of the two view vertices is cal' dated to determine the Z-position of 

the final primary vertex. In the case of mar~ than one pair of view vertices, the 

upstream one with the smallest Z-difference ( with Z-difference less than 1 cm) is 

called the matched vertex and the weighted average of the Z-position is calculated. 

In both cases, the X and Y positions of the two view vertices are used as the two 

transverse coordinates of the final primary vertex. 

4.3.3 Vertex Resolution and Reconstruction Efficiency 

Figure 4.8 a) shows the difference in the Z-position of the two view vertices and 

figure 4.8 b) shows the spatial impact parameter of the associated beam track at the 

vertex. These two plots provide a measure of the longitudinal and the transverse 

position resolution of the primary vertex. The resolution along the beam direction 

is about 700 µ,m and the transverse resolution is about 20 µ,m. These numbers 

are in agreement with calculations that include the instrumental resolution as well 

as the multiple scattering of the secondary particles associated with the primary 

vertex [19][21]. Figure 4.9 a) shows the reconstructed vertex Z-position where the 

segmented target structure is clearly visible. The two small double-peaks at either 

end are due to vertices produced at the two SSD planes immediately before and 

after the target. Figure 4.9 b) shows the longitudinal vertex position resolution as 

a function of the Z-coordinate of the pri,mary vertex. It is obvious from these two 
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plots, that the downstream vertices have a better Z-position resolution compared to 

the vertices further upstream in the experimental target. This difference is primarily 

due to multiple Coulomb scattering of secondary particles produced in the upstream 

interactions and the increased lever arm between the upstream interactions and the 

downstream SSD modules. 

To account for the vertex reconstruction inefficiencies, a careful study9 was per-

formed on a pre-selected sample of events whi,..::h contained high PT photons, in which 

the reconstruction program failed to find a pri1Lary interaction vertex. Based on this 

study, a correction factor was calculated as a tun.:tion of the vertex Z-position ( see 

chapter 7 ). The average vertex reconstruction dficiency was found to be ""' 93%. 

4.4 Electromagnetic Shower Reconstruction 

The electromagnetic shower reconstruction program EMREC reconstructed the 

energy and position of the incident photons and electrons that shower in the EMLAC. 

The electromagnetic shower reconstruction has been addressed in detailed in the 

reference [27]. For the sake of completeness, in the next two subsections, we will 

present a brief description of the reconstruction of energy and position of the photons 

and the timing information on the EMLAC pulse height. 

The EMREC program uses the energy deposition (Ei) on each channel, in recon-

structing the electromagnetic showers. The strip energy Ei is determined from the 

formula, 

(4.9) 

where Ni is the digitized value of the pulse height in the channel, N;° is the pedestal 

for the channel1°, Gi is the relative value of the channel gain and AEM is the nominal 

normalization factor of the EMLAC, which was roughly determined from the electron 
9Including a visual scan of the events. 

10PEDESTAL for a channel is the digitized pulse height observed in the absence of a true signal. 
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beam calibration data to be 3.1 MeV per ADC count. 

For reconstruction purposes, the corresponding strip energies from the front and 

back section of the EMLAC were added together to form a "software summed" 

section. Except where otherwise noted, the pattern recognition code operated on 

these summed signals. 

4.4.1 Reconstruction of Photon Energy and Position 

The reconstructor first finds groups withi.u. each of the four views ((1) left-R, (2) 

right-R, (3) inner-</> and (4) outer-¢). A group is defined as a cluster of at least three 

consecutive strips in the views 1-3 or at least twc consecutive strips in the fourth view 

with a total cluster energy greater than 750 MeV. It was further required that the 

average energy per strip in the cluster be greater than 150 MeV and the maximum 

strip energy be more than 300 MeV. Once a group is found, the information is stored 

in a designated ZEBRA bank. 

Once the groups are found, the code then searches for the peaks in each of the 

groups. A peak in a cluster is defined as the point where the derivative of the energy 

distribution changes from positive to negative. For each found peak, there are two 

valleys located at either side of the peak. A valley is defined as either the strip with 

lowest deposited energy between two peaks or the end strip in the group if the peak 

is first, last or the only peak in the group. To recover the low energy peaks lost due 

to the addition of front and back energies, the peak finding algorithm is applied to 

the front section again, searching for peaks between any two valleys already found 

in the summed section. For each peak found in the front section R-view, the front 

radial position and the corresponding back peak radial position were determined. 

In the next stage of the shower reconstruction, single-view photons ("gammas") 

were reco.nstructed using the already determined groups and peaks, in each view. 

For single-peak groups, a parametrized shower shape :.nas fitted to determine the 
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energy and position of the "gamma". For multi-peak groups, first the group was 

split into separate showers and then the energy and position were calculated on the 

corrected pulse distribution [27]. 

The last step in the shower reconstruction is to correlate the "gammas" in R 

and </; views to form the final photons. Since the radial and azimuthal view readout 

boards were alternated in the EMLAC, the longitudinal energy profile of showers 

would be roughly the same in both views. This means that the total energy and the 

ratio of front and back energies would be very close in the two views. These two 

conditions have been used as the primary matching criteria in correlating "gammas". 

The problems arising due to matching "gammas" near view boundaries were handled 

appropriately [27]. After all "gammas" were correlated, the ¢ view "gammas" were 

reconstructed again, using the radial information obtained during the correlation 

procedure. This yielded a more accurate energy. After the cp "gammas" were refitted, 

the "gammas" were re-correlated and the final photon energy and position were 

determined. 

4.4.2 Photon Arrival Time 

The arrival time associated with each final photon is calculated using the TVC11 

information [28]. This timing information is used in the analysis to reject photons 

that were "out-of-time" with the event interaction. 

11Tim.e to Voltage Converter (TVC) is a timing circuitry inside the LAC amplifier modules. 



CHAPTER 5 

Data Selection 

The table 2.3 summarizes the full data sample collected with a LAC trigger in the 

1987 /88 run. The data are divided in to 6 sets, defined by target type, beam polarity 

etc. The sets were labeled A through F in reverse chronological order. Out of this full 

data sample, only the sets A, C, D and E are used in the analysis presented in this 

thesis. Set B is omitted due to a malfunction of one of the tracking chambers and 

set F is not used because the data for this set were collected before the Single-Local 

trigger was implemented. 

· The data in the selected sets also contain uninteresting events, such as the events 

with no reconstructed primary vertex, events triggered by halo muons, etc., that are 

not releyant to this analysis. All such events were removed from the data sample 

by applying suitable event level cuts which we will describe later in this chapter. 

Table 5.1 summarizes the data sample remaining in each selected set after applying 

the cuts. In this chapter we will describe the selection of events containing a large 

transverse momentum 1 , 1r 0 or 'T/ from the compressed binary DST's. We also will 

describe the cuts applied in selecting charged tracks and photons, to be included in 

the reconstruction of jets. The subject of the calculation of meson induced back-

ground to direct photon signal is introduced at the end of this chapter. The actual 

1r 0 background estimation is described in chapter 7. 
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5.1 Event Selection 

Only the events which satisfied the Single-Local trigger were analyzed for two 

reasons. First, in the PT range of interest, this trigger was very efficient for the 

detection of 1r0 's and 'Y's. Second, the Single-Local trigger is the only trigger which 

is understood and for which a reliable set of corrections exists. To ensure the quality 

of the data and to select a rich sample of enhanced high PT events with a non-muon 

induced LAC trigger, each reconstructed event has been subjected to the following 

list of cuts. 

• Neither veto wall shadowing the triggering quadrant registers a hit. 

• The event has a reconstructed primary vertex in the fiducial target region. 

• The maximum uncorrelated energy in the triggering quadrant is less than 10 

GeV. 

• The event contains reconstructed physics tracks and reconstructed showers. 

Table 5.1: Summary of the data sample which survives the successive event level 
cuts described in the text above. 

Run Veto Wall Vertex Uncorrelated Final 

Set cut cut energy cut No. Events 

A 188,632 147,230 142,730 142,730 

C 47,084 37,735 36,557 36,557 

D 57,399 46,492 44,778 44,778 

E 38,863 26,728 25,954 25,954 
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Two of the potential major sources of background to the direct photon signal are 

from the bremsstrahlung of beam halo muons in the outer regions of the EMLAC 

and from the electromagnetic decay of 7r
0 and r, mesons[27, 39]. The veto wall 

cut in the event selection was imposed, mainly, to reject halo muon induced high 

PT triggered events from the data sample. Muon rejection will be discussed in 

section 5.1.1 and the background due to the electromagnetic decay of 1r 0 's and r,'s 

will be discussed in section 5.3. The vertP.x cut helped not only to reject muon 

induced events but also to insure that the ev~nt interaction occurred in the fiducial 

target region. The reconstructed longitudiIH'l vertex position helped select events 

originating from different nuclear targets. 

The uncorrelated energy cut was imposed to reject events where the energy and 

the location of photons were not properly established. 

5.1.1 Muon Background 

The in-flight decays of pion beam particles resulted in a large number of muons 

travelling more-or-less parallel to the beam axis but frequently several feet away 

from it. These muons produce photons through bremsstrahlung and at large radius 

satisfy the high PT trigger. The on-line veto wall requirement in the formation of 

the LAC pre-trigger vetoed the muon-induced high PT events at the trigger level[32]. 

It is required that the section of the two veto walls corresponding to the triggering 

quadrant have no signal within ,....., -20 ns to 120 ns of the interaction time. 

The off-line veto wall cut is necessary due to; a) the inefficiency of the two veto 

walls, b) the gaps between the scintillating counters in the veto wall coincidence 

and c) the fact that the on.line veto wall signal time window was not centered with 

respect to the octant pre-trigger signal. Evidence for these "out-of-time" muon 

induced events is illustrated in figure 5.l(b ). 
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Besides the off-line veto wall cut, the photon timing information, its longitudinal 

profile development and its directionality can all be used to reject muon induced 

events. 

Associated with each reconstructed photon is its arrival time at the LAC with re-

spect to the time at which the event's interaction occurred. This timing information 

is calculated in EMREC for each reconstructed photon using the timing information 

provided by the TVC's. Figure 5.1 show the timing distributions for single photons 

( a) with off-line veto wall cut and (b) without off-line veto wall cut. The distribu-

tion is sharply peaked at zero, when there is no hit in the veto walls shadowing the 

triggering quadrant. The distribution with a veto wall hit is broadly peaked at -40ns. 

This shows that the trigger was sensitive to muons occurring more than 20ns, before 

the interaction, and hence not vetoed at the trigger level. The broadness of this peak 

compared to that in (a) indicates the fact that the muons are not correlated with 

the event's interactibn. The relatively small peak at zero and the large positive tail 

in figure 5.l(b) reflects the inefficiency in the on-line veto wall requirement. All the 

single photons occurring more than 15ns before or 40ns after the nominal zero time 

were rejected from the single photon data sample. 

Another quantity that was used to reject muon induced showers is the direction-

ality of the photons. The directionality, which is a measure of the photon's trajectory 

in the EMLAC, is defined as; 

(5.1) 

where Rr and Rb are the radial positions of the reconstructed photons at the front 

and back section of the LAC. The quantities 

zf 900cm (5.2) 

zb 918.5 cm 

are the longitudinal positions of the beginning of the front and back sections of the 
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LAC relative to the target center. Particles which travel parallel to the beamline, 

eg. muons, will tend to have larger values of br at all radii than those which came 

from the target. In fact, particles coming from the target are expected to have 

directionalities distributed about zero. This effect is illustrated in Figure 5.2. 

A scatter plot of directionality versus PT for single photons is shown in fig-

ure 5.3(a) for events with a hit in either of the veto wall quadrants shadowing 

the triggering quadrant. The large enhancement in the positive high directional-

ity (> 0.4) band for the entire high PT ranee indicates a large contamination of 

muon induced events in this data sample. Figure 5.3(b) shows the effect of the 

off-line veto wall cut in rejecting muon induced high I'T events. The remaining band 

which is nearly symmetric about zero, corresponds to the photons originating from 

the target. 

Figure 5.4 shows the correlation of the photon timing and its directionality for 

events (a) with and (b) without a hit in the veto wall quadrant corresponding to 

the triggering quadrant. It is clear from the top figure that the showers with high 

directionality are generally out-of-time with the event interaction. The dotted lines 

in figure 5.4( a) shows the off-line cuts used to· select the direct photon candidate 

events. 

5.1.2 Hadron and Electron Rejection 

The photons that survived the muon rejection cuts were subjected to more cuts 

to remove the background to the direct photon sample due to charged and neutral 

hadrons and due to electrons and positrons. 

The fact that the electromagnetic and hadronic showers have a different longi-

tudinal profile development was used to discriminate between hadronic and elec-

tromagnetic showers. Hadrons deposit much of their energy in the back section of 

the EMLAC and deposit relatively small amount of energy in the front section of 
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the EMLAC due to its small interaction length. Thus the distribution of the ratio 

"EFront/ ETotal" for hadrons tends to peak at a value much less than 1.0 whereas 

for the electromagnetic showers this distribution tends to peak near one. Figure 5.5 

shows the EFront/ ETotal distributions for electromagnetic and hadronic showers. All 

the showers with EFront/ ETotal < 0.2 were excluded from the direct photon sample. 

Another source of background to the direct photon signal are the electrons and 

positrons produced by pair-conversion of pho;cns from 1r 0 decay in the target. These 

conversion electrons and positrons are called ~MP (Zero Mass Pairs)[23]. This con-

tamination is reduced by using the tracking information from the PWC system. 

Figure 5.6 shows the radial distance between these converted pairs and the near-

est shower at the front face of the EMLAC[23, 40]. It is clear that the tracks and 

showers corresponding to ZMP's match quite well within 1cm of radial distance be-

tween them. This fact was used to reject electromagnetic showers due to ZMP's, 

and all showers that match with a charged track at the front face of the EMLAC 

with ~R < 1 cm are rejected from the direct photon sample. 

Finally fiducial cuts are applied to reject photons which fell close to detector 

boundaries. The reconstruction of these photons was not very reliable. It is re-

quired that the reconstructed radial position ( R ) of the photons fall in the region 

24 cm < R < 138 cm and the cp position be 2 cm away from the EMLAC octant 

boundary and 3 strips away from the quadrant boundary. 

5.1.3 1r0 and 'T/ Definition 

The understanding of the reconstruction of 1r 0 and 77 signals is vital to the un-

derstanding of the direct photon signal since the electromagnetic decay of these two 

neutral mesons produces a potential source of background to the direct photon signal. 

Figure 5. 7 shows the two photon invariant mass spectrum for the 11 pairs, with 

both 1 's in the same triggering octant and with the vector sum PT of the two photon 
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Figure 5.5: EFront/ ETotaL distributions for (a) Electromagnetic and (b) hadronic 
showers. 
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pairs > 3.5 GeV /c. It is further required that the pseudorapidity (Yem) of the two 

photon pair be in the range -0.7 < Yem < 0.7 (which corresponds to the active 

region of the EMLAC). Here the photons are subjected to the fiducial cuts and PT 

cuts only. 

The 7r 0 and 77 peaks are clearly visible at,....., 135 MeV/c2 and,..., 550 MeV/c2 , 

respectively. For the purpose of the study of 7!' 0 and 77 production, the mass range 110 

MeV /c2 < M..,.., < 160 MeV /c2 was defined as the 7!' 0 mass band and the mass range 

450 Me V / c2 < M..,.., < 650 Me V / c2 was define-:l. as the 77 mass band. To account for 

the combinatorial background under the 7!' 0 and r, peaks, sidebands with equivalent 

mass range were defined for each signal. The mass regions 75-100 Me V / c2 and 

170-195 Me V / c2 were designated as 7r 0 sidebands and the 77 sidebands were defined 

to be the mass ranges 340-440 Me V / c2 and 660-760 Me V / c2
• For any distribution 

made for the 7!' 0 or 77 signals corresponding distributions were made for sidebands 

too. These sideband distributions were subtracted from the distributions within the 

7r 0 or 77 peak, to yield the background subtracted distributions for 1r0 's and 77's. 

Figure 5.8 shows the ( a )unsubtracted and (b )sideband subtracted energy asym-

metry distributions for the 7!' 0 mass band, where the asymmetry (A) is defined as: 

(5.3) 

and E1 and E2 are the energies of each photon in the di-photon pair. Since the 7!' 0 

is a pseudo scaler particle, it decays isotropically into two photons in the rest frame 

of the 7r 0 with the two photons emerging back-to-back. Thus one would expect a 

flat distribution for the asymmetry. However, a departure from this flatness is seen 

at high asymmetry (i.e. A > 0.75). Highly asymmetric decays of 1r0 's produce 

photons with very low energy and at large angle relative to the 7!' 0 in its rest frame. 

The limited acceptanc~ of the EMLAC and the reconstruction inefficiency at low 

energies ( < lOGeV), result in a substant~al loss of 1r0 's with asymmetry> 0.75. For 
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the study of inclusive 1r0 and 7r 0 + jet production, a 0. 75 cut was imposed on the 

asymmetry to select a clean sample of 1r0 's . The dotted line in Figure 5. 7 show the 

effect of the asymmetry cut of 0. 75 on the ,, mass spectrum. 

5.1.4 Single Photon Definition 

A high Pr photon ( Pr > 3.5 Ge V / c ), in any of the triggering octants that did 

not combine with any other photon to form a. 1r 0 or an T/ signal with an A < 0. 75 is 

accepted as a direct photon candidate, if it sa.tisfied the following additional cuts. 

• All of the events cuts are satisfied. 

• There is no charged track within 1.0cm radially from the photon at the front 

face of the EMLAC. 

• The directionality of the photon < 0.4. 

• EFront/ Erotal > 0.2. 

• The TVC timing for the photon satisfies the condition -15 ns < TVC < 40 ns. 

• The photon is in the fiducial region of the EMLAC. 

Table 5.2 summarizes the total number of direct photon candidate events available 

to the analysis before the subtraction of the meson-induced background is done. 

5.2 Shower and Track Selection 

For the purpose of the jet analysis which is the subject of the next chapter, several 

cuts are made to select candidate photons and charged tracks for inclusion in the jet 

reconstruction. It is required that the candidate particles satisfy the following cuts. 

• candidate particles must have Pr > 250 Me V / c. 
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Table 5.2: Summary of the number of photons that survived the single photon 
selection cuts described in the text above. 

Run PT Fiducial Directiona- Track EFront/ ETotal 1r
0 or 7J 

Set cut cut -lity cut cut cut cut 

A 36,726 30,131 29,452 25,992 25,076 20,032 

C 24,327 19,787 19,199 17,.567 16,907 11,636 

D 28,304 22,746 22,294 20,328 19,789 13,402 

E 17,163 13,793 13,383 1::'.,271 11,823 7,674 

• candidate particles must be at least 1. 75 radians ( l"V 100°) away from the trigger 

particle, azimuthally. 

• candidate photons must have an energy in the range 5 GeV :S E =S 250 GeV. 

• candidate photons have directionality < 0.4. 

• candidate photons should not match with charged tracks. This is to eliminate 

double counting of charged hadrons and electrons. 

• candidate charged tracks reconstructed in the PWC's have Y-view impact pa-

rameters < 1.5 cm at the primary vertex. 

• candidate charged tracks have a total momentum < 250 Ge V / c m the lab 

frame. 

• candidate charge tracks have PT < 10 Ge V / c. 

• the leading particle1 must have PT > 500 MeV /c with pseudorapidity < 1.75. 
1The highest PT particle in the opposite hemisphere of the trigger particle, which satisfy the 

particle selection cuts. 
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For an event to be considered for the Jet Analysis, there should at least be one 

particle that satisfies the above cuts. A detailed description of Jet Reconstruction 

is given in the next chapter. 

5.3 Monte Carlo Calculation of Direct Photon Background 

Measured direct photon cross sections have to be corrected for background due to 

single photons arising from mis-reconstructed 1r0 's and r,'s. The mis-reconstruction 

of the neutral mesons are mainly due to: 

• failure to reconstruct low energy photor.s from highly asymmetric decays of 

1r0 's and 'T/'s, 

• geometrical losses due to the active fiducial regions and the finite acceptance 

of EMLA C, and 

• coalescence of nearby photons from symmetric decays of high-energy 1r0 's. 

To estimate the magnitude of these backgrounds, a Monte Carlo simulation of the 

detector response to some specific physical event was performed. The spectrometer 

was simulated with GEANT32 , which was developed at CERN. For this particular 

study of single photon background, only the response of the EMLAC was modeled. 

A detail discussion of the simulation of the EMLAC response can be found in ref-

erence [42]. The I and e- ( or e+) showers at the EMLAC were simulated with 

a parametrized shower shape, thus greatly reducing the CPU time involved in the 

event simulation[39]. 

The topology of the events of interest can be generated with various physics 

Monte Carlo programs available (such as ISAJET and PYTHIA), with a reasonable 

production spectrum similar to that observed in data. Due to the physics processes 
2 GEANT3 contain all the relevant physics processes that take place in the development of 

electromagnetic showers(41]. · 
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involved in the event generation, these Monte Carlo programs generate lots of events, 

that fall below the low threshold of the production spectrum, requiring large amount 

of computer time to generate a reasonably high statistics sample of interesting events. 

Hence an alternative technique was developed to select events from the DST's, based 

on the observed 1r0 spectrum, as the input events to GEANT3. 

For input, the Monte Carlo used events3 in which the highest PT two-photon pair 

in the fiducial region of the triggering octant and had M-r-r < 175 Me V / c2 and PT 

> 3.0 GeV /c. For each such event, this 11 pair was input to GEANT as a 1r0 with 

mass 135.0 MeV /c2 along with all the other observed photons in the same octant 

as the two-photon pair. The event was then processed through GEANT, allowing 

the 7r 0 to decay randomly and isotropically in its rest frame. For each selected real 

event, five Monte Carlo events were generated by rotating the original momenta of 

all particles by a random azimuthal angle. To estimate the background to 1 + jet 

signal, the charged tracks from the corresponding DST events were added to the 

already processed events (through GEANT), with appropriate azimuthal rotations. 

The direction cosines and the momentum components of these added physics tracks 

were recalculated to account for the azimuthal rotations. 

Due to the low statistics on measured T/ and w signals, the observed 1r 0 production 

spectrum was used to estimate the backgrounds due to the electromagnetic decays 

of these mesons. It was assumed that these mesons have production characteristics 

similar to that of a 1r 0
• This assumption is consistent with the fact that the measured, 

relative T/ / 1r
0 yield from data appears to be independent of PT [39]. Therefore, the 

1r 0 was replaced by particles of appropriate mass, leaving the remainder of the event 

kinematics unchanged and the events were processed through GEANT, as for 1r0 's. 

The resulting events were weighted by the ry/1r 0 ratio of 0.45 and by the branching 

ratio for rJ - 11 of 0.39. 

3 These events satisfied all the previously described event level cuts. 
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Figure 5.9: Comparison between data and Monte Carlo for 7!' 0 energy asymmetry. 

These Monte Carlo simulated events were processed through the same event · 

reconstruction code described in chapter 4, and the binary DST's were written out. 

These DSTs were then processed through the higher level analysis code to reconstruct 

7r0 's and single photons. Note that all reconstructed single photons in this Monte 

Carlo event sample are background to the direct photon signal from the decays of 

neutral mesons, since the Monte Carlo events had no direct photons in the event 

sample. 

A detailed discussion on the comparison of data and Monte Carlo events can be 

found in references [39] and [42]. For the sake of completeness, the agreement between 

the data and Monte Carlo are shown for the 7!' 0 energy asymmetry distribution in 

figures 5.9. It should be noted that the relaxation of the mass and asymmetry cut 

on the 11 pairs at the input event selection to Monte Carlo, allows one to reproduce 

the actual two-1 mass spectrum and the the 7!' 0 asymmetry distribution. 



CHAPTER 6 

Jet Analysis 

Within the ( QCD) parton model, hard scattering of constituents from two col-

liding hadrons is expected to produce a characteristic four-jet structure[43]. Two of 

the jets contain fragments of the incoming hadrons and hence continue more or less 

in the forward direction. The two wide angle back-to-back jets1, emerging from the 

hard-scattered partons, contain particles with large Pr. Accompanying the large Pr 

particle ( 7!" 0 or 1 ) that triggered the event is a recoil jet resulting from the fragmen-

tation of the recoiling parton. 

Unlike the jet production cross sections and the jet axis angular distributions, 

the hadronization of partons emerging from the hard scatter is not well explained 

in terms of perturbative QCD, since it necessarily involves the long distance, non-

perturbative properties of the theory[44, 45]. Due to the lack of such non-perturbative 

calculations, one must resort to phenomenological models to understand the hadro-

nization of jets and their properties[46]. A detail description of jet fragmentation is 

given in the reference[44] and the references contained therein. 

In this chapter, we will present the evidence for the existence of the recoil jet 

structure in our data, followed by a description of the recoil jet reconstruction al-

gorithm and its performance. At the end of this chapter is a section devoted to a 

discussion of the properties of the recoil jets. 
1In hadron-hadron collisions, the wide angle jets are not quite back-to-back due to different 

parton momentum fractions and the intrinsic kT effects. 

89 
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6.1 Experimental Evidence for Away-Side Jets 

Observing jets at the collider energies is a straight forward matter. At collider 

energies, hadron jets appear distinct and well separated. But defining jets at energies 

available in fixed target experiments is a very difficult enterprise due to the available 

phase space and the complicated event structure. The experiments at ISR(4 7] and 

CERN SppS[15] have shown azimuthal and rapidity correlations as a signature for 

the existence of jets. 'vVe will show that similar correlations are observed in our data. 

6.1.1 Azimuthal Correlation 

Figure 6.1 shows the distribution of the azimuthal difference ( 6.¢) between the 

triggered 1r0 and the charged tracks in the event while figure 6.2 shows the same 

correlation between triggered I and charged tracks. 6.¢ = 0 radians corresponds to 

the direction of the trigger particle while 6.¢ = 3.14 radians is in the azimuthally 

opposite direction of the trigger. Events were selected with trigger PT > 4 Ge V / c 

and trigger pseudorapidity 1771 < 0.7. The 6.¢ plots for 7r 0 events were made with 

four different track PT cuts: figure 6.1 (a): Track PT> 0.25 GeV/c, figure 6.1 (b): 

Track PT> 0.50 GeV/c, figure 6.1 (c): Track PT> 1.00 GeV/c and figure 6.1 (d): 

Track PT > 2.00 GeV /c 

All the four figures show a strong clustering of particles in the hemisphere opposite 

of the trigger 1r 0 and some clustering of particles adjacent to the 1r 0
• The clustering 

of particles opposite the triggered 1r0 is expected from the conservation of momentum 

constraint. Similar azimuthal correlations are shown in figure 6.2 ( a)-( d), for events 

triggered by a single photon. A comparison of these 6.¢ plots for 1r 0 and I show 

that the clustering of the particles adjacent to the 7r
0 or I diminish with increasing 

PT of the charged tracks. This decrease in the particle density on the trigger side 

is much stronger for single photon triggered events. This observation is consistent 
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Figure 6.1: ¢Trigger - ¢Track(= !::.¢) distributions ( with various track PT cuts) for 1r0 

triggered events. (a) track PT> 0.25 GeV/c, (b) track PT> 0.50 GeV/c, (c) track 
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92 

5000 3600 
4500 (a) Track P, > 0.25 GeV/c 3200 (b) Track P, > 0.50 GeV/c 

4000 2300 
3500 2400 

-& 3000 2\.,00 --0 

' 2500 
C 16")0 --0 2000 

1500 12C2 

1000 80,J 

500 ~ 400 

0 0 
0 2 3 0 2 3 

64> (radians) 64> (radians) 

2000 
1800 (c) Track P, > 1 GeV/c 500 (d) Track P, > 2 GeV/c 

1600 
1400 400 

1200 
-& 300 
" 1000 ' C 800 " 200 

600 
400 100 
200 

0 0 
0 2 3 0 2 3 

64> (radians) 6¢ (radians) 

Figure 6.2: <PTrigger - <PTrac1c( = 6cp) distributions ( with various track PT cuts) for 
single photon triggered events. (a) track PT> 0.25 GeV/c,.(b) track PT> 0.50 
GeV/c, (c) track PT> l GeV/c and (d) track PT> 2 GeV/c. 



93 

~ 8 8 -e-
(a) . (b) -c:, 

'-.. 
C 

-c:, ....__, 
z 
'-.. 

7 4~Pr<5GeV/c 7 Pr> 5 GeV/c 

Track Pr> 0.25 GeV /c Track Pr> 0.25 GeV/c 

6 e ')'S 6 e ')'S 

0 71'0s 0 1'\'0S 

5 ? 5 0 

r 

4 + 4 
0 

~ + 
• 3 3 

0 0 9 + • 9 
2 0 0 2 

¢ 

¢ ' 

0 • 
0 ¢ • 0 

¢ 0 • • 0 • • 0 • • 0 0 • • • 0 0 • • • 0 
•• 0 0 • • • 0 • • • 

0 0 
0 2 3 0 2 3 

~¢, (radians) ~qi (radians) 

Figure 6.3: 6.ef> distributions for 7r 0 and I triggered events. (a) 4 :s; Trigger PT < 5 
GeV/c, (b) Trigger Pr > 5 GeV/c. Direct photon data are not corrected for the 
1r0 background. 



94 

with QCD description of the jet production where a high transverse momentum 

1r
0 is produced from the fragmentation of a hard scattered parton, while the direct 

photons emanating from a hard scatter are isolated2 . All the distributions shown in 

figures 6.1- 6.3 are not corrected for the background in the 1r
0 or , signal. 

6.1.2 Rapidity Correlation 

The clustering of particles opposite in azimuth to the trigger show that the re-

coil jet momentum is not carried by a single particle, but rather by a collection of 

particles. Hence, in addition to the existence of azimuthal correlation, one expects 

a dynamical correlation among the particles ( opposite to the trigger), in the reac-

tion plane defined by the trigger and the beam direction. To check for the jet-like 

structure on the away side, we will look at the rapidity difference (16.YI) of the two 

highest Pr charged particles in the hemisphere opposite to the trigger within the 

same event. If these two particles are dynamically correlated, we should observe a 

peak near 6.Y = 0. We indeed see such a peak in figure 6.4(a) .. The dotted line in 

figure 6.4(a) shows an uncorrelated 6.Y distribution which is obtained by selecting 

leading and next-to-leading particles from different events. 

To demonstrate that the observed correlation is not an artifact of energy and 

momentum conservation, a correlated and uncorrelated 6.Y distribution is generated 

with a non-QCD phase space Monte Carlo calculation using the GENBOD routine 

in the CERN library package. Figure 6.4(b) shows a comparison of correlated and 

uncorrelated 6.Y distributions generated from phase space calculation alone, and 

no correlation is observed above the accidental background. A detailed description 

of a such comparison appears in reference[48]. The existence of the correlated 6.Y 

signal (figure 6.4(a)) above the accidental background provides a confirmation of the 

2 Single photons from Bremsstrahlung are produced with accompanying particles in the trigger 
side. 
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existence of recoil jets in our data. 

6.2 Jet Reconstruction 

The jet reconstruction algorithm employed in this analysis is quite similar to an 

algorithm used by the experiment WA 70(15] at CERN. All of the charged tracks are 

assumed to be pions and all of the electromagnetic showers which are not associated 

with to charged tracks are assumed to be photons. The momenta of all the particles 

are transformed to the beam/target center-c,t-mass system. Figure 6.5 shows the 

quantities relevant to the recoil jet reconstruction. Those particles which failed to 

satisfy the cuts described in section 5.2 were removed from the candidate set of 

particles taken as input to the jet reconstruction algorithm. The jet reconstruction 

algorithm makes use of the fact that the particles properly assigned to the recoil jet 

subtend a smaller space angle ( 0i2 ) with the recoil jet axis, than towards either the 

trigger or beam momentum vectors. 

The steps involved in the jet reconstruction algorithm are as follows: 

1. Define the three trial jet axes; namely the trigger jet, recoil jet and the 

beam/target jet. 

• Trigger jet axis - The direction of the trigger particle momentum vector. 

• Recoil jet axis - The direction of the leading particle momentum vector. 

The leading particle is defined as the highest PT charged or neutral particle 

in the opposite hemisphere of the trigger and has PT > 500 Me V / c with 

Tl< l.75. 

• Beam/Target jet - The direction is always taken along the incident beam 

particle. 
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2. Each particle is assigned a weight (w) and a probability (P), with respect to a 

given jet axis, where 

Wile = cos( 0,1c) 

Wile p ilc = ---,3=----
'2:1c=1 Wik 

( 6.1) 

(6.2) 

with Bile defined as the space angle between the ith particle's momentum vector 

and the kth trial jet direction (k=l,2 a:.10. 3). See figure 6.5. P,k is defined as 

the probability that the ith particle belo.·-.gs to kth jet axis. 

3. Particles are tentatively assigned to each trial jet axis, for which the "probabil-

ity" is maximum. Particles for which the maximum Pik < 0.34 were excluded 

from the jet analysis. 

4. Once the candidate particles are tentatively assigned to appropriate jet axes, 

the total momentum vector for the trigger and recoil jets were determined by 

taking the vector sum of the momentum vectors of the particles assigned to 

that jet. For the beam/target jet, the beam direction was taken to be the jet 

direction at all times. 

5. The weights and probabilities are recalculated ( as in step 2) using the new jet 

directions, determined in the previous step. Subsequently, the particles are re-

assigned to respective jets as in step 3 and the trigger and recoil jet momenta 

are re-calculated with the newly assigned constituent particles. 

6. Steps 4 and 5 are repeated for a third iteration. After the third iteration, 

candidate particles with maximum Pi1c < 0.35 are removed from that jet, and 

the trigger and recoil jet momenta are calculated. Those particles removed 

from any one of the jets are not assigned to any other jet. They are lost to the 

analysis. 
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7. Finally, the recoil jet is selected using the following criteria: 

• At least one particle with a PT > 250 Me V / c is required in the hemisphere 

opposite to the trigger. 

Even though the leading particle has PT > 500 Me V / c, some times 

the original leading particle is removed from the recoil jet during the 

iterative procedure, if it does not satisfy the probability cuts defined 

above. This happens when the original leading particle happens to 

be a fake one. 

• The recoil jet PT must be greater than 20% of the PT of the trigger 

particle. 

• The azimuthal angle between the recoil jet axis and the trigger particle · 

must be greater than 1. 75 radians. 

• All recoil jets are restricted to a region l77ietl < 0.9. 

The value of the probability cut and the recoil jet pseudorapidity cut were determined 

from a Monte Carlo study of the jet analysis. 

6.3 Monte Carlo Study of Jet Reconstruction 

For the interpretation and correction of data, we used simulated events, generated 

by a QCD-based ISAJET V6.30 Monte Carlo program[49]. The aim was primarily to 

correct the data for the effects of detector acceptance and reconstruction inefficien-

cies, data selection and analysis method. These corrections strongly rely on a good 

representation of the data by an accurate simulation of the detector response. This 

was achieved by fine tuning of the model parameters in GEANT. A comparison of 

Monte Carlo events and real data for the charged particles3 are shown on figures 6.6 
3 EMLAC acceptance and photon reconstruction efficiency have extensively been studied in the 

Monte Carlo calculation of the 71'0 background. 



Target 

Direction 

PTP /~ 
trigger / 
photon , 

~ / trigger jet 
// momentum vector 

I 
I 
I 

/ 

/ 
1/ 

~ 

Beam 

Direction 

I 8. 2 Y'\ . th . 
/ L L secondary particle 

/ ~ leading recoil particle 
I 
:~ recoil jet 
P. momentum vector 
RJ 

Figure 6.5: Quantities relevant to the reconstruction of recoil jets. 

99 



100 

and 6. 7. The dashed line superimposed in both figures are from Monte Carlo simu-

lated events. The agreement between the data and Monte Carlo is reasonably good. 

The quantities that are relevant to a Monte Carlo study of jet analysis are the 

misassignment of particles to the recoil jet, the jet reconstruction efficiency and the 

experimental resolution of jet direction ( ie. pseudorapidity). Each of these subjects 

will be addressed in the next few sections. 

6.3.1 Jet Monte Carlo Event Generation 

The ISAJET event generator was used to generate direct photon plus away side 

jet events over the full PT range observed in the real data. The ISAJET program 

generates high-PT photons which are emitted from partons which scatter according 

to lowest order perturbative QCD. For high-PT direct photon production the rele-

vant processes are the Compton and annihilation subprocesses. The higher order 

corrections are not included. The scattered recoil partons evolve in to a cascade 

of quarks and gluons which finally fragment independently according to the Field-

Feynman model[46]. The events were generated for each beam type (protons and 

7r-'s) incident on nucleon targets, using Duke and Owens structure functions with 

Aqcn = 0.2 GeV[50]. 

To accommodate the effects of trigger bias in conjunction with an effective pri-

mordial kT of the hard-scattering partons, a threshold of 3 GeV /c was imposed on 

the trigger particle PT spectrum for the event generation and a 4 Ge V / c PT cut was 

applied at the event selection for the analysis. The kT smearing was introduced by a 

random Lorentz boost in the parton-photon frame, assuming a Gaussian shape with 

< kf >= 0.95 (GeV) 2 [49]. All the ISAJET parameters were left to their default 

values. 

The ISAJET generated events were propagate through the GEANT simulation 

of the charged particle spectrometer and EMLAC and the output of the GEANT 
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is for data and the dashed line is from Monte Carlo simulations. 
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was processed through the reconstruction code and subsequently, the binary DST's 

were written out. These compressed DST's were then processed through the same jet 

analysis code that was used to analyze the real data. All the cuts that were applied 

to the real data in event selection and jet reconstruction have also been applied to 

the Monte Carlo data, to reproduce the systematics associated with the analysis. 

6.3.2 Particle Misassignment 

A basic problem encountered in the analy .. is of jet events in hadronic collisions at 

fixed target experiments arises from the attemp~ to distinguish between those par-

ticles belong to high-Pr jets and those not dir{'ctly associated with hard scattering. 

Because of the considerably smaller center-of-mass energy of a fixed target .experi-

ment, the fragments from the trigger, recoil, beam and target jets tend to overlap 

in space, complicating the reconstruction of trigger and recoil jets. We have studied 

extensively the misassignment of particles in the recoil jet, using the ISAJET Monte 

Carlo. The studies revealed that a significant fraction of beam/target jet particles 

are misassigned to the recoil jet. This is unavoidable due to the overlap of the 

beam/target jet and the recoil jet. Figure 6.8 show the pseudorapidity distributions 

of the charged particles in the center-of-mass frame. The solid line is for the parti-

cles assigned to a beam/target jet and the shaded area represent the pseudorapidity 

distribution of the particles assigned to a recoil jet, for both 1r 0 and I events. This 

shows that even in the central rapidity region (Y = 0. ), one would expect a non-

negligible misassignment of beam/target jet particles to the recoil jet. Figure 6.9 

shows the ratio of Pr(B-+ R) and Pr(R-+ R) as a function of the pseudorapidity of 

the leading particle in the recoil jet. Pr(B-+ R) is the contribution to the recoil jet's 

Pr from the beam particles misassigned to the recoil jet and Pr(R-+ R) is the total 

Pr from the correctly assigned recoil jet particles. Figure 6.9 shows that ,...., 20-25% 

particles are misassigned to recoil jets at this center-of-mass energy. 
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Figure 6.8: Pseudorapidity (Y) distributions of charged tracks in CM frame. The 
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chapter 5. 
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Figure 6.9: PT(B - R)/ PT(R ---t R) as a function of the leading particle pseudora-
pidity. The plot on the left side shows the transverse momentum ratio for the jets 
reconstructed with either a charged or neutral leading particle while the one on the 
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The misassignment of the "soft" beam/target jet particles to the recoil jet does 

not alter the recoil jet direction significantly, hence there is no great impact on the 

cross section studies. Nevertheless it will have an impact on the measurements of 

the recoil jet fragmentation. We will address this issue in the discussion of the 

measurement of longitudinal fragmentation. 

6.3.3 Jet Reconstruction Efficiency and Jet Axis Resolu-

tion 

It is important to understand how accurately we determined the direction of the 

recoil jet axis, since it directly affects the calculation of the cross section as a function 

of recoil jet pseudorapidity. The jet axis resolution depends on the jet reconstruction 

algorithm as well as on the acceptance of the spectrometer. Jets are oftenly mis-

reconstructed, if the true leading particle in the recoil jet is not correctly identified. 

This mis-reconstruction of jets can be viewed as a reconstruction inefficiency. One 

way to see the level of mis-reconstruction of recoil jets is to plot the reconstructed 

recoil jet pseudorapidity as a function of the generated jet pseudorapidity. In fig-

ure 6.10 we plot the reconstructed recoil jet pseudorapidity (T/REC) for six different 

regions of the generated recoil jet pseudorapidity ( T/GEN ).. From these plots, we see 

that the recoil jets that fall near the edge of the detector acceptance are oftenly mis-

reconstructed. This mis-reconstruction can largely be attributed to the loss of the 

leading particle in the jet. Since the positive and negative Monte Carlo data showed 

no relative difference in pseudorapidity smearing, we have combine the two sets of 

data to achieve high statistics. Figure 6.11( a) shows a similar behavior and further 

more, shows that the recoil jets with IT/ I > 1.0 are not reliably reconstructed. Hence, 

we have imposed a pseudorapidity cut of \ry\ < 0.9 on all the reconstructed recoil 

jets in the subsequent analysis. In order to correct for mis-reconstruction and the 
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loss of events in the recoil jet reconstruction, we calculate the quantity 'r/REC /rJaEN 

as function of 'r/REC · Figure 6.12 show this ratio for both positive and negative 

ISAJET data. The subject of reconstruction efficiency is addressed in more detail 

in chapter 7. 

The quantity 6.ry = 'r/GEN - 'r/REC, shown in figure 6.ll(b), is used here as a 

measure of the recoil jet axis resolution. The events shown are selected with a 

trigger PT 2: 4 GeV/c and trigger I rJ I< 0.7. The HWHM4 of this plot (,......, 0.15 

units of pseudorapidity ) reflects the uncertainty inherent in the reconstruction of the 

recoil jet axis. In figure 6 .13, we show a similar plot, where we reconstruct the recoil 

jets with and without the photons included in the jet. The shaded area corresponds 

to 6.r, with no photons included in the reconstructed recoil jet, except for those 

photons which are the leading particle in the recoil jet. We can immediately see that 

the width of the plots are not significantly different in the two cases. Thus one can 

conclude that, we can exclude the "soft" photons from the recoil jet reconstruction 

with out compromising the jet axis resolution. In the subsequent analysis, photons 

are excluded from this jet analysis except for those which proved to be the leading 

particle in the recoiling system. 

6.4 Parton Momentum Fractions 

The parton momentum fractions Xa and Xb for the 7!" 0 and I events are shown in 

figure 6.14(a)-(d), for both the incident beam types. We have assumed that the PT is 

balanced between the trigger and the recoil jet and have ignored the mass of the recoil 

jet in calculating parton momentum fractions. The validity of these two assumptions 

are addressed in the reference [48]. Both Xa and Xb distributions are peaked between 

0.2 and 0.5, reflecting the x range of our experiment at -/s = 30.lGeV. The difference 

4 Half Width at Half Maximum 
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Figure 6.10: Pseudorapidity smearing of the reconstructed recoil jet for various pseu-
dorapidity intervals of the generated recoil jet. 
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between x 0 and Xb is shown in figure 6.15 for,+ jet and 1r
0 + jet events. The dashed 

curve ( centered on zero) is for the positive data for , +jet and 1r
0 +jet events. 

6.5 Properties of Recoil Jets 

As we have pointed out at the beginning of this chapter, the production of high-

PT jets of hadrons is one of the most striking features of hard scattering processes in 

hadron collisions. The detection of a high-PT trigger particles plus their away side 

jets allow the study of the fragmentation of partons into observed jets as well as the 

study of jet properties. 

In the following several subsections, we will present results on charged particle 

multiplicity, the transverse jet structure, and the longitudinal jet structure. When-

ever applicable, the results are compared with ISAJET and PYTHIA Monte Carlo 

predictions and (or) QCD predictions. 

6.5.1 · Charged Multiplicity 

Figure 6.16 ( a) and (b) show the charged particle multiplicity distribution of 

recoil jets for the 1r
0 and , events, for both the pBe and 1r-Be data. The average 

charged multiplicity ( < Nch >) is found to be ,...._, 3.8 for jets recoiling from a 1r 0 or 

,. The dotted line superimposed in figure 6.16 is the ISAJET prediction5 for Nch 

using independent fragmentation model[46). Although the ISAJET predictions seem 

to have a low < Nch >, there is nevertheless a reasonable agreement between these 

predictions and data. 

Figure 6.16 (c) and (d) show the average charged multiplicity ( < Nch >) as a 

function of the total energy (W) in the parton-parton center-of-mass frame. Once 

again we have ignored kT of the colliding partons in calculating W. The dotted 

5 ISAJET predictions are for 'Y + jet events only. 
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line is the parametrization of QCD predictions for < Nch > m the leading log 

approximation[51, 52, 53]. The function 

< Nch >=a+ b · exp{c)ln(s/Q5)} (6.3) 

is fitted to data where y1s = W and Qo = l GeV. 

For the negative data, the parameters in the fit to our data were found to 

be: a=3.24±0.42, b=0.014±0.058 and c=l.65±0. 78 with x2 / DF = 0. 7 and for 

the positive data, they are: a=2.78±0.47, b=0.018±0.018 and c=l.54±1.56 with 

x2 /DF = 0.3 

6.5.2 Transverse Momentum and Jet Width 

Often, the transverse jet structure is explained in terms of the variable qT, the 

momentum component of charged particles transverse to the recoil jet axis. The 

average qT provides a measurement of jet width. Figure 6.17 shows the < qT > as a 

function of the longitudinal fragmentation variable z ( see section 6.5.3), for trigger PT 

in the range 4'--8 GeV/c. The dotted lines superimposed on figure 6.17(a) and (b), 

are from ISAJET predictions. There is a good agreement between data and ISAJET 

Monte Carlo, for both the positive and negative data. The agreement between data 

and Monte Carlo also reflects that we have a an accurate model for the detector 

response in GEANT simulations. The results from the AFS[54] and WA 70[15] have 

shown a similar z-dependence of < qT >. It should be stressed that the z-dependence 

of < qT > is very sensitive to the precision with which the recoil jet direction is 

determined. The average qT is measured to be "' 0.3 GeV /c. Shown in figure 6.18 

is the transverse fragmentation defined as 

l dnch --·--
NJet dqT 

for, and 1r0 triggered events in pBe and 1r-Be interactions. 
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The transverse fragmentation distributions for, events are not corrected for the 

background to the direct photon signal. 

6.5.3 Longitudinal Fragmentation 

The longitudinal fragmentation of recoil jet into charged particles is described by 

D(z)ch, where z defined as 

z= (6.4) 

1s the fractional momentum component of a charged particle along the recoil jet 

axis. \ P1et I is the total recoil jet momentum and p<f: is the longitudinal momentum 

component of the particle along the jet axis. The fragmentation function for the 

recoil jet is presented as 
1 dnch 

D(z)ch = - · -
NJet dz 

(6.5) 

where NJet is the total number of recoil jets and dnch is the number of charged 

particles in the interval dz. It is worthwhile to mention here, that the fragmentation 

variable z is determined with a scaled recoil jet momentum I P1et \. The magnitude 

of the recoil jet momentum is scaled such that P/ET = p:Jrigger to account for any 

losses ( neglecting kT) in the jet reconstruction. Momentum scaling only changes the 

magnitude of the jet momentum vector but not the jet direction. The effect of this 

scaling on the shape of the fragmentation function is discussed later in this section. 

The measured fragmentation distributions for recoil jets associated with direct 

photon events have to be corrected for the background arising from the mis-identified 

neutral mesons. To subtract this background, which amounts to "' 50% for pBe data 

and "' 60% for ?r-Be data, we have used the Monte Carlo simulated events for ?r0 

background calculation described in section 5.3. The reconstruction of recoil jets 

from the Monte Carlo generated events was done in a fashion identical to the recon-

struction of recoil jets from data, to produce background distributions as a function 



120 

of z. Figure 6.19 (a) and (b) show the unsubtracted fragmentation distributions 

dnch/ dz for pBe and 1r-Be data alone with the same distributions obtained from a 

data driven 1r 0 Monte Carlo calculation. The fake direct photon contamination in 

the data, for each beam type, was determined and subtracted to get the corrected 

total number ( N;) of direct photon + jet events. N; was calculated in the following 

way: 

(6.6) 

where N;~P and N;Jc are the total number of 1r 0 + jet events reconstructed from 

data and Monte Carlo, respectively. N;xp is the total number of unsubtracted ,+ jet 

events in the data and N{ake is the total number of reconstructed fake 1 + jet events 

in Monte Carlo. 

By subtracting the fake distributions weighted by the ratio N;~P / N;Jc from the 

data distributions, the corrected fragmentation distributions dnch/ dz were deter-

mined. Finally the corrected fragmentation functions were obtained by normalizing 

these corrected dnch/ dz to N;. 
As mentioned in section 6.3.2, there are approximately ,....., 20 - 25% "soft" 

beam/target jet particles misassigned to the reconstructed recoil jet. Figure 6.20( a) 

shows the ratio of D( z )MIS/ D( z )REC as a function of the longitudinal fragmentation 

variable z. D(z)MIS is the contribution from the underlying event to the recoil jet 

fragmentation function and D( z )REC is the total reconstructed longitudinal recoil 

jet fragmentation which includes the misassigned particles. As evident from fig-

ure 6.20(a), this background has a strong "z" dependence, as one would expect. At 

low z, this background is about 22-24% and goes down to less than 4% for z > 0.35. 

This observation is consistent with what is observed in figure 6.9. All the measured 

fragmentation distributions have to be corrected for this contamination as well as 

for the acceptance of the detector and the inefficiencies due to the jet reconstruction 

algorithm. 
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Convoluting all these effects into a single z dependent number, the correction 

factor was calculated as the ratio: 

e(z) = [D(z)]reconatructed 
[ D( Z) ]generated 

(6.7) 

where D( z )generated is the generated fragmentation function and D(z )reconatructed is 

the reconstructed fragmentation function. Figure 6 .20(b) shows this ratio( e( z)) for 

the positive and negative data. The fact that this ratio is greater than one for z < 0.3 

is mainly due to effects of the detector simulation and the misassignment of beam 

particles to the recoil jets. For z > 0.3, e drops below 1.0 and the effect could be 

interpreted as an inefficiency in detecting high z particles. But one should be careful 

in drawing such conclusions since the shape of the distribution in figure 6.20 is very 

sensitive to the method employed in determining the magnitude of the recoil jet 

momentum. For example, if we use the unscaled recoil jet momentum, we observe 

that t is greater than 1.0 for all the values of z. All the distributions in figures 6.21 

6.22 are corrected for these inefficiencies and misassignment. 

The fragmentation variable z used in figure 6.21 is calculated with an unscaled 

recoil jet momentum while those in figure 6.22 are determined with a scaled recoil 

jet momentum. The effect of scaling is to change the slope of the distributions, on 

average, by about 30%. 

The corrected unscaled fragmentation functions for recoil jets associated with 1 

events are shown in figure 6.2l(a) and (b) for pBe and 1r-Be data, compared with 

ISAJET and PYTHIA Monte Carlo predictions. The overall agreement between data 

and the Monte Carlo prediction seems to be reasonable. In figure 6.21( a) ISAJET and 

PYTHIA Monte Carlo simulations predict a slightly harder fragmentation function 

than what observed in data. In figure 6.2l(c) and (d), we compare the fragmentation 

functions for recoil jets associated with 1r 0 and I events for positive and negative data. 

We see no significant difference between the fragmentation functions for the recoil 
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Figure 6.20: Misassignment and efficiency correction. (a) fraction of the misassigned 
particles in the recoil jet as a function of z, and (b )z dependent correction factor for 
the fragmentation function. 
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Figure 6.23: Fit to 1 + jet fragmentation functions compared with WA 70 
parametrization for <W> = 10 GeV. The error bars represent only the statisti-
cal uncertainty. The solid circles represent E706 data while the the dashed lines 
represent the fits to our data and WA70 parametrization. 
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jets associated with 7r 0 and I triggers. This observation is consistent with results 

from WA70 experiment[l5]. Similar agreements between data and Monte Carlo as 

well as between ?r 0 + ;'et and,+ jet events are observed in figure 6.22 as well. 

Figure 6.23 show the measured fragmentation functions for , + jet events with 

1 PT > 4.5 GeV / c for pBe and 1r-Be interactions. The dashed line superimposed on 

figure 6.23 is a fit to our data in the interval 0.1 < z < 1.0, using the form 

D( ) -b -CZ z = az e (6.8) 

The parameters in the fit were found to be a=3.69±3.67, b=0.67±0.44 and 

c=3.58±1.37 with x2 = 1.102 for pBe interactions and a=4.38±3.73, b=0.58±0.37 

and c=3.75±1.18 with x2 = 1.106 for 1r-Be interactions. The dotted lines superim-

posed on figure 6.23 are the parametrization of the fragmentation functions measured 

in WA70 at <W> = 10 GeV (the average W for the E706 data presented in fig-

ure 6.23). 



CHAPTER 7 

Cross Sections 

7 .1 Overview 

The calculation of the differential cross sectio.sR for' the production of 7r 0 + jet 

events and 1 + jet events is discussed in this chapter. In general the differential 

cross section per nucleon, as a function of trigger PT , trigger pseudorapidity ( 771 ) 

and recoil jet pseudorapidity (772 ), is expressed as 

da 1 dN(Pr,771,712) 
N~cat X Bin dPTd7l1 dr;2 

(7.1) 

where dN( Pr , 711 ,772) / dPrd711 d712 is the differential event distribution, Bin is the 

number of incident beam particles and N~cat is the number of target nucleons per 

unit cross sectional area. The latter is equal to plN An A/ A where p is the density 

of the target in g / cm3 , l is the length of the target in cm, NA is the Avogadro 

number, nA is the number of nucleons per nucleus and A is the atomic number. The 

extraction of the cross section from data is a multi-step process involving a number 

of corrections applied to account for the inefficiencies in the selection of events. 

Each selected event was weighted to include these corrections. Application of these 

correction factors will be described in the actual calculation of the differential cross 

sections. 

In the next several subsections, we will briefly describe certain considerations 

which are necessary to extract the cross section from data. They are, namely, the 

establishment of the energy scale, the EMLAC acceptance and photon reconstruc-

tion efficiency, the trigger corrections, correction for primary vertex reconstruction 

efficiency, corrections for the veto wall cut and the beam count. 

128 



129 

7.1.1 Energy Scale 

The determination of the absolute energy scale in the EMLAC is very important 

due to the steep PT dependence of the differential cross sections. Because of this 

dependence, small variations in PT can cause large variations in the cross section, 

when presented as a function of PT . This dependence is less significant when the 

cross sections are plotted as a function of the recoil jet pseudorapidity since we are 

integrating over a PT range. 

The energy scale is established by using 11° 1:vents in which one photon coming 

from the decay of a 7r 0 converts into an e+e- pair upstream of the dipole magnet. 

First the ratio of the electron ( or positron) ene:·gy (E) determined from the EMLAC 

to its momentum (P) determined by the tracking system1 was determined as a func-

tion of electron (positron) energy. Then an empirical correction to E ( as a function 

of E) was calculated by requiring the average E /P = 1 for all energies. Secondly, by 

comparing the loss of electron and photon energy upstream of the LAC, a formula 

was developed using Monte Carlo to correct the photon energy rela:tive to the elec-

tron energy. This formula, in conjunction with the measured E/P dependence for 

electrons, was used to get the final energy correction for photons. Figure 7.1 shows 

the corrected E/P and figure 7.2 shows the average 7r
0 mass (from the ,e+ e- system) 

as a function of photon energy. A detailed description of the determination of the 

EMLAC energy scale can be found in references [23, 39]. 

7.1.2 Reconstruction Efficiency and EMLAC Acceptance 

The next quantities relevant to a measurement of cross sections are the corrections 

for geometrical acceptance of the EMLAC and the photon and 7r 0 reconstruction 

efficiency. 

1The momenta used here are properly calibrated as described in section 4.3 
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These were determined as a function of Pr and pseudorapidity (Yem) for both 1r 0 

and photons using Monte Carlo generated events described in section 5.3. 

First, we determine the ratio of the number of reconstructed 1r 0 's ( or single 

photons) to the generated number of 7!" 0 's ( or single photons) in the fiducial region 

of the EMLAC, as a function of Pr and Yem, using a grid of 0.1 units for Yem and 

0.5 GeV /c units for Pr . To determine the geometrical acceptance for 1r 0 's or 

for single photons at any given Pr ( for Pr in the range 3 to 10 Ge V / c) and Yem 

(for Yem in the range -0.8 to 0.8), a two-dimensional interpolation was performed 

on this (Pr,Yem) grid[32, 39]. Single photon and 7r 0 reconstruction efficiencies were 

determined using a similar procedure. 

7.1.3 Trigger Corrections 

Corrections for the Single-Local trigger2 , were calculated on an event by event 

basis using the measured trigger efficiency for different regions of EMLAC. To deter-

mine the corrections, the reconstructed R-view energy of all photons in the candidate 

direct photon or 7r 0 octant was deposited into the corresponding EMLAC channels 

using the shower shape employed in photon recon.struction. Subsequently, the Pr 

sum of the channels was formed as was done for the online trigger[32]. Then the 

probability that the event satisfied the trigger was determined using the correspond-

ing trigger efficiency curve. For a detailed discussion of the determination of the 

trigger corrections, the reader is referred to reference [39]. 

7.1.4 Correction for the Vertex Reconstruction Efficiency 

As we have mentioned in section 4.4.3, a correction to the vertex reconstruction 

efficiency was determined as a function of the Z position of the primary vertex. This 

2 Recall that only the events with a Single-Local trigger were used in the analysis 
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correction was introduced to account for the inefficiency of the vertex reconstruction 

code that was used to determine the vertex location for the data used in the analysis 

in this thesis. We have reanalyzed a representative sample of data with an improved 

version of the vertex reconstruction code and have obtained a new distribution of 

the vertex-Z location which includes the results from a visual scan of events. The 

correction factor is defined as the ratio of the new vertex-Z distribution to that of 

the old distribution. The correction factor W 11rtx vras parametrized as a function of 

Zvertex and is given by 

Wvrtx = 1.0019 - .0079 X Z11erte:r (7.2) 

7.1.5 Correction for the veto wall cut 

An off-line veto wall cut was applied in the event selection as described in section 

5.1 to remove the muon induced events from the data sample. The presence of an 

accidental hit in either veto wall corresponding to the triggering quadrant would 

satisfy this cut, resulting in a loss to the analysis of true events. In order to correct 

for this loss, the fraction of good 1r0 events rejected by this cut was measured[55). 

The correction was parametrized as a function of the longitudinal coordinate Z and 

is given by 

W 11eto = 1.07 + 2.6 X 10-4 e-0.4GZ (7.3) 

7.1.6 Beam Count 

In order to determine the cross sections from the measured differential event 

distributions in Eq. 7.1, one would have to determine the total number of beam 

particles (Bin) that could have produced an interaction in the experimental target. 

Bin is defined as 

(7.4) 
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where NLTB is referred to as the Live Triggerable Beam (1TB). 1TB is defined as the 

total number of beam particles that hit the target when the experiment was ready 

to take data. This number depends on several things related to the data acquisition 

system and the experimental trigger[32]. T/aba is the probability that a beam particle 

was not absorbed between the beam counters and the target of interest. B1 gives the 

fraction of beam particles which were not tagged as minority particles. The reaction 

dependent values of T/ab• and B1 are given ir. table 7.1 

Table 7.1: Process dependent corre".tions for the beam count. 

II 1r-Be j 1r-cu j pBe I pCu ) 

T/ab• 

Be+ Cu 0.949 0.986 0.934 0.981 

Be only 0.957 - 0.943 -

JI o.986 o.986 I o.942 J o.942 J 

Rn is a PT dependent quantity where the PT dependence originated with having 

different PT thresholds for different runs (see table 3.1). For a given PT region, this 

value was only integrated over the runs for which that PT was above the PT threshold 

for that data set. 

7.1. 7 Recoil Jet Pseudorapidity Correction 

In order to correct for the smearing effects of the reconstructed recoil jet pseudo-

rapidity, separate correction factors were determined for pBe and 1r-Be data using 

a sample of ISAJET Monte Carlo events. The correction factors were determined 
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as the ratio of the reconstructed recoil jet pseudorapidity distribution to that of the 

generated distribution. The generated events were weighted at the event level to 

force the reconstructed recoil jet pseudorapidity distribution to have the same shape 

as for the real data. The correction factors were parametrized as a function of the 

recoil jet pseudorapidity r,2 , and are given by: 

for pBe interactions: 

w,.,2 = 0.8623 + 0.1220772 + 0.531417~ (7.5) 

for 1r-Be interactions: 

w,.,2 = 0.8982 - 0.0086r,2 + 0.460777~ (7.6) 

These correction factors were applied only to the background subtracted 1 +jet cross 

sections. 

7 .2 1r0 + Jet Cross Section 

To select the events for the calculation of 1r 0 +jet cross sections, the event selection 

cuts described in chapter 5 were applied and later the cross sections were corrected 

for effects of these cuts. 

The differential event distribution in Eq. 7.1 was calculated by taking a weighted 

sum of the event count for a selected PT range and pseudorapidity regions of the 1r 0 

and the recoil jet. For the calculation of the differential cross section as a function 

of 1r0 PT, the weighted sum Nw(PT) is defined as 

I

P!/ 1 N1 
Nw(PT) = ----I:wi 

PT=P}; l:lPTl:lr,11:lr,2 i=l 
(7. 7) 

where l:lPT = P!/ - P~0
, l:lr,1 = 1.4 and l:lr,2 = l .8 are the widths of the PT and 

pseudorapidity bands and are the approximation of dPT, dr;1 and dr;2 in Eq. 7.1. 

N1 is the total number of 1r 0 +jet events with 1r 0 PT in the selected PT band and 

-0. 7 S: "71 < 0. 7 and -0.9 S: 172 < 0.9. w; is the event weight ( see Eq. 7.9). 
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Similarly, to calculate the cross section as a function of the recoil jet pseudora-

pidity (172 ), the weighted sum Nw(112) is defined as 

(7.8) 

where 6.PT = 4Ge V / c, 6.171 = 1.4 and 6.112 = ry;i - 17;0
• N2 is the total number 

1r 0 + jet events with recoil jet pseudorapidity ( 172) in the selected pseudorapidity 

band and 4::; PT< 8 GeV /c and -0.7::; 171 < 0.7. 

In both cases, the event weight Wi is given by 

where, 

Wconv X Wtrig X Wocta X Wvrtx X Wveto 
Wi= 

Waccp 
(7.9) 

• Wconv : Probability that neither photon converted in to an e+e- pair between 

the primary vertex and the dipole magnet. 

• Wtrig : Trigger correction calculated on event-by-event basis. 

• Wacta : The correction for the malfunctioning EMLAC octants. 

• Wvrtx : The correction for vertex reconstruction efficiency. 

• Wveto : The correction for the off-line veto wall cut. 

• Waccp : The correction for the EMLAC acceptance and 7r
0 reconstruction effi.-

c1ency. 

In order to correct for the accidentals in the 7r 0 mass region, a similar weighted 

sum (N;B) was performed for the events falling in the 1r 0 sideband regions. The 

sidebands subtracted event weight N:0 RR(PT) is given by 

(7.10) 
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the sideband subtracted event weight Ni0RR( ry 2 ) is given by 

(7.11) 

The final differential cross section as a function of PT is given by 

(7.12) 

and the cross section as a function of recoil jet pst!udorapidity is given by 

(7.13) 

The factor C.,,.o appearing in Eqs. 7.12 and 7.13 is the product of the corrections for 

the cuts applied in the 1r
0 event selection and the cc rrection factors for the overall 

beam normalization. The breakdown of the factor C.,,.o is given in table 7.2[39]. 

Figure 7.3( a) and (b) show the 1r 0 +jet cross section as a function of PT for pBe 

and 1r-Be interactions and figure 7.4( a) and (b) show the 1r 0 + jet cross section as a 

function of recoil jet pseudorapidity for pBe and 1r-Be interactions. 

7.3 1 + Jet Cross Section 

The calculation of the differential cross sections for '"Y + jet production is very 

similar to the calculation of 7r 0 + jet cross sections. In order to select the events, we 

have applied single photon selection cuts described in chapter 5, in addition to the 

event selection cuts. Here also we have corrected the measured cross sections for the 

effects of the these cuts. 

In analogy with Eq. 7. 7, to calculate the cross section as a function of PT, a 

weighted sum Nw(PT) is defined within a given PT band, but here N1 is the total 

number of '"Y + jet events in that PT band. Similarly, for the calculation of cross 

sections as a function of recoil jet pseudorapidity, a weighted sum Nw( ry 2 ) was defined 

according to Eq. 7.8, where· N2 is now the total number of '"Y + jet events within a 

given recoil jet pseudorapidity band. 
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Figure 7.3: Sideband subtracted 1r 0 +jet cross section per nucleon as a function of 
PT: (a) pBe collisions, and (b) 1r-Be collisions. 
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Table 7.2: Averaged corrections for the cuts applied in 11' 0 event selection as well as 
the corrections for the overall beam count. 

jj 71'-Be---+ 11'
0 +jet+ X I pBe---+ 11'

0 +jet+ X I 
Double occupancy I 0.980 0.980 l 
Beam absorption I 1.051 1.069 

Veto wall back scatter 1.030 1.035 

Uncorrelated energy cut 1.005 1.008 

PT resolution 0.922 0.909 

1 convers10n 1.148 1.14 7 

Muon correction 1.010 1.000 

Target correction 1.010 1.010 

Asymmetry cut 1.330 1.330 

Tail loss 1.040 1.040 

II 1.592 1.592 

The event weight w,: is defined in analogy with Eq. 7.9, where 

where, 

Wconv X Wtrig X Wocta X Wvrtx X Wveto 
Wi= 

Waccp 
(7.14) 

• Wconu : Probability that photon did not convert between the primary vertex 

and the second PWC chamber. 

• Wtrig : Trigger correction calculated on event-by-event basis. 

• Wocta : The correction for the malfunctioning EMLAC octants. 
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Figure 7 .4: 1r 0 +jet cross section per nucleon as a function of recoil jet pseudo_rapidity 
r,2 • (a) pBe collisions, and (b) -rr-Be collisions. 

• Wvrt3' : The correction for vertex reconstruction efficiency. 

• Wveto : The correction for the off-line veto wall cut. 

• Waccp : The correction for the EMLAC acceptance and photon reconstruction 

efficiency. 

The uncorrected 1 + jet cross sections as a function of Py is given by 

ff da c'Y 
dP d d dr,1dr,2 = N B· . Nw(Py) 

T Tfl Tfz •cat X m 
(7.15) 

and the cross section as a function of recoil jet pseudorapidity is given by 

(7.16) 

The factor G-r appearing in Eqs. 7.15 and 7.16 is the product of the corrections 

for the cuts applied in the single photon events selection as well as the corrections 

for overall beam normalization. The breakdown of the factor G'Y is given in the 

table 7.3(39]. 
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Figure 7.5( a) and (b) show the , +jet cross section as a function of PT for pBe 

and 7!'-Be interactions, respectively and figure 7.6(a) and (b) show the -y + J·et cross 

section as a function of recoil jet pseudorapidity for pBe and 7!'-Be interactions, 

respectively. 

Table 7.3: Averaged corrections for the cuts applied in direct photon event selection 
as well as the corrections for the overall beam count. 

Double occupancy 0.980 0.980 

Beam absorption 1.051 1.069 

Veto wall back scatter 1.030 1.035 

Uncorrelated energy cut 1.005 1.008 

PT resolution 0.971 0.943 

, conversion 1.071 1.070 

Muon correction 1.010 1.000 
-

Target correction 1.010 1.010 

Directionality cut 1.005 1.007 

Timing cut 1.027 1.028 

EF/ET cut 1.015 1.015 

Close track cut 1.006 1.006 

Direct photons making 7r 0 or an 77 1.101 1.105 

II 1.312 1.301 
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Figure 7.5: 1 + Jet cross section per nucleon as a function of PT: (a) pBe collisions, 
and (b) 1r-Be collisions. 
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Figure 7.6: 1 + jet cross section as a function of recoil jet pseudorapidity f'/ 2 (a) 
pBe collisions, and (b) 71"-Be collisions. 

7 .4 Background subtraction for the , + jet cross section 

In order to calculate the background to the 1 + jet cross section, we have used 

the Monte Carlo generated events described in section 5.3. The Monte Carlo events 

were processed using the same analysis code that was used to analyze the 1 + jet 

events in the data. The Monte Carlo generated events are all 71" 0 events and any event 

reconstructed to be a 1 + jet event contributed to the direct photon background. 

The 1 + jet background and the accepted 71" 0 + jet distributions were obtained as a 

function of PT and as a function of recoil jet pseudorapidity. The ratio of 1 + jet 

background to the accepted 71" 0 + jet was then calculated and parametrized as a 

function of PT and T/2 separately. This parametrized ratio ( 1 +jet / 71"0 +jet )bck was 

then multiplied by the 71" 0 +jet cross section obtained from the data and subtracted 

from the measured 1 +jet cross sections to obtain the corrected 1 +jet cross sections 

for the data. Figures 7.7(a) and (b) show the uncorrected a-r+iet/a71'a+jet as a function 
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of PT and figures 7.7(c) and (d) show the uncorrected cr'Y+jet/cr-rro+jet as a function of 

77 2 . The dotted lines in all four figures represent the background to the direct photon 

signal as estimated from Monte Carlo. 



CHAPTERS 

Results and Conclusions 

The previous chapter dealt with the calculation of the differential cross section 

for the 1r 0 +jet and 1 +jet production and the background subtraction to the direct 

photon + jet signal. In this chapter we present the background subtracted final 

results on cross sections for the 1 +jet production in pBe and 1r-Be collisions. The 

cross sections are presented as a function of direct photon PT and as a function of the 

recoil jet pseudorapidity "72. The beam dependence of the production cross sections 

are presented as a ratio of the cross sections for 1r-Be interactions to that for pBe 

.interactions. Finally the 1 +jet cross sections are compared with the leading order 

and next-to-leading order QCD calculations. 

8.1 Direct Photon plus Away-Side Jet Cross Sections 

Figure 8.l(a) shows the background subtracted cross section per nucleon for 

p + Be --;, 1 + jet + X as a function of the direct photon PT. The cross sec-

tions are averaged over -0.7 :S "71 < 0.7 and -0.9 :S "72 < 0.9. Figure 8.l(c) shows 

the 1 + jet cross section per nucleon for the same interaction as a function of the 

recoil jet pseudorapidity. Here the cross section is averaged over 4 :S PT < 8 Ge V / c 

and -0.7 :S "71 < 0.7. 

Figures 8 .1 (b) and ( d) show the cross section per nucleon for 71"- + Be --;, 

1 + jet + X as a function of PT and as a function of the recoil jet pseudorapid-

ity, respectively. The cross section in figure 8.l(b) is averaged over -0. 7 :S T/l < 0. 7 

and -0.9 :S "72 < 0.9 and the cross section in figure 8.1( d) is averaged over 

1 4fi 
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4 ~PT< 8 GeV/c and -0.7 ~ T/i < 0.7. The cross sections in 8.l(c) and (d) are 

corrected for the smearing in the reconstructed recoil jet pseudorapidity as described 

in the previous chapter. Tables A.1 and A.2 show the 1 + Jet differential cross sec-

tions per nucleon for the pBe interactions and 71'-Be interactions. 

The relative rise in the cross section in figure 8.1 ( d) for 71'-Be interactions, in the 

forward pseudorapidity region can be attributed to the fact that the partons in 7!'-

meson (beam) carry a higher momentum fraction than those in the target nucleons 

and hence, on average, the photon-jet system moves in the forward direction in the 

hadron-hadron CM frame. 

Figures 8. 2( a)-( d) show the 1 / 7!' 0 ratio as a function of PT and as a function 

of recoil jet pseudorapidity, for pBe and 71'-Be interactions. The data are corrected 

for the background to the direct photon signal. The ratios in figures 8. 2( a) and (b) 

seem to rise with increasing PT, This can be attributed to· that fact that the direct 

photons arise from the hard collision whereas the 7!' 0 s are produced as a fragment of 

a hard scat~ered parton and hence carry less PT, The sharper rise in figure 8.2(b) 

is due to the dominant contribution of the annihilation term at higher PT compared 

to the contribution from the Compton process. Tables A.3 and A.4 show the 1 / 7!' 0 

ratios as a function of PT and as a function of recoil jet pseudorapidity for pBe and 

7!'-Be interactions. 

8.2 Beam Dependence of the Cross Sections 

The beam dependence of the 1 + Jet cross sections are presented as a ratio of 

the cross sections for 71'-Be interactions to that for pBe interactions. This ratio as a 

function of PT is shown in figure 8.3 whereas figure 8.4 shows· the ratio of the cross 

sections as a function of the recoil jet pseudorapidity. Figure 8.3 shows a monotonic 

increase in this ratio with PT where the ratio is ,...., 1 at PT = 4.25 Ge V / c and rising 
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to rv 6.5 at PT = 7.5 GeV /c. One would expect such a trend based on the fact that 

the individual partons in the pion carry, on average, a larger fraction ( x) of the beam 

momentum than those of the proton at high PT, Also the dominant contribution 

from the annihilation subprocess to the cross section for 71'-Be collisions at large PT 

results in an increase in the cross section compared to that for pBe collisions. A 

similar trend is observed in figure 8.4 where the ratio is presented as a function of 

recoil jet pseudorapidity. The rise in ratio in the forward pseudorapidity region can 

be attributed to the same effects that cause the ratio of the cross section to rise as 

a function of PT, The results are summarized in tables A.5 and A.6. 

8.3 Comparison with QCD Predictions 

The companson of data to the theoretical predictions are made with QCD 

c~lculations1 involving leading log as well as next-to-leading log approximations. 

In either case one has to choose a suitable factorization scale and a renormalization 

scale to calculate the cross sections. As pointed out in chapter 1, in the leading log 

approximation, one could in principle ignore the distinction between the two scales 

at large PT transfer[6] (i.e. large Q 2 ). In the following discussion we have selected 

scales Q2 = P:j./4 and Q2 = P:j. for both the factorization and renormalization scales. 

8.3.1 Comparison with Leading Log QCD Predictions 

Figures 8.5( a) and (b) show the 1 + jet cross sections per nucleon for the pBe 

and 71'-Be collisions, compared with the leading log QCD predictions. We have used 

Q 2 = P:j./4 and Owens 1.1[56] structure functions for the nucleons and Duke and 

Owens structure functions[50] for the pions in the QCD calculations. Owens 1.1 

structure functions were calculated in the leading log approximation with 
1 Leading log and next-to-leading log QCD calculations were performed using a program provided 

by J. F. Owens. 
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AqcD = 177 Me V and the gluon distribution in this set was parameterized as 

xG(x, Q~ = 4) = A9 xa(l - x/(1 +ax+ j3x2 + 1 x3
) (8.1) 

The cross sections are presented as a function of PT and are averaged over -0. 7 :s; 

T/l < 0. 7 and -0.9 :s; T/2 < 0.9. The dashed line represents the QCD predictions 

with no intrinsic kT in the calculations while the dotted line represents the QCD 

predictions with intrinsic kT = 1 GeV. The effect of a 1 GeV kT is to raises the 

cross section, on average, by a factor of '""'1.5 for pN interactions2 . But for the 1r-N 

interactions, inclusion of 1 Ge V kT raise the cross section by a factor of '""'1.4 at 

PT= 4 GeV/c and by a factor of '"'-'1.2 at PT= 8 a~v;c. 
For both the positive and negative data, the measured cross sections have a 

steeper PT dependence than the QCD predictions. For the pBe interactions, the 

measured cross section at PT = 4 Ge V / c is about a factor of 2 higher than the QCD 

predictions with kT = 1 GeV and is moderately consistent with QCD predictions in 

the high PT ~egion ( for 5 :s; PT < 8 Ge V / c), within the statistical uncertainty. A 

similar observation can be made from the comparisons between data and theory for 

1r-Be interactions in figure 8.5(b ). The normalization of the predicted cross sections 

strongly depends on the choice of the Q 2 scale although the choice of the scale factor 

in the Q2 definition has very little effect on the slope of the predicted cross sections 

and hence is not shown in the figure 8.5. 

8.3.2 Comparison with Next-to-Leading Log QCD Predic-

tions 

The discrepancy between data and the QCD predictions in the leading log approx-

imation are probably due to the contributions from the higher order subprocesses 

and from the effects of the intrinsic kT of the hard scattering partons. It has been 
2Nucleon targets were used in the Monte Carlo calculation of QCD predictions. 
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Figure 8.5: 1 +jet cross sections as a function of PT compared with the predictions 
of leading log QCD calculations with Q 2 = P:j./4 and using Owens 1.1 structure 
functions from proton and Duke and Owens set-2 structure functions for pions. The 
dashed line is for the QCD calculations with no intrinsic kT and the dotted line 
represents the QCD predictions with kT = 1 GeV. (a) pBe collisions, and (b) 7!'-Be 
collisions. 
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pointed out in reference [6] that the size of the kr effect is decreased when higher or-

der terms are included in the QCD calculations. Very recently such a calculation for 

1 + jet production was developed by Baer, Ohnemus and Owens[57] which includes 

both leading log and next-to-leading logarithm contributions. In this section we will 

compare the measured 1 +jet cross sections to the QCD cross sections calculated in 

the next-to-leading log approximation. 

Figure 8.6( a) and (b) show the 1 +jet cross sections per nucleon for pBe and 

71'-Be interactions, compared with the next-to-leading QCD predictions. The cross 

sections are averaged over -0.7:::; r;1 < 0.7 and -0.9:::; 'T/2 < 0.9. The curves repre-

sent the next-to-leading log QCD calculations of Owens using ABFOW[58] parton 

distributions for nucleons and ABFKW[59] parton distributions for pions, choosing 

scales Q2 = P:f:./4 and Q 2 = P:f:.. These parton distribution functions have been eval-

uated at the next-to-leading log level with AqcD = 230 Me Vanda gluon distribution 

parameterized as 

xG(x,Q 2 = 2) = Ag(l - xY,g (8.2) 

where 179 =3.9 is generally referred to as the gluon density. As in the leading log 

approximation, a strong dependence of the QCD predictions on the choice of the 

scale is observed. 

Figure 8. 7 show the 1 +jet cross section per nucleon for pBe and 71'-Be inter-

actions, compared with next-to-leading log QCD predictions. The cross sections 

are presented as a function of recoil jet pseudorapidity ( r; 2 ), and are averaged over 

4:::; Pr< 8 GeV/c and -.7:::; r;1 < .7. QCD calculations were performed with 

ABFOW / ABFKW part on distributions and for scales Q 2 = P:j./4 and Q 2 = Pj,. 

One observes that the QCD predictions are rather low compared fo the data. This 

is due to the fact that the average Pr in each jet pseudorapidity bin is about 4.5 

GeV /c (as shown in figure 8.8(a) and (b)) and at this Pr the theoretical predictions 

are lower by about a factor of 2 ( as shown in figure 8.8(c) and (d)). Once we 



104 

103 

10 

pBe ~ -y+Jet+X 

(a) 
p ABFOW 

02 = PU4 

+ 02 = p~ 

.+ NLL OCD 
\, t 
\ ... 
'' ' 

-0.7 f '1)1 < 0.7 
,'.+ '', 
\ ..... -0.9 f '1)2 < 0.9 

'i+ 
\ ... 

4 

I', 

' .. \ ·, 

\+\· I' 
I' 

'' \' 

'' I', 
I', 

\ ', '·, 
I', 
\ ... 
'', 
'', 
\ ', 
'', I', 

' I' 
' .... 

\ 

6 

I 
I 

I 
\ 
I 
I 

' \ 
8 10 

Pr(GeV/c) 

104 

-o.3 

10 

11-Be ~ -y+Jet+X 

(b) 

t p 
ABFOW, 7i ABFKW 

.. ++ 02 = PU4 

02 = p~ 
\\ ++ NLL QCO \ ', 

''. 
\ ', 

\ .. '', t \' 

\\,+ -0.7 f 1/1 < 0.7 
' .. '', 

'', -0.9 f 1/2 < 0.9 
\ ', 
'', \ \.+-

'··,l 
\' 

\ ... 
\ ', 

'+'. '' '·, 
\ ', 
'', 
'', 
'' '' \ ', 

\'.. ,, ..... 
\' 

t\\ ' 
' ' ', ,, .... 

'.., 

\ 
\ 

155 

4 6 8 10 

Pr (GeV/c) 

Figure 8.6: ,+ jet cross section as a function of PT compared with the predictions of 
next-to-leading log QCD calculations using ABFKW and ABFOW structure func-
tions with Q2 = P:j./4 and Q2 = P:j. (a) pBe collisions, and (b) 1r-Be collisions. 
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adjust the overall normalization by a constant factor for the QCD predictions and 

fit the shape of the predicted cross sections to data we get a reasonable agreement 

between data and theory. For the pBe collisions, the fit gives the constant factor = 

2.24±0.17 with x2 =0.672 and for the 7r-Be collisions the constant factor=l.98±0.12 

with x2=1.26. Once again, the shape of the cross sections are relatively independent 

of the choice for the Q2 scale and hence only the predictions for Q2 = Pl,/ 4 is shown 

in figure 8.9. 

Figure 8.10 show the ratio of cross sections for 7r-Be to pBe as a function of 

PT, compared with the QCD predictions. The advantage of studying the ratio of the 

cross sections is that it minimizes the ambiguities that may exist in the normalization 

of data and theory. The agreement between the data and theory is better than for 

the comparisons between the individual cross sections. Figure 8.11 show the ratio 

of cross sections as a function of recoil jet pseudorapidity 77 2 • Once again there is a 

reasonable agreement between data and theory. 

8.4 Conclusions 

We have presented results on a study of jets recoiling from large transverse 

momentum 7r 0 's and direct photons in 500 GeV /c hadron-nucleon interactions. 

The jet-like structure of the recoiling system has been established by studying the 

azimuthal and pseudorapidity correlations of the charge particles in the away-side 

hemisphere of the trigger. Pseudorapidity correlations have shown that the coverage 

of the recoil jets ("' 1 unit of pseudorapidity) are well within the acceptance of 

the E706 spectrometer. The azimuthal correlations are consistent with the QCD 

predictions for hard scattering of 2 ---+ 2 subprocesses, in the lowest order in a~. 

7!" 0 and I events show a definite difference in particle density for the same-side jets, 

suggesting that high PT 7r 0 's are indeed produced as a fragment of outgoing hard 
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scattered partons while direct photons are directly produced from the hard scattering 

interaction. 

A jet algorithm has been developed to reconstruct jets recoiling from large trans-

verse momentum 7r 0 or 1 . Monte Carlo studies has successfully demonstrated the 

performance of the jet algorithm and the ability to reliably reconstruct recoil jets in 

our data. The longitudinal and transverse structure of the events containing a large 

transverse momentum 1r 0 or I has been investigated employing the above mentioned 

jet algorithm. We see no difference in the longitudinal and transverse fragmentation 

of the jets recoiling from a 1r 0 or a direct photon produced in pBe and 1r-Be inter-

actions. The longitudinal fragmentation functions for the jets recoiling from a high 

PT direct photon have been compared with the predictions of ISAJET and PYTHIA 

Monte Carlo simulations. The agreement is reasonably good. The measured frag-

mentation functions. have been parameterized and compared with the results from 

the WA 70 experiment. A reasonable agreement is observed. 

Differ:ential cross sections for 1r 0 +jet and,+ jet production have been measured 

for both pBe and 1r-Be interactions. The cross sections were presented as a function 

of the trigger PT as well as a function of the recoil jet pseudorapidity. , + jet 

cross sections have been compared with the predictions of leading log and next-to.-

leading log QCD calculations. The data seem to have a steeper slope than the QCD 

predictions, when the cross sections are presented as a function of the trigger PT. 

At low PT the data are about factor 2 higher than the leading log QCD calculations 

with 1 Ge V part on intrinsic transverse momentum. The agreement between data 

and QCD predictions at high PT are moderate. A similar agreement exists between 

data and the predictions of next-to-leading log QCD calculations. Next-to-leading 

log QCD calculations reasonably predict the shapes of the differential cross sections 

when presented as a function of recoil jet pseudorapidity for both pBe and 1r-Be 

interactions. 
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Finally the ratio of 1 + jet cross sections for 7r- Be to that for pBe were made 

and compared with the next-to-leading log QCD predictions. A better agreement 

is observed between data and QCD predictions in both trigger PT and recoil jet 

pseudorapidity 772. 

In summary, we have studied the production of large transverse momentum,+ jet 

events in the context of the QCD parton model and have shown that the results are 

consistent with a QCD description of high PT phenomenology. 



Appendix A 

Cross Section Results 

Table A.l: , + jet differential cross sections as a function of PT. The cross sections 
are averaged over -0.7 :S T/i < 0.7 and -0.9 :S T/ 2 < 0.9. 

PT ff dP/Z,1d712 d171dT/2 (pb/GeV) 

(GeV /c) p + Be --+ 1 + jet + X 7T' - + Be --+ 1 + jet + X 

3.50 - 3. 75 - 7920 ± 1440 

3.75 - 4.00 - 5070 ± 990 

4.00 - 4.25 3140 ± 450 3810 ± 480 

4.25 - 4.50 1670 ± 320 1600 ± 330 

4.50 - 4.75 1030 ± 170 2010 ± 220 

4. 75 - 5.00 570 ± 120 790 ± 150 

5.00 - 5.50 150 ± 50 580 ± 78 

5.50 - 6.00 120 ± 30 240 ± 46 

6.00 - 7.00 29 ± 9 105 ± 17 

7.00 - 8.00 2.1 ± 2.6 13 ± 6 

8.00 - 10.00 - 5.1 ± 2.6 

164 



165 

Table A.2: 1 +jet differential cross sections as a function of recoil jet pseudorapidity 
(r,2 ). The cross sections are averaged over 4 :S PT< 8 GeV /c and -0.7 :S ry1 < 0.7. 

'r/2 I ff dPT:,1dT12 dPTdr,1 (pb) 

p + Be ---+ , + jet + X 7r- + Be ---+ , + jet + X 

-0.9 - -0. 7 413 ± 97 203 ± 91 

-0.7 - -0.5 468 ± 107 622 ± 116 

-0.5 - -0.3 557 ± 110 471±117 

-0.3 - -0.1 620 ± 109 856 ± 124 

-0.1 - 0.1 603 ± 114 967 ± 127 

0.1 - 0.3 522 ± 107 928 ± 131 

0.3 - 0.5 524 ± 115 761 ± 130 

0.5 - 0.7 273 ± 110 613 ± 129 

0.7 - 0.9 205 ± 110 774 ± 140 
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Table A.3: G'-r+ieJa1ro+jet as a function of PT, 

PT a-y+jeJ G',r 0 +jet 

(GeV /c) Positive Data Negative Data 

3.50 - 3.75 - 0.049 ± 0.009 

3.75 - 4.00 - 0.06 ± 0.01 

4.00 - 4.25 0.08 ± 0.01 0.09 ± 0.01 

4.25 - 4.50 0.08 ± 0.02 0.06 ± 0.01 

4.50 - 4.75 0.09 ± 0.02 0.16 ± 0.02 

4.75 - 5.00 0.09 ± 0.02 0.09 ± 0.02 

5.00 - 5.50 0.05 ± 0.02 0.14 ± 0.02 

5.50 - 6.00 0.14 ± 0.04 0.18 ±; 0.04 

6.00 - 7.00 0.15 ± 0.06 0.43 ± 0.09 

7.00 - 8.00 0.2 ± 0.3 0.3 ± 0.2 

8.00 - 10.00 - 0.7 ± 0.6 
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Table A.4: a-y+jeJa-rro+jet as a functior. of recoil jet pseudorapidity (772 ). 

1]2 O'-y+jeJ O'-rr0 +jet · 

Positive Data Negative Data 

-0.9 - -0. 7 0.11 ± 0.03 0.05 ± 0.02 

-0. 7 - -0.5 0.09 ± 0.02 0.12 ± 0.02 

-0.5 - -0.3 0.10 ± 0.02 0.07 ± 0.02 

-0.3 - -0.1 0.11 ± 0.02 0.14 ± 0.02 

-0.1 - 0.1 0.11 ± 0.02 0.15 ± 0.02 

0.1 - 0.3 0.10 ± 0.02 0.13 ± 0.02 

0.3 - 0.5 0.10 ± 0.02 0.10 ± 0.02 

0.5 - 0.7 0.05 ± 0.02 0.08 ± 0.02 

0.7 - 0.9 0.04 ± 0.02 0.12 ± 0.02 



Table A.5: CT7r- Be-+-y+jet+xl apBe-+-y+jet+X 

as a function of PT, 

Pr (GeV /c) <r ,,- Be-+1±i•t±X 
<r,,Be-+-r+i•t+X 

4.00 - 4.25 1.2 ± 0.2 

4.25 - 4.50 I 1.0 ± 0.3 

4.50 - 4.75 I 2.0 ± 0.4 

4.75-5.00 1.4 ± 0.4 

5.00 - 5.50 3.8 ± 1.4 

5.50 - 6.00 2.0 ± 0.7 

6.00 - 7.00 3.6 ± 1.4 

7.00 - 8.00 6.3 ± 8.3 
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Table A.6: 0'1r-Be-+-y+jet+xl O'pBe-+-y+jet+X 
as a function of recoil jet pseudorapidity 
( 'f/2). 

Pr (GeV /c) <r ,,- Be-+1±i•tfX 
<I',:,Be-+-r+;•t+X 

-0.9 - -0. 7 0.5 ± 0.3 

-0. 7 - -0.5 1.3 ± 0.4 

-0.5 - -0.3 0.9 ± 0.3 

-0.3 - -0.1 1.4 ± 0.3 

-0.1 - 0.1 1.6 ± 0.4 

0.1 - 0.3 1.8 ± 0.5 

0.3 - 0.5 1.5 ± 0.4 

0.5 - 0.7 2.3 ± 1.0 

0.7 - 0.9 3.8 ± 2.1 
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