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Abstract 

A search for the top quark in pp collisions at a center of mass energy of 1.8 TeV is 
described. The data were collected with the Collider Detector at Fermilab (CDF) during 
the 1988-1989 Tevatron collider run. The corresponding integrated luminosity is 4.1 

b -1 p . 
The Standard Model predicts the existence of a weak isospin partner of the bottom 

quark, called the top quark ( t ). Although several experimental results suggest the ex­
istence of the top quark in the context of the Standard Model, it is yet to be observed. 
Previous experiments exclude the top quark with mass less than 77 GeV /c2 at 95% 
confidence level. 

The CDF detector is a general purpose detector built to explore pp collisions. It 
covers almost the full solid angle around the pp interaction point. The CDF consists 
of tracking detectors and calorimeters for measurements of the particle momentum and 
energy. Muon detectors are instrumented at the most outside of the detector. Using 
these detector components, the CDF is capable of identifying electrons, photons, muons, 
neutrinos (as the imbalance of the total transverse energy), hadrons and jets. 

In the top quark search described in this thesis, the top quark production via the 
strong interaction process, pp --+ tt, is considered because it dominates the top quark 
production at the Tevatron energy. After the production, the top quark decays into a 
Wand a bottom quark b via the weak charged current decay assumed in the Standard 
Model. The W suceedingly decays into a quark-antiquark pair or a lepton-neutrino pair. 
Since a dilepton channel where both the t and l quark decay semileptonically, 

provides the cleanest signature in pp collisions, we consider this dilepton channel for the 
top quark search. 

We select events containing two leptons ( eµ, ee and µµ) by exploiting the good elec­
tron and muon identification capabilities of the CDF detector. The main background 
processes to the tl dilepton events are the bb production and the Drell-Yan process. · 
Considering the decay kinematics of the top quark with much heavier mass compared to 
the b quark mass, it is shown that the bb background is effectively removed by requiring 
the leptons to have high momentum in the transverse plane (the high PT cut) and to be 
isolated from other particle activities in the events ( the isolation cut). Further cuts on 
some event kinematical and topological properties are imposed to reduce the dilepton 
background from the Drell-Yan process. Concretely, it is shown that the appropreate 
cuts on the opening angle of the two leptons in the transverse plane, the missing trans­
verse energy ( the imbalance of the transverse energy) and the invariant mass formed 
by the two leptons are effective to remove the Drell-Yan dilepton background. After 
applying all the selection requirements for the tf events, that is, the lepton identification 
criteria, the high PT cut, the isolation cut, and the event-kinematical and topological 
cut, one event was found in the data. 



Based on that one event was found, we derive an upper limit on the top quark 
production cross section within the framework of the minimal Standard Model ( with 
one neutral Higgs boson). We translate the upper limit on the cross section to the lower 
limit on the top quark mass using the theoretical predictions for the production cross 
section as a function of the top quark mass. The detection efficiency for the tl events, 
which is necessary for calculating the upper limit on the production cross section, is 
determined by the Monte Carlo method combining the lepton identifi.caiton efficiency 
and the lepton trigger efficiency estimated using the CDF real data. As a result, a lower 
limit on the top quark mass, 

Mtop > 85 GeV /c2 (95% C.L.), 

is obtained from the study on the high PT dilepton events. 
In order to get more stringent mass limit, we combine another dilepton analysis per­

formed by other CDF collaborators on an independent channel of the high PT dilepton. 
The analysis searches for the tf events with a high PT lepton from the top quark decay 
and a low PT muon from the decay chain of t ---+ b ---+ µ. From the inclusion of this 
channel, We obtain 

Mtop > 91 GeV /c2 (95% C.L.) 

as a final result. Currently, this is the most stringent limit on the top quark mass 
available in the world. 
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Chapter 1 

Introduction 

Since a unified theory of the electromagnetic interaction and the weak interaction was 

first proposed in 1960's [1], a gauge theory based on SU(3)QcD x SU(2)L x U(l) group, 

now called the Standard Model, has been making a great success in describing interac­

tions of elementary particles. In this model, only the top quark and the Higgs boson 

are yet to be observed. This thesis describes a search for the top quark in pp collisions 

at ys = 1.8 TeV. The data with an integrated luminosity of 4.1 pb-1 were collected by 

the CDF detector during the 1988-1989 Tevatron run. 

In the remainder of Chapter 1, we briefly review a historical development of the 

particle physics with an emphasis on the phenomenology, and try to clarify where we 

stand now in particle physics. Chapter 2 describes our understanding of the top quark in 

the framework of the Standard Model. Chapter 3 describes the CDF detector relevant 

to this analysis where a search for the top quark in dilepton events ( eµ, ee and µµ) 

is performed. In Chapter 4, our event selection criteria for the top quark search is 

described. Only one event remained, passing all the selection cuts. From this result, we 

derive a lower mass limit on the top quark in succeeding chapters. Chapter 5 describes 

the determination of the detection efficiency for the top events which is necessary for 

deriving a mass limit. A mass limit calculation is performed in Chapter 6, and Chapter 

7 concludes this thesis. 
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Today, most of physicists believe in the top quark. It is quite contrary to the situation 

in 1890's when most of physicists doubted even the existence of the electron. Before 1900, 

there was no definitive picture about the structure of the atom. It was uncovered when 

J. J. Thomson first observed electrons and Rutherford with his co-workers obtained an 

evidence for the nucleus early in 1900's. When the periodic law according to the atomic 

number was developed by Moseley in 1914, we reached an understanding of the atom 

structure. 

The origin of the great development of the elementary particle physics can be traced 

back to elaborate studies on the nucleus, only where one could observe strong interactions 

and weak interactions. One cannot miss the construction of the Quantum Mechanics 

in 1920's, which has turned out to be indispensable for describing particle interactions 

in the nucleus. The structure of the nucleus was made clear when Rutherford proposed 

the neutron as a constituent of nuclei together with the proton in 1920, which was 

experimentally confirmed by Chadwick in 1932. The neutron had a distinctive feature 

that it was almost a carbon copy of the proton except the electric charge it carries. This 

fact inspired the concept of the isospin. This concept due to Heisenberg is an origin 

of today's prescription of treating particles in a multiplet. Another great theoretical 

achievement in strong interactions was a prediction of the pion by Yukawa in 1935. The 

pion was thought to mediate the strong force between nucleons. At almost the same 

time (1934), Fermi proposed a theory for the {3 decay by introducing the neutron and 

the neutrino II which was first suggested by Pauli in 1930. The pion and the neutrino 

were experimentally observed later. 

By the end of 1940's, we had already known the existence of the proton, the neutron, 

the photon, the electron (and the positron), the pion and the muon. It seemed that we 

had obtained a complete list of the elementary particles. The successive discoveries of 

vast varieties of strange particles, however, changed such a thought. The first observation 

of these unexpected particles in 194 7 was for kaons, called "V-particles" at that time, 

in the secondary particles of cosmic rays. To account for a strange characteristics of 
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the strange particles that they were produced with a large production cross section 

while they had a long life time, a new quantum number "strangeness" was introduced. 

Physicists also found that the strange particles together with the known hadrons were 

arranged in a certain manner. The situation was similar to the case when the atoms were 

arranged according to the atomic number. The arrangement is, however, much more 

complicated this time and required a mathematical treatment based on the group theory. 

Physicists constructed various models to explain the variety of particles from several 

basic or "elementary" particles. At first, some of the baryons were considered as such 

elementary particles. The Sakata model assumed that all the particles were composed 

of the combination of p, n, A and their antiparticles. This idea based on SU(3) group 

made a great success in describing the meson multiplet, leading to a prediction of the 1/ 

particle. But it could not reproduce the observed baryon multiplet. 

The SU{3)-based eight-multiplet ("eightfold way") by Gell-Mann and Ne'eman suc­

ceeded in describing the hadron multiplet. It gave rise to a prediction of then particle, 

which was experimentally observed in 1964. Thus Physicists sought for the "elemen­

tary particles" which were consistent with the SU{3) and well described the observed 

arrangement of hadrons. In 1964, Gell-Mann and Zweig proposed a new SU{3) model 

with three elementary particles called "quark"s. Three quarks, named up quark { u ), 

down quark ( d) and strange quark ( s ), carried fractional charges and fractional baryon 

numbers. In this model, all the baryons were thought to consist of three quarks while 

the mesons were thought to consist of a quark and an antiquark. 

The quark model is a main part of the current picture for the elementary particle 

physics. Based on the quark model, the Cabbibo theory suceeded to describe weak 

interactions. As for strong interactions, the Quantum Chromodynamics {QCD) was 

developed where the color was an equivalent of the charge in electromagnetic interactions 

and the strong force was mediated by gluons between quarks. 

Just as physicists wanted to describe observed particles from the elementary par­

ticles, they were tempted to unify the known four interactions into one "elementary 
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interaction". The first unification of the electromagnetic and the weak interaction into 

an electroweak interaction was performed by Glashow, Weinberg and Salam in 1960's. 

In this model, now called the Standard Model together with the QCD, the weak force 

was mediated by heavy bosons, w± and Z 0
• The masses of the elementary particles were 

generated via interactions with a new particle, the Higgs boson. The first observation in 

early 1980's of the Wand Zin pp collisions at masses predicted by the Standard Model 

was considered as a great success of this theory. 

The first heavy quark, the charm quark, was observed in 1972 as a quarkonium state 

(J/1/;). The existence of the charm quark had been predicted by the Standard Model in 

order to give a systematic description of electroweak interactions being consistent with 

the experimental results. According to the Standard Model, the quarks and leptons 

form a pair called a weak isospin doublet. The u and the d quark form a doublet, and 

the s quark needs its partner which is the charm quark. Such an arrangement shows an 

apparent correspondence between quarks and leptons where the electron (muon) forms 

a weak isospin doublet together with the electron(muon)-neutrino. When the T lepton 

was discovered in 1975, the existence of its counterpart in the quark sector was envisaged 

and it was actually observed in 1977 as a quarkonium state T. It was found to have a 

same charge as the d and the s quarks. 
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Chapter 2 

Top Quark in the Standard Model 

One can see that we now stand in almost the same situation as that just before the 

discovery of the charm quark. We believe in the top quark for essentially the same 

reason that was argued for the charm quark twenty years ago. The following subsections 

describe in more detail why we believe the existence of the top quark and the current 

understandings on the top quark in the Standard Model. 

2.1 Indication of the Existence of the Top Quark 

In the framework of the Standard Model [1, 2, 3], there are several indications of the 

existence of the top quark. 

2.1.1 Phenomenological Evidences 

Forward-backward Asymmetry in e+e- -. bb 

The existence of the top quark is suggested indirectly by observing that the b quark 

belongs to a weak isospin doublet in the Standard Model. The forward-backward asym­

metry of the b quark production in the e+ e- -. bb process provides one of the experi­

mental chances which determine whether the b quark forms a doublet or is a singlet in 

the Standard Model. 
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The angular distribution of the b quark in the process e+e- -+ bb is given in the form 

d(j ( 2) 
OS 8) = A 1 +cos() + B cos 8. (2.1) 

As a consequence of the neutral weak interaction, an asymmetry term, the second term of 

the right hand side in Equation (2.1 ), appears. The coefficients, A and B, are functions 

of the eigenvalues of the operators T3 and Q for the b quark, where T3 is the third 

component of the weak isospin and Q is the charge operator. If the left-handed b quark 

(bL) is a member of the weak isospin doublet, the corresponding eigenvalue for T3 is 

T;L = -1/2, while T;L = 0 for a singlet bL. Integrating Equation (2.1) in the forward 

( 0 ~ cos () ~ 1) and the backward ( -1 ~ cos() ~ 0) region, we can define a parameter 

describing the forward-backward asymmetry as a function of T3L: 

Arn (2.2) 

(2.3) 

The recent measurement of the forward-backward asymmetry of the b quark in the 

e+e- -+ bb process was performed by the JADE collaboration [4], giving a result of 

ab= 2T;L = -0.9 ± 0.24 ± 0.10, (2.4) 

where muon pairs from the b quark decays were used to measure the asymmetry. It 

indicates that the left-handed b quark belongs to a weak isospin doublet, and hence that 

the top quark exists. 

Absence of the Flavour Changing Neutral Current 

According to a theoretical calculation (5], if the left-handed b quark is a weak isospin 

singlet, we would observe the decay of the B mesons via the flavor changing neutral 
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current (FCNC) at a rate such that 

r(B -£+£-X) 
r(B - l+vX) ~ O.l2. (2.5) 

An experimental test of this prediction was performed by the CLEO collaboration [6]. 

They searched for the decay B - £+£-X in a sample of T(4S)'s and obtained an upper 

limit of 

Br(B - t+l- X) < 0.0012 (2.6) 

at the 95% confidence level (C.L.). 

If the left-handed b quark forms a weak isospin doublet, the suppression of the 

flavor changing neutral current can be explained by the GIM mechanism [2] in the 

Standard Model. In this case, a unitary matrix, the Kobayashi-Maskawa (KM) matrix, 

is introduced [3J. The KM matrix is an extension of the Cabbiho matrix [7] and connects 

weak eigenstates ( d', s', b') and mass eigenstates ( d, s, b) of the down type quarks: 

d' 

s' 

b' 

v,..d ½a vcb 
V!d 'Vts V!b 

d 

s (2.7) 

b 

The interaction of the neutral current and the Z boson is given in terms of the Lagrangian 

as 

£ = -i 9
0 (i:J - sin2 BWjEl\1)Z 

cos \\" 
(2.8) 

• • 2 0 . 
J3 - sm WJE:\I = L f {1'1i½(l - ')'s)Tf - sin2 Bw'}'µQ 1} f. (2.9) 

fcrrninn 

Since the KM matrix is a unitary matrix, the current sum over the d', s' and b' quarks 
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is written as 

where 

d',s',b' 

= Ef'Af' 

= Pv- 1AVF 

= LfAJ, 
d,s,b 

A 1µ½(1 - ,s)T.{ - sin2 Bw1µQ 1, 

d 

F = s 

b 

(2.10) 

(2.11) 

and V is the KM matrix. The cancellation of the flavor changing neutral current as is 

seen in Equation (2.10) is called the GIM mechanism, which forbids the transitions such 

as b ---+ s. 

2. 1.2 Theoretical Indication 

The renormalizability of the field theory requires a cancellation of the 15 triangle dia­

grams (Figure 2.1). Since each contribution of the diagrams is proportional to Tf (Qf)2, 

the sum over all the fermions leads to 

Ne.1.(-½)(-1) 2 + 3Nu(½)( +3)2 + 3ND(-½)(-!)2 

= ½ ( -Ne.I. + 1 Nu - ½No), 
(2.12) 

where Ne.I., Nu and ND are the number of charged leptons, up type left-handed quarks 

and down type left-handed quarks, respectively. The equal number of the fermion dou­

blets for both the lepton sector and the quark sector ( and therefore the existence of the 

top quark) realizes the cancellation of the 75 triangle diagrams. 
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2.2 Constraints on the Top Quark Mass 

The Standard Model relates the mass of the top quark to the various observables. Look­

ing at these internal relationships and the experimental data on the relevant observables, 

one can derive constraints on the top quark mass. Direct searches for the top quark have 

also been performed in various e+ e- and pp experiments. The current understanding of 

the top quark mass is briefly reviewed in this section. 

2.2.1 Phenomenological Constraints 

B0-B0 Mixing 

The top quark takes part in the B0-B0 mixing via the box diagram exchanging the 

W boson and the u, c and t quarks (Figure 2.2). Comparing observed level of the 

mixing and theoretical prediction as a function of the top quark mass, one can derive 

a constraint on the top quark mass. Because there are some uncertain factors such as 

the KM matrix elements Vib and ½d, and because the structure of the B0 meson is not 

known well, the lower limit on the top quark mass spreads over a somewhat wide range 

(8]: 

Mi.op > 30-50 Ge V / c2
• (2.13) 

The ratio u(W --4 ev)/u(Z --4 ee) 

The ratio of the cross section for the W boson production followed by the decay into ev 

and that for the Z boson production followed by the decay into ee can be written as 

u(pp --4 W X) r(W --4 ev) r(Z) 
R=-----·----·--, u(pp --4 ZX) r(Z --4 ee) r(W) 

(2.14) 

where r(W --4 ev) is the partial decay width of the W for the decay mode of W-. ev, 

r(W) is the total decay width of the W, and r(z --4 ee), f(Z) are defined similarly. 
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The top quark mass dependence of the ratio R comes from the total decay width of the 

Wand Z bosons. The ratio Ras measured by CDF [9] is 

R = 10.2 ± 0.8(stat) ± 0.4(sys). (2.15) 

Using the SLAC and the LEP data for the Z width [11] and a theoretical calculation 

for the ratio R (12], CDF obtained 

r(W) 
(W --+ ev) = 9.47 ± 0.86, (2.16) 

from which a 95% confidence level lower limit on the top quark mass was set as follows 

[9]: 

Mtop > 43 GeV /c2
• (2.17) 

This result is independent of any assumptions on the decay modes of the top quark. 

Radiative Corrections 

The mass of the top quark and that of the Higgs boson affect the electroweak radia­

tive corrections via virtual .loops (Figure 2.3). The correction to the W mass, ~r, is 

dependent on the top quark mass, where ~r is defined as 

2 1ra 1 
Mw = ~ . 2 • v2Gµ (1 - ~r) sm B.,.v 

(2.18) 

Here a is the fine structure constant and G,, is the weak coupling constant from the 

muon decay. As shown in Figure 2.4, ~r is not so sensitive to the Higgs mass while 

it has a stronger dependence on the top quark mass. According to the comprehensive 

analysis given in Reference [13], an approximate upper limit on the top quark mass is 

set as 

Mtop < 200 GeV /c2
• (2.19) 
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2.2.2 Direct Searches for the Top Quark 

Direct searches for the top quark have been performed in various collider experiments 

including both e+e- and pp colliders. All the detection techniques for the top quark 

exploit distinctive features of the top quark events due to the heavy top quark mass. As 

it will be discussed in §2.5, the signatures of the top quark event are the existence of 

isolated high PT particles such as electrons, muons, neutrinos (missing energy), hadrons 

and high ET jets. 

Searches in e+ e- Collider Experiments 

In e+e- collisions, the top quark is produced in a pair production: 

(2.20) 

The top quark then decays pure-hadronically or semileptonically. The hadronic events 

are well identified in e+ e- collisions. Since these hadrons are separated from each other 

(see §2.5), they distribute over a large solid angle, resulting in a spherical shape of the 

event. Several parameters which measure the topological shape of an event are often 

used in searches for the top quark in e+ e- collider experiments. The commonly used 

parameters are the thrust, acoplanarity, sphericity and aplanarity [14). The thrust T 

and acoplanarity Ac are defined as 

T ( L;!Pi ·kl) (2.21) mtx L> I ~1 ' n z P1 

Ac: . ( Li IPi · kl r (2.22) = mm 4· .... 
ii Li IPd 

where Pi is the momentum of a charged or neutral particle i in the center of mass frame. 

The thrust T varies from 0.5 (isotropic distribution) to 1.0 ( collinear two jets), and Ac 

varies from 0 (planar distribution) to 1 (isotropic distribution). The other 2 variables 
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are obtained from the momentum tensor: 

(2.23) 

The eigenvalues of the tensor Q0 (0 :::; Q1 :::; Q2 :::; Q3) are normalized so as to satisfy 

Q1 + Q2 + Q3 = 1. The eigenvalues Q1 ( Q2) and Q3 represent the extent to which an event 

spreads in the :r;-y plane ( transverse to the beam direction) and along the z direction 

(beam direction), respectively. The sphericity S and the aplanarity A are defined as 

(2.24) 

(2.25) 

The sphericity S takes a value 1 for the isotropic distribution and O for the collinear 

two jets configulation. The aplanarity varies from O {planar distribution) to 1 (isotropic 

distribution). 

The recent results of the top quark search in e+ e- collisions are found in References 

(15, 16]. the TOPAZ collaboration looked for multihadron events with an isolated muon 

resulting in the limit 

Mtup > 29.9 Ge V / c2 (2.26) 

at 95% confidence level (C.L. ). By searching for spherical events containing an isolated 

charged particle, the ALEPH collaboration gave the following result [16): 

Mtop ~ [26.0, 45.8] Ge V / c2
• (2.27) 

The ALEPH also reported a lower limit of the top quark mass of 

Mlop > 45.8 GeV /c2 (2.28) 

at the 95% C.L. by measuring the total hadronic cross section at the Z peak (16). 
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Searches in pp Collider Experiments 

In pp collisions, the top quarks are produced in pairs through strong interactions: 

pp~ tlX, (2.29) 

and through the weak decay of the W bosons if it is kinematically allowed: 

pp~ WX-+ tbX. (2.30) 

Generally the searches for the top quark in pp collisions exploit the signatures distinctive 

for the tf events, that is, high Pr leptons and neutrinos ( missing energy) with significant 

jet activities. 

The U Al collaboration obtained a lower mass limit on the top quark as 

Mtop > 60 GeV /c2 (2.31) 

at 95% C.L. from events containing an isolated lepton and jets [17]. The U A2 collabo­

ration has reported a lower mass limit on the top quark based on the analysis of events 

containing a high Pr electron and neutrino (missing E-r) [18]. Assuming the charged 

current decay of the top quark, they obtained 

Mtup f/. (30, 69] Ge V / c2 (2.32) 

at the 95% C.L .. 

The CDF collaboration has already obtained several limits assuming the minimal 

Standard Model. At the Tevatron energy, the tf production via strong interactions 

(2.29) dominates over the weak production (2.30) except for the top quark mass range 

around 60 Ge V / c2
, as shown in Figure 2.5. By searching for events containing a high PT 

electron and a muon in the process (2.29), the CDF excluded the following mass rage at 
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the 95% C.L. (19]: 

28 < Mtop < 72 GeV /c2
• (2.33) 

The decay mode where one of the top quark decays semileptonically and the other 

decays pure-hadronically (lepton+ jets) was also studied (20]. The most important 

background to the high P.r lepton plus jets events is the W production followed by the 

leptonic decay in association with jets (W +jets). If the top quark mass is lighter than 

M~v + Mb, the W in the top quark decay is virtual, while the W in the W + jets process 

is real. In this case, the transverse mass formed by the electron or muon PT, and the 

missing ET ( Jtr) is smaller for the top event than that for the W +jets event. Here the 

transverse mass is defined as 

(2.34) 

Using the different transverse mass distribution for the top events and the W + jets 

events, the CDF obtained a lower limit of 

Mtop > 77 GeV /c2 (2.35) 

at the 95% C.L .. When the top quark is heavier than Mw + Mb, a real W is produced 

in the top quark decay. In such a case, it is not possible to distinguish tl events from 

W + jets events by the MT distribution. 

2.3 Hadronic Production of the Heavy Quark 

So far, we reviewed the indications for the existence of the top quark and the searches 

for the top quark carried out in various collider experiments. In this section, we discuss 

the heavy flavor production in pp collisions. 

The current theoretical strategy for treating pp interactions can be summarized as 

follows [21]: 
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• A proton ( anti proton) consists of three quarks ( antiquarks ), gluons and other 

virtual, or sea, quarks and/or antiquarks. These constituents are called partons. 

• A parton i in a proton has a fraction x of the proton momentum with the prob­

ability described by the structure function, fr(x, µ), which has to be determined 

experimentally. The parameterµ represents the typical energy scale in a collision. 

• A pp collision is described in terms of a hard collision of one of the partons in 

the proton and another parton in the antiproton. The parton cross section ~s 

calculated by the Electroweak theory and the Quantum Chromodynamics (QCD). 

• Other partons which did not participate in the hard collision are treated free from 

the collision process. 

This picture of the hadron collision is expressed in the following equation: 

u(pp-> ab)= L. f dx,dx2ir(ij-> ab)Jf(x1,µ)JJ>(x2,µ), (2.36) 
I] 

where ir( ij -> ab) is the parton cross section for the reaction ij -> ab and ij runs over 

all the possible partons which can produce the partons a and b in the final state. 

For the top quark production in pp collisions, we discuss only the strong production 

(2.29) because it dominates the top quark production at the Tevatron energy. The parton 

cross section ir is calculated by the perturbative expansion about the strong coupling 

constant as. In the lowest order ( a§), the processes contributing to the heavy quark 

pair production are those of the gluon fusion and the quark annihilation: 

g + g -> Q + Q, 

q + ij -> Q + Q. 

(2.37) 

(2.38) 

The diagrams are shown in Figure 2.6. The kinematic consequences from the leading 

order calculation are 
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• the heavy quark and antiquark are produced back-to-back in the parton-parton 

center of mass frame and remain back-to-back in a plane transverse to the colliding 

beam direction. 

• the heavy quarks have an average transverse momentum of about MQc. 

The inclusion of the higher order processes changes not only the value of the cross sec­

tion but also the kinematics of the event. The heavy quark pair production cross section 

calculated by Nason, Dawson and Ellis [22] includes the following parton processes: 

q+q~Q+Q 2 3 as,as 

g+g~Q+Q 2 3 as,as 

q+q~Q+Q+g a~ 
(2.39) 

g+g~Q+Q+g a3 s 

g+q~Q+Q+q a3 s 

g+q~Q+Q+q a:, 
S· 

The theoretical calculation of the production cross section of the heavy quark has 

several uncertainties: 

• higher order corrections 

• correctness of the parton structure functions 

• choice of the scale parameter µ 

• choice of the QCD parameter AQcD 

Figure 2. 7 shows the µ dependence of the cr(pp ~ ttX) for the leading order and next-to 

leading order calculations. The sensitivity to the scale µ is reduced with the inclusion of 

the 0( a~) corrections. Actually, the complete calculation to infinite order of as should 

not depend on the arbitrary scale ofµ. Hence the effect from the higher order correction 

can be estimated by varying the scale parameterµ. Ellis studied the total cross section 
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for the top, bottom and charm production to the next-to-leading order [24] using the 

results of Nason et al. [22] with a recent set of the structure functions, DFLM [25]. 

The results for the tt production are shown in Figure 2.8. We find there is 20% (15%) 

uncetainty in the theoretical calculation of u( tl) for Mtop = 80 (200) Ge V / c2• 

2.4 Fragmentation of the Heavy Quark 

A bare quark has not been observed in the nature. The QCD gives a qualitative expla­

nation for this reason. As a consequence of the non-abelian gauge group of the QCD, the 

effective coupling constant as becomes large at low energy, or at a long distance scale. 

Due to the large coupling constant, the strong field stores sufficient energy to create 

one or more qu_ark-antiquark pairs from the vacuum until the initial quark-antiquark 

pair becomes apart. Then the initial quark (antiquark) together with the new created 

quarks forms a hadron. This ''soft" process, called fragmentation or hadronization, can­

not be calculated by the perturbative QCD. To describe the fragmentation process, the 

fragmentation function n; ( z) which has to be determined experimentally is introduced. 

The fragmentation function D~; ( z )dz gives a probability that we see a hadron h in the 

final particles, with an momentum fraction between z and z + dz of the parent quark q. 

The momentum fraction z is defined as 

z= 
Plmdron 

Pquark 

(2.40) 

The fragmentation process of the heavy quark has been studied in e+ e- experiments. 

It turned out that the fragmentation of the heavy quark was much different from that 

of the light quark. The distinctive feature is that a large fraction of the parent energy­

momentum is transferred to a heavy hadron. This kinematical characteristics of the 

heavy quark fragmentation is referred to as "hard" fragmentation. Peterson et al. gave 

an analytic form of the fragmentation function to account for the fragmentation process 
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for the heavy quark Q [26]: 

N 
D" (z) - --------

Q - z(l - (1/z) - eq/(1 - z)]2' 
(2.41) 

where N is a normalization constant and fQ is a parameter of order M; / M3 ( Mq < 1 

GeV /c2 ). The fragmentation processes for the charm and the bottom quark were found 

to be well described by the Peterson fragmentation function [27) with the e parameter 

given by 

0.06 ± 0.03, 

0.006 ± 0.003. 

2.5 Decay of the Heavy Quark 

(2.42) 

(2.43) 

In the approximation called "spectator model", the decay of a heavy hadron is described 

as the decay of a heavy quark contained in the hadron. Other constituents of the heavy 

hadrons are assumed to be free from the decay process. This approximation is valid 

when the released energy in the decay is much larger than the energy scale of the parton 

interaction in the hadron and is found to be good for describing the decay of the b quark. 

The decay of the top quark in the minimal Standard Model ( with one neutral Higgs 

boson) is dominated by the process 

t--+ Wb. (2.44) 

Decays into the W d and W s are also allowed with the suppression due to the Kobayashi­

Masukawa matrix element ½c1 and Vis. The branching ratio of the top quark decay is 

given by counting the branching ratio of the W decay. The real or virtual W depending 

on the top quark mass succeedingly decays into 3 types of lepton pair (W --+ lv, l = e, 

µ and T) and 6 types of quark pair including the degree of 3 colors (W --+ qq'). Each 
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channel has an approximately same branching fraction, Br= 1/9. 

In the case that the top quark mass is extremely heavy, the top quark decays before 

the fragmentation. Figure 2.9 shows the decay width of the top quark as a function of 

the top quark mass. Figure 2.10 shows the fraction that the top quark goes through the 

fragmentation process before the decay [28]. 

The decay products of the heavy quark usually have a large transverse momentum 

(a momentum projected onto the plane perpendicular to a colliding beam direction) 

because of the large energy released in the decay. Also these daughter particles tend 

to be well separated, or isolated, from each other. One can see this effect by simply 

considering the invariant mass of the daughters in a 3 body decay Q --t qlv for instance: 

Mq j(p,1 +Pl+ p,.,) 2 

p~ + Pl + p'f, + 2 L(Pi · Pi) 
ij 

m~ + m] + m'f, + 22:(EiEi - PiPi cos O;i)­
ii 

(2.45) 

The heavy mass Mq results in that the decay particles get more energetic and that they 

are separated from each other (small cos B;j}. 

Given the decay modes of the top quark and also given the distinctive properties 

of the top quark decay, the characteristics of the top quark event is the existence of 

isolated high Pr particles such as electrons, muons, neutrinos (missing energy), hadrons 

and high ET jets. 

2.6 Top Search in Dilepton Events at CDF 

The signatures for the identification of the top quark production were discussed in the 

previous section. For the tt events produced in pp collisions, we can consider the following 

signatures: 
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• high PT multijet events 

• high PT isolated lepton plus jets events (lepton+ jets) 

• high PT dilepton events, 

where the lepton refers to only the electron and muon. The T lepton is not explicitly 

considered because the detection of the r in pp collisions is not easy. 

Although the multijet events where both the t and l decay hadronically accounts 

for the largest branching fraction 36/81 of all the top decay modes, it is difficult to 

distinguish the tt events from the copious ordinary QCD jet events. 

Since leptons are identified reliably in pp collisions, a great improvement in the 

signal-to-background ratio is obtained by requiring a lepton in the event. This type of 

the mode lepton+ jets accounts for the branching fraction of 24/81. The most important 

background to the lepton+jets channel is the W production with jets (W +jets) followed 

by the leptonic decay of the W. 

The dilepton channel where both the top quark and the antitop quark decay semilep­

tonically provides the cleanest signature in pp collisions with, however, the smallest 

branching ratio of 4/81. The analysis described in this thesis tries to search for the tt 

events in the high P,- dilepton channels including eµ, ee and µµ. The eµ channel, espe­

cially, has no significant background, while the ee and µµ channels suffer from a large 

contribution of the Drell-Yan process (pp~ 1 ,Z ~ 1+1-). There is a small contribution 

involving r's, e's and b's which produce an electron or a muon in their decays. These 

processes are also included in the analysis. The charge combination of two leptons is 

not explicitly restricted. It can be a like-sign or an unlike-sign leptons resulting in a 

slight enhancement of the contribution from b or c decays. The detailed description of 

the analysis will be given in Chapters 4 and 5. 
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Chapter 3 

The CDF Detector 

3.1 Detector Components 

The Collider Detector at Fermilab (CDF) was constructed in order to study pp collisions 

using the superconducting Tevatron collider at .Js = 1.8 TeV. The CDF is located at 

one of the pp interaction regions, BO, along the Tevatron ring which has a diameter of 

2 km, and is the first detector which collected pp collision data at the highest center of 

mass energy currently available in the world. 

The CDF is a general purpose detector covering most of the solid angle, full 21r 

in azimuth and 2° ~ f) ~ 178° with respect to the beam direction. It is capable of 

performing the reconstruction of charged particle tracks, the energy and momentum 

measurement and the identification of the particle species. The physical dimensions 

are, approximately, 30 m along the beam direction, 10 m in width and height. This 

large detector weighs 5000 ton in total. The CDF has about 100,000 electronic read out 

channels. 

The CDF is azimuthally and forward/backward symmetric consisting of three major 

parts, the central detector and two identical forward/backward detectors. The central 

detector includes the superconducting solenoid providing 1.4 Tesla magnetic field for the 

momentum measurement of charged particles. Particles emerged from an interaction 
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region encounter, in sequence, a thin wall beryllium beam pipe, tracking chambers, 

calorimeters and muon detectors. A perspective view of the CDF is shown in Figure 

3.1. An elevation view of the CDF is shown in Figure 3.2. 

The CDF coordinate system is defined as a right-handed system. The origin is taken 

at the center of the detector. The z direction is defined along the proton beam, West to 

East, the y-axis points vertically upward and the x-axis points radially outward from the 

Tevatron ring. The polar angle B and the azimuthal angle <Pare defined in a usual way, 

that is, f) is measured with respect to the positive z-axis {the proton beam direction) 

and <P = 0 is along the positive x-axis with <P increasing toward the positive y-axis. The 

polar angle is quite often expressed in terms of the pseudo-rapidity T/ = - In( tan~). The 

central detector covers the polar angle region 10° - 170° and the forward (backward) 

detector covers 2° - 10° ( 170° - 178°). 

This chapter briefly describes the several components of the CDF detector which are 

relevant to the analysis presented in this thesis. The more complete descriptions are 

found in [29) and references therein. 

3.1.1 Beam-Beam Counter 

The Beam-Beam Counter (BBC) consists of two planes of scintillation counters located 

at the inner face (lzl "" 6 m) of each of the forward and the backward detector. The 

BBC provides a trigger for pp inelastic scattering and monitors the beam luminosity. 

The angular coverage is 0.32° - 4.47° (175.53° - 179.68°) in the forward (backward) 

region. The structure of the BBC is shown in Figure 3.3. 

3.1.2 Tracking Detector 

Vertex Time Projection Chamber 

The Vertex Time Projection Chamber (VTPC) system [30] consists of 8 modules ar­

ranged in a line along the beam direction surrounding the beam pipe of 5 cm diameter. 

The main purpose of the VTPC is the vertex measurement of a pp collision event by the 
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reconstructing charged particle tracks. It covers 1111 < 3.25. 

Each module of the VTPC is 35 cm long, and the total length is 2.8 m. The inner 

radius and the outer radius is 7 cm and 21 cm, respectively. Two modules are shown in 

Figure 3.4. Each module has an octagonal shape and the high voltage grid at the center 

divides the inner area into two 15 cm drift spaces. At the both ends of each octant, 

there are 24 anode sense wires and 24 cathode pads. The 24 sense wires are arranged in 

R-q, plane strung perpendicularly to both the radial direction and the beam direction to 

measure R-z coordinates of tracks with the TDC read out. The 24 pads are arranged in 

three rows for </, measurements. Using these position information, the VTPC is capable 

of 3 dimensional track reconstruction. 

At the Tevatron, the pp collision point fluctuates around the nominal position of 

Zcvent = 0 with .er( Z<:,·cnt) ~ 35 cm, which is well contained in the VTPC coverage. The 

VTPC determines the event vertex Zc,·cnt with a precision of rv 1 mm. The electron 

identification algorithm also utilizes the VTPC track reconstruction by requiring the ex­

istence of the track associated with the electron candidate. The central tracking chamber 

has only its coverage up to 1111 < 2.0. Thus only the VTPC gives track information in 

2.0 ~ 1111 ~ 3.25. 

Central Tracking Chamber 

The Central Tracking Chamber ( CTC) [31] is a 3.2-m long cylindrical drift chamber 

surrounding the VTPC. It reconstructs the track of a charged particle in 1.4 Tesla axial 

magnetic field pointing to the -z direction and measures the momentum. The coverage 

extends to 1111 < 2.0 but the best momentum measurement is possible in 1111 < 1.0. 

The inner radius and the outer radius is 28 cm and 138 cm, respectively. It has 

84 layers of sense wires with TDC read out, which are gathered into 9 layers called 

"superlayers". The numbers 0-8 are assigned to them from the inner layer to the outer 

layer. Five superlayers contain 12 layers of the axial sense wires parallel to the beam 

direction and are used to measure R-<f, coordinates. Four superlayers interleaved by 
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the axial superlayers have 6 layers of the sense wires tilted by ±3° alternatively from 

layer to layer with respect to the beam direction to measure R-z coordinates. They 

are called stereo superlayers. The wires in a superlayer are divided into the cells in cf, 

direction. The number of cells changes from 30 for the innermost superlayer to 120 for 

the outermost superlayer, and there are 660 cells in total. The wires in a cell are tilted 

by 45° from the radial direction to correct for the Lorentz angle of electron drift in the 

magnetic field. An endplate of the CTC is shown in Figure 3.5. 

The momentum resolution degrades in large 1111 region where particles do not traverse 

all the superlayers. Particles in 111 I < 1.0 pass through all the superlayers and in this 

region the CTC system measures momenta of charged particles with the resolution of 

(3.1) 

where PT is the transverse momentum in Ge V / c. The best resolution 

(3.2) 

is obtained (32] for tracks which are constrained to come from the beam position in R-<f, 

plane, which is offset a few µm from the nominal beam position x = y = 0 and changes 

from store to store of beams. 

The OTC also provides as a trigger for high Pr tracks. 

3.1.3 Calorimeter 

The particle energy is measured by the calorimeter. The CD F calorimeter consists of 

the electromagnetic (EM) calorimeter and the hadronic (HAD) calorimeter covering full 

21r in <p and 1111 ::; 4.2. The CDF calorimeter systems are divided into several detectors 

according to the coverage in 77. The central calorimeter covers 1111 ::; 1.1, in which the 

HAD covers only 1771 ::; 0.9. The plug calorimeter covers 1.1 ::; 1771 ::; 2.4, in which the 

HAD covers only 1.3 ::; 1111 ::; 2.4. The intermediate region between the central HAD 
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and the plug HAD is covered by the endwall HAD calorimeter (0.7 :::; 1111 ~ 1.3). The 

forward/backward calorimeter extends from 1111 = 2.2 to 4.2 while the HAD covers from 

2.3 to 4.2. A part of the forward/backward EM calorimeter is followed by the plug 

HAD calorimeter. They all have a projective tower geometry with fine granularity in 

71-c/, common to both the EM and the HAD calorimeter. 

Central Calorimeter 

The central calorimeter is located outside the solenoid. The EM calorimeter occupi~s 

from R = 1.7 m to 2.0 m, which is followed by the HAD calorimeter up to R = 3.5 

m. The overall dimension is 4.9 m along the beam direction. The central calorimeter is 

divided into two parts, east side and west side, which face each other at 71 = 0 where a 

small inactive region is left (90° crack). Each part is further segmented to 24 modules 

in q, (ll.cp = 15°). Each module forms a single unit called wedge, together with the muon 

detector behind the HAD calorimeter. The 24 wedges are assigned numbers from 0 to 

23 starting from q, = 0. Out of 24, 12 wedges make a semi-circle called arch. Two arches 

touch each other at q, = 90° and 270° so as to surround the inner part of the central 

detector. The calorimeters in a wedge have projective tower geometry in 71, 10 towers for 

EM calorimeters (numbered 0-9 from small 1111) and 9 towers (0-8) for HAD calorimeters. 

The resulting segmentation of the central calorimeter is ll.r, x ll.q, '.:::::: 0.1 x 15°. The 

physical dimension of a tower is approximately 24 cm in z by 45 cm in c/, direction at 

the bottom of the EM calorimeter, and 28 cm by 56 cm at the bottom of the HAD 

calorimeter. One of 48 wedges is shown in Figure 3.6. The tower geometry of the central 

calorimeter is shown in Figure 3. 7. 

The central EM calorimeter ( CEM) [33) consists of 31 layers of 5 mm thick scintillator 

and 30 layers of 1/8 inch lead absorber arranged alternately. The thickness is ~ 18Xo 

(radiation length) including the solenoid. Using the test beam electron with an energy 
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range of 15-100 GeV, the energy resolution of the CEM was measured (33] as 

l:iE 13.5% 

E - v' E sin 8' 
(3.3) 

where the sin() reflects the change of the sampling thickness seen by the electron emitted 

at polar angle 8. 

The CEM has a gas proportional wire chamber with cathode strips (CES) embedded 

at the approximate EM shower maximum ( ~ 5.9X0 including the solenoid). The CES 

consists of the wires along the beam direction for </J measurements and cathode strips 

perpendicular to the wires for z measurements. The CES provides a precise determina­

tion of the shower center and the shower shape. The position resultion is about 2.2 mm 

in the wire ( </J) view and 1.4 mm in the strip view for 50 Ge V / c electrons. 

The central HAD calorimeter (CHA) [34] consists of sandwiches of 2.5 cm thick iron 

and 1 cm thick scintillator. The thickness of the CHA is 4.5A ( absorption length). The 

energy resolution is given by 
l:iE 
E = 

75% 

v'E sin 8 

from the test beam pion data with an energy range of 10-150 GeV [34]. 

Plug Calorimeter 

(3.4) 

The plug calorimeter [35] is located at the end of the CTC and consists of the EM 

calorimeter (PEM) and HAD calorimeter (PHA) behind. 

The PEM has a cylindrical structure occupying from lzl = 1.7 m to 2.3 m with the 

outer radius of 1.4 m and is surrounded by the solenoid. The inner radius varies from 30 

cm to 39 cm as lzl increases. The PEM is divided into 4 quadrants in </J direction, leaving 

a small inactive region around every 90° boundary in cp. A cross sectional view of the 

PEM is shown in Figure 3.8 and an isometric view of a quadrant is shown in Figure 3.9. 

The PEM consists of 34 sampling layers arranged perpendicularly to the beam direction, 

where each layer includes a lead panel as an absorber and a layer of gas proportional 
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wire chambers with cathode pads as an active medium. The total thickness of the PEM 

is 18-21Xo. These layers are divided into 3 groups in z direction, the first and the last 

5 layers form the first and the third segment and the rest of 24 layers form the second 

segment. The energy deposited in the second segment is used in the trigger. The cathode 

pad panel is physically segmented into 16 channels in 7J and 18 channels in <f, (!J.<J, = 5°). 

The 7J width of the pad varies along 7J (Li71 = 0.05-0.1). The segmentation used in the 

analysis is slightly different. At the outermost pad (the smallest 1111 in the plug region), 

the three pads along <J, are grouped to form a tower of the same 71-<f, segmentation as in 

the central, Li77 x Li</>= 0.1 x 15°. Next two pads in 77 and three pads in </> form a single 

tower of the same Li77, Li</> as in the central. In 1.32 ~ 1111 ~ 1.41, two pads in 77 are 

combined to have a standard plug tower size, Li77 x Liq, = 0.09 x 5°. Each of other pads 

forms one tower. by itself with a standard plug tower size. 

The energy resolution was measured in the electron test beam with an energy range 

of 20-200 Ge V (35] as 

LiE 
E 

28% 
vE. (3.5) 

The PHA has a truncated cone shape extending from lzl = 2.3 m to 3.7 m. The 

PHA consists of 20 sampling layers of a steel plate and gas proportional wire chambers 

with cathode pads. The thickness is ~ 5.7..\0 • Unlike the PEM, the PHA is divided at 

every 30° in <f,. Each part, called stack, has 12 pads in 77 and 3 pads in <f,. The resulting 

pad segmentation is the same as in the PEM, LiTJ x Li</> = 0.09 x 5°. The longitudinal 

20 samples are ganged into a projective tower. 

The energy resolution for the PHA was measured as 

LiE 
E 

132% 

vE 

by the test beam pions with an energy range of 40-200 GeV (36]. 
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Wall Hadron Calorimeter 

The wall hadron calorimeter (WHA) [34] is instrumented in the uncovered region be­

tween the CHA and PHA. The WHA is attached to the central wedge at the side end 

of it (lzl = 2.5 m). The overall dimension is 80 cm along the z direction and 1 m along 

the radial direction. A side view of the one module is shown in Figure 3.7. 

The WHA has a same structure as the central wedge in <p ( fl.</, = 15° ). It contains 6 

towers with the same llr,, fl</, as in the CEM or the CHA, and consists of 15 layers of 

5 cm steel and 1.0 cm scintillator. The thickness is~ 5.7A0 • The physical tower size is 

25 cm along the radial direction from the beam axis and 35 cm along the <p direction at 

the bottom of the tower. 

The energy resolution for the WHA is measured as 

llE 80% 
= E y'E (3.7) 

from the test beam pion data with an energy range of 10-150 GeV (34). 

Forward/Backward Calorimeter 

The forward/backward calorimeters [37] consist of layers of gas proportional sampling 

chambers interleaved with lead for the EM calorimeter (FEM) and steel for the HAD 

calorimeter (FHA). These calorimeters are not directly used in this analysis but con­

tribute in the calculation of missing ET which is obtained from the calorimeter energy 

imbalance up to ITJI = 3.6. 

3.1.4 Central Muon Detector 

The central muon detector (CMU) [38] is mounted in the outermost part of the cen­

tral detector. It detects muons having traversed approximately 5 absorption lengths of 

material in lr,I < 0.63 and also provides a trigger for muons. 

The CMU is built into each wedge with the bottom of the chamber 3.5 m away from 
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the beam line. The chambers are 2.3 m along the beam line. The CMU chambers in a 

wedge subtend 12.6° in </>, leaving a gap in the central muon coverage of 2.4° between 

each wedge. The CMU is further segmented in</> into three modules of Ii</>= 4.2° each of 

which is bolted together to form a single unit. The layout of the central muon chambers 

in one wedge and the arrangement of the chamber planes are shown in Figures 3.10 and 

3.11, respectively. 

Each of the ti</) = 4.2° modules consists of 4 layers of 4 rectangular drift cells. A 

stainless steel sense wire is strung at the center of the cell. The 4 sense wires, one from 

each layer, make up a muon tower. Alternating two of the 4 sense wires lie on a radial 

line which pass through the beam axis in R-</> plane. Other 2 wires are 2 mm offset from 

this line. This resolves which side of the sense wires (in </>) a track passes. The angle 

a between a track and the radial line can be determined by measuring the drift time 

difference of arriving electrons. With a charge division, z coordinate is also measured. 

The angle measurement is translated to the transverse momentum measurement. We 

denote by D the distance from the beam axis to the crossing point of a particle track 

and the radial line. The a is related to P.r by 

sma 
qBL2 

2DPr' 
(3.8) 

where B is the magnitude of the magnetic field, L is the radius of the solenoidal magnetic 

field [38]. Putting B = 1.4116 T, L = 1.440 m and D = 3.470 m (the bottom of the 

muon chambers) in Equation (3.8), we have 

sin 
O 

(~ a) = 126 (mrad · GeV /c) 
P.r 

(3.9) 

for q = e = 1.6 x 10- 1H C. The approximation sin a :::= a is good already for PT = 1 

GeV Jc. The Pr measurement is degraded due to multiple scattering of a particle in 

the calorimeter materials. The average uncertainty in the angle a due to the multiple 
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scattering (39] is represented as 

~a= 
85 (mrad · GeV /c) 

Pr 

Therefore the momentum resolution of the CMU is 

(3.10) 

(3.11) 

The uncertainty in the angle measurement due to the finite position resolution ("" 250 

µm) is negligible small compared to that due to the multiple scattering process. 

3.2 Trigger System 

In the 1988-1989 run, the Tevatron was operated at a typical luminosity of 1030 cm-2s- 1 

in six bunch mode (6 proton bunches and 6 antiproton bunches). The beam crossing 

interval was 3.5 µs (286 kHz). The cross section of the inelastic pp interaction at 1.8 

TeV is about 47 mb resulting in a rate of 40-50 kHz. In order to reduce this high rate 

to a manageable rate of,...., 1 Hz at which the data can be written to a tape, and to be 

preferentially sensitive to events of physics interest, the CDF employed four layers of 

triggers called level 0-3. At Level-I and level-2 trigger [40], hardware trigger processors 

operate on the various information from the CDF detector. The event readout is initi­

ated after level 2 accepts an event. Then digitized data is sent to level 3 trigger [41] for 

more sophisticated selection. 

Level 0 

Level-0 trigger requires a coincidence of hits between the east and west BBC counter to 

select inelastic pp interactions. A decision is made within 3.5 µs (no dead time). If level 

0 accepts an event, it is inhibited during the next beam crossing. Thus 7 µs dead time 

is incurred. A typical output rate of level 0 was ,...., 50 kHz. 
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Level 1 

Level-I decision which takes less than 3.5 µsis based on the global features of calorimeter 

energy deposition, high P.r CTC track and hits in the muon detectors. The calorimeter 

segmentation is preserved at a coarser granularity than the offline towers, and called 

trigger towers. Each trigger tower is formed by adding several offline towers so as to 

have a common size of llr, x ~</> = 0.2 x 15°. The electromagnetic transverse energy, the 

hadronic transverse energy, the total transvers energy which are summed over trigger 

towers with ET above programmable thresholds, and the ET imbalance are used for a 

decision. The Central Fast Tracker ( CFT) (42] identifies high Pr tracks by comparing 

observed axial hits in the CTC with the predetermined hit patterns in a look-up table 

stored in a memory. No information on </> direction is available. The central muon trigger 

can measure the Pr of a muon candidate as described in §3.1.4. Level 1 reduces level-0 

output to a few kHz. 

Level 2 

Given the level-I delivery rate, Level 2 is allowed approximately 10 µs for its decision. 

In this time, it is possible to form clusters of energy, to calculate the cluster position 

and width, to match a CTC track to an energy in the calorimeter cluster or to hits 

in the muon detector. Thus level 2 is able to do a first-order identification of physics 

objects such as electrons, photons, muons and jets. The level-2 triggers include jet, pho­

ton, electron, muon, missing ET, dielectron, di photon, dimuon and eµ triggers. Level 2 

reduces the event rate to less than 100 Hz. If level 2 accepts an event, event readout 

starts, which takes rv 1 ms. 

Level 3 

When an event satisfies level 2, the event data are digitized and read out by scanner 

modules. During the data are transferred to level 3, they are formatted into the standard 
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CDF data format by one of the data acquisition (DAQ) FASTBUS modules. Level 

3 consists of a farm of 60 parallel micro-processors which are developed by Fermilab 

Advanced Computer Program (ACP) [43]. Each ACP node has a power equivalent to 

about 67% of a VAX 780. The same FORTRAN codes as used in offline analysis run on 

it for more sophisticated event reconstruction and selection. 

3.3 Data Acquisition System 

The CDF Data AcQuisition system (DAQ) [44] employed a FASTBUS-based multi-level 

network. It reads the data with a typical size of N 100 kbytes for one pp collision event 

from ,....., 100,000 electric channels. 

The CDF DAQ has multiple partitions each of which covers one or more independent 

detector sections so that the DAQ for the different detector components can proceed in 

parallel. At the lowest level of the DAQ system, there are two major types of front­

end systems. All the calorimeters and the central muon chambers use the Redundant 

Analog Bus-Based Information Transfer (RABBIT) system developed at Fermilab [45]. 

This crate-based system consists of analog charge amplifire cards with sample-and-hold 

circuits (RABBIT cards), a digitizer called Event Write Encoder (EWE module) with a 

capability of the analog pedestal subtraction and the test-over-threshold, and a scanner 

module (MX) interfaced to FASTBUS via the Multiple Event Port (MEP). Most tracking 

detectors use commercial FASTBUS TDCs read by the scanner module SSPs [46]. These 

front-end electronics except the scanner modules are located near the corresponding 

detectors, while the scanner modules are in the CDF control room. Each of the scanners 

can buffer 4 events. 

The operation of the scanner modules and the trigger system are controlled by the 

Trigger Supervisor (TS) module [47]. When the level-2 trigger accepts an event, the 

Trigger Supervisor directs the scanner modules to read the data from the front-end elec­

tronics. After all the scanning has completed, the Trigger Supervisor sends a FASTBUS 
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message to BuFfer Manager (BFM) indicating that an event is available in a specified 

buffer while the TS initiates the trigger process again unless all the four scanner buffers 

are full. The Buffer Manager supervises the dataflow from the scanner modules to the 

host VAX computer. Receiving the FASTBUS message from the Trigger Supervisor, the 

Buffer Manager directs the EVent Builder (EVB) module [48] to "Pull" an event from a 

specified buffer in all the scanner modules. The Event Builder is a group of FASTBUS 

modules which read, buffer and reformat a complete event from any allowed partition of 

the detector components. When the Event Builder has finished reading, it sends back 

a "Pull OK" message to the Buffer Manager and the BFM in turn notifies the Trigger 

Supervisor that the specified buffer in a scanner is available for the next reading process 

while the BFM directs the EVB to write a complete event into a specified node in the 

level-3 processor. farm (ACP) (43]. Accepted events by the level-3 trigger are read by 

the buffer multiplexor executing on one or more computers in the VAX cluster. 
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Figure 3.5: An endplate of the Central Tracking Chamber showing the arrangement of 
the blocks which hold the 84 layers of sense wires. 
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Figure 3.10: The layout of the central muon chambers in one wedge. 
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Chapter 4 

Event Trigger and Selection 

The signature of tt events we are seeking for is the existence of two high PT leptons ( e or 

µ ), that is, eµ, ee and µµ events. For electrons, both the central and the plug region are 

considered for their detections. In this chapter, the selection for tl dilepton events in the 

1988-1989 CDF data are described. The first section gives a general description about 

the data production scheme at CDF and about the dilepton events for this analysis. 

Next section describes the triggers relevant to this analysis. In §4.3 and §4.4, tools to 

identify electrons and muons in the CDF detector are defined and the selection cuts are 

described. Further cuts are applied to reject backgrounds which are expected to pass all 

the lepton selection cuts. This is described in §4.5. The last section describes the result 

when all the selection cuts are applied to the CDF data. 

4.1 Data Production 

The CDF data are controlled by the YBOS memory management system [49]. Raw data 

contain just ADC and TDC counts recorded by the various detector components of the 

CDF. There are standard programs which convert these unphysical data in themselves 

to physical information such as tower energies, tracks in the CTC, etc, and which re­

construct physical objects such as electrons, photons, muons, jets and missing ET by 
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executing clustering or other reconstruction algorithms. This stage of the data produc­

tion is refered to as the "reconstruction stage" in what follows. Electrons and muons are 

roughly identified at this stage and registered to the corresponding electron and muon 

YBOS banks. These electron and muon banks contain various information for the fur­

ther sophisticated identification. General users deal with these loosely identified leptons 

via accesses to the YBOS banks. 

After the reconstruction of events, several standard programs are executed to filter 

events with tighter identification cuts on leptons or other physics objects and/or with 

the cuts based on the various physics analysis purposes such as electroweak physics, top 

search, etc. The CDF data production group performed data production using these 

standard reconstruction and filtering programs which generated several data streams. 

Generally users analyze these data sets according to their own analysis demands. 

In order to get a better quality of the sample for the top quark search in dilepton 

events, further tighter lepton cuts and some event filtering criteria are imposed on the 

data sample from a stream containing dilepton events. The lepton identification cuts at 

the reconstruction stage and at the final selection stage for the top quark search will be 

given in §4.3 and §4.4 after the various lepton identification tools are described. 

The events selected for the dilepton analysis are classified into several channels ac­

cording to the regions where the leptons are detected. We use the notation CE for the 

central electrons and PE for the plug electrons. Muons detected in the central region 

are classified into 2 types. One is the muon detected in the central muon chamber and 

called the Central MUon Object (CMUO). The other is the muon identified as a mini­

mum ionizing particle by the energy deposition in the calorimeter and called the Central 

Minimum Ionizing Object (CMIO). In short, CMUO and CMIO are denoted by MU 

and MI, respectively. According to this classification of leptons, there are 10 possible 

combinations of dilepton events: CEMU, CEMI, PEMU, PEMI, CECE, CEPE, PEPE, 

MUMU, MUMI and MIMI. However MIMI has no relevant trigger and PEPE is found to 

be a small contribution in the tt events (2% of the total dilepton acceptance). Therefore 
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the 8 classes excluding MIMI and PEPE are considered in this analysis. 

4.2 Triggers 

As described before in §3.2, CDF has 4 layers of triggers [40, 50]. The first level trigger, 

level 0, required a coincidence between hits in the forward and the backward scintillation 

hodoscopes to select inelastic interactions of which typical rate was ,...., 50 kHz in the 1988-

1989 CDF run. The level 1-3 triggers reduce this high rate of pp interactions to a rate of 

1-2 Hz at which events could be recorded on a tape. The level 1-3 triggers consist of a 

logical OR of several requirements which are defined to detect electrons, photons, muons, 

missing energy, jets and taus, and select events based on physics interests. The level-3 

trigger [41] con~ists of a farm of 60 Fermilab Advanced Computer Program (ACP) [43] 

modules running the same codes as used in the CDF offline analysis. Electron and muon 

triggers which are relevant to this analysis are described in the following subsections. 

4.2.1 Central Electron Trigger 

The central electron trigger identifies electrons by their large EM energy deposition in 

the calorimeter and the existence of an associated CTC track. 

Level 1 

Event triggers are based on a segmentation of the calorimeter coarser than the one in 

the offline analysis. These trigger towers are defined as ll.11 x fl.</> = 0.2 x 15°. The 

central electron trigger at level 1 requires that a trigger tower have the transverse EM 

energy, Efl\\ above 6 GeV {single-tower threshold) and the sum of EfM over all the 

trigger towers passing the single-tower threshold be greater than 6 GeV. At this stage, 

ET is calculated using the fixed event vertex position of Zc\'cnt = 0. 

Level 2 
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Electromagnetic energy clusters are formed from trigger towers by hardware processors. 

A clustering algorithm is that, first, a trigger tower with EfM > 4 Ge V ( a seed tower) is 

searched, then 4 adjacent towers are examined to be added to the seed tower if its EfM 

is greater than 3.6 GeV, each attached trigger tower is then taken as a seed tower and 

the same procedure is repeated until no more trigger tower is found to be added. The 

cluster ET is defined as a sum of ET of all the trigger towers in a cluster. Here again 

ET is calculated with Zevent = 0. 

CTC tracks are reconstructed in two dimension by a hardware processor called Cen­

tral Fast Tracker [42]. The CFT processes fast timing information from the CTC to 

identify a high Pr track in the R-4> plane by comparing the CTC hits with predeter­

mined patterns. The CFT has a momentum resolution of !!l.PT / P] l"V 0.035 (GeV /c)-1 

with a track finding efficiency of (98±0.5)%. These CFT tracks are matched in azimuth 

with a central trigger cluster found in the calorimeter. The level-2 central electron trig­

ger requires that a central EM trigger cluster with ElM > 12 Ge V exists, that the ratio 

of the total cluster ET to Ef'' is less than 1.125 and that there is a CFT track with 

PT > 6 GeV /c pointing at the cluster. 

Level 3 

The level-3 central electron trigger [51] executes the same clustering algorithm and track 

finding algorithm as used in the offiine analysis (see §4.3.1), except that CTC tracks 

are reconstructed only in 2 dimension to save the execution time. The momentum 

resolution of this fast track reconstruction is !:).Pr/ P} rv 0.007 ( Ge V / c )-1 • The level-3 

central electron trigger requires the same criteria as in the level-2 central electron trigger, 

EfM > 12 GeV, ET/ Ef'-1 < 1.125, a CTC track with PT> 6 GeV /c pointing at the EM 

cluster. Furthermore, a cut on the lateral shower shape of the EM cluster measured with 

the calorimeter towers, Lshr < 0.5, is required if EfM < 20 GeV, where Lshr is defined 

by Equation ( 4.6). The transverse energy calculation uses a measured event vertex. 
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4.2.2 Plug Electron Trigger 

Level 1 

The calorimeter segmentation used in the plug electron trigger is the same as the one 

in the central region. A similar requirement is imposed while the single-tower threshold 

is slightly lowered from 6 Ge V to 4 Ge V in order to account for the physically smaller 

trigger tower size in the plug compared to that in the central. The total EM ET summed 

over all the trigger towers with E..- above a signle-tower threshold must be greater than 

6 GeV. 

Level 2 

A similar clustering algorithm as used for the central electrons is performed. It requires 

that EfM > 23· Ge V and that the ratio of the total cluster ET to EP, 1 be less than 

1.125. No requirement on tracks is imposed since the CTC performance is limited in 

this T/ region. 

Level 3 

The level-3 trigger executes the same clustering algorithm as used in the offiine analysis. 

No effective filtering was performed at the level-3 plug electron trigger (the threshold of 

E-P'1was 7.5 GeV). 

4.2.3 Central Muon Trigger 

Level 1 

The central muon level-1 trigger [52] uses information exclusively from the muon cham­

ber TDC's. The timing information is used to determine the momentum of a charged 

track detected in the muon chamber, as described in §3.1.4. The level-I muon trigger 

requires that the time difference of hits in alternate two muon chambers be lower than a 

programmable threshold, thereby imposing a minimum PT cut on the charged particles. 

A cut of P.r > 5 GeV /c was used during approximately the first third of the run and a 
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Central electron 12 GeV CEMU ,CEMI,CECE,CEPE 
Central muon 9 GeV /c CEMU ,CEMI,MUMU ,MUMI,PEMU 
Gas photon 23 GeV PEMI 

Table 4.1: Triggers and corresponding dilepton event types which are selected by the 
trigger. 

3-GeV /c threshold later on. 

Level 2 

The level-2 trigger requires the existence of a CFT track with Pr > 9.2 Ge V / c. This 

track is propagated to a muon chamber region and required to match with a track seg­

ment recorded at the muon chambers within 15° in azimuth. 

Level 3 

At the level 3, we reconstruct a CTC track using the same code as used in the offiine 

analysis but only in 2 dimension to save the reconstruction time, and impose a momen­

tum cut of Pr > 11 GeV /c and a position match better than ±10 cm in the azimuthal 

direction with a track segment in the muon chamber. 

4.2.4 Triggers for the Dilepton Events 

Each dilepton channel is selected by one or more lepton triggers. The relations between 

the channels and the triggers by which events are recorded are shown in Table 4.1. 

4.3 Electron Selection 

Electron identification in CDF (53] is described in this section. Other descriptions on 

the electron identification which are not exactly same but similar to the one described 

here can also be found in earlier publications (20, 54]. 
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High Pr electrons are identified basically by the large energy deposition in the EM 

calorimeter and the existence of an associated track. However there are backgrounds 

which fake an electron signature in the detector. One of them is a charged pion interact­

ing in the EM calorimeter. Most of charged 1r's are discriminated by the energy deposi­

tion in the hadronic calorimeter than that in the EM calorimeter. But some fraction of 

charged 1r's interact and deposit a large part of their energy in the EM calorimeter. Since 

a charged 1r leaves an associated track in the tracking chamber, it looks like an electron. 

Another source of fake electron backgrounds is 1r0 /,'s with an overlapped charged track. 

Both 1r0 and I make an energy deposition in the EM calorimeter. In the case that a 

charged 1r passes near the -rr0 
/, in the EM calorimeter, its track looks associated to that 

EM energy deposition. This also mimics an electron signature. On top of these fake 

electron backgrounds, there are electrons which are not related to hard pp collisions, 

such as electrons from photon conversions ('Y -+ ee) and Dalitz decays ( 1r0 -+ e+ e-1 ). 

In order to reject these fake and real electron backgrounds, several identification tools 

are developed which are described in this section. 

4.3.1 Central Electron 

Clustering 

A segmentation of the central calorimeter at the ofHine analysis level is the same as the 

physical one of the detector. The 1/ width is 0.11 and the</> width is 15°. The clustering 

algorithm starts from searching a seed tower which has Ef'1 > 3 GeV. The transverse 

energy ET is calculated using the polar angle 0 connecting the measured event vertex 

Zcvent and the center of a tower. The tower center is defined as the middle of the tower 

width in terms of the polar angle and the azimuthal angle at the depth of the shower 

maximum ( l"V 5.9X0 ). 

Then adjacent two towers in 1/ direction are examined and added if Ef~·I > 0.1 GeV. 

In </> direction, we do not add towers since EM showers are well contained in one tower 

in this direction. The maximum number of towers in a cluster is 3 but in most cases an 
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EM cluster contains only one or two towers since the EM shower size is typically 2 cm 

in width and is smaller than a tower size of R~<J, x ~z r<,J 45 cm x 24 cm. The energy 

E of a cluster is calculated by summing the tower energies in a cluster. 

After the clustering, three successive corrections on the EM energy part are provided 

in the offi.ine analysis [55]. The first one is based on a response map in a single tower 

from test beam electron data. This correction is done according to the shower center's 

location in a tower which is measured with the CES (The shower position measurement 

with the CES is described later in this section). The second correction is for tower­

to-tower response variations. This correction is obtained by examining tower-to-tower 

differences in the ratio of the cluster energy to the moment um of a track associated to the 

cluster ( E / P) using real data. This correction sets E / P of all the towers to 1 in average. 

However, an electron can emit a photon which is contained in a same EM cluster while 

the electron looses its momentum due to this radiation. Therefore the actual value 

of E / P tends to be greater than 1. One thus needs an overall scale which takes the 

radiation into account. This final correction is determined to be 1.026 by the E / P 

distribution in the range of E / P < 1.4 for the W Monte Carlo simulation incorporating 

photon radiation [56]. At the reconstruction stage, none of these corrections are applied. 

The total ET of a cluster is defined as E sin 0, where E is the cluster energy and 

B is the polar angle of the cluster centroid with respect to the measured event vertex. 

The cluster centroid is calculated as the energy weighted mean of the tower centers in a 

cluster. Ef~1 and EV:\D are defined similarly. An EM cluster is pre-required to satisfy 

EfM > 5 GeV and HAD/ EM < 0.125 at the first level of the identification, where 

HAD/EM is the ratio of the hadronic energy to the EM energy. 

Shower Detection in the CES 

The lateral shape of an electromagnetic shower is measured with the Central Electro­

magnetic Strip chamber (CES) which is located approximately at the shower maximum 

depth ( r<,J 5.9X0 ) in the central electromagnetic calorimeter. The clustering algorithm 
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starts from searching seed channels which must have energy greater than > 0.5 GeV. 

The highest energy channel is picked up and channels in a fixed window centered at 

the seed channel are attached. The number of channels in a window was 11 including a 

seed tower. Next, the highest seed channel is selected from those which are outside the 

first cluster and the only channels which were not used in the previous clustering are 

attached within a new window. The same procedure is repeated until no seed channels 

are found. 

Track Associated with an EM Cluster 

CTC tracks are reconstructed in 3 dimension from R-<p measurments by the axial super­

layers and R-z measurements by the streo superlayers with the momentum resolution of 

l:iPT / P:f: ~ 0.002 (GeV /ct 1
• The highest Pr track in those pointing to an EM cluster 

is picked up as the one which is associated with an EM cluster. 

Definition of the Fiducial Region 

In order to ensure a correct energy measurement, a fiducial region is defined so as to 

avoid inactive detector region. For central electrons, the fiducial region is given by a set 

of requirements: 

• Seed tower of a cluster must have a tower number of 0-8. Tower 9 does not have 

enough depth coverage for the EM calorimeter. 

• A track associated with an EM cluster is propagated to the CES, R = 184 cm. 

The track must be at least 2.5 cm away from a <p boundary of the wedge. 

• An absolute value of Z coordinate of a track propagated to the CES must be > 9 

cm. This is meant to avoid a crack at () = 90°. 
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Identification Variables 

In order to improve a quality of electron candidates, several variables are defined and 

used to reject backgrounds. The main sources of background are mentioned at the top 

of this section. 

(I) HAD/EM 

A ratio of the hadronic energy to the electromagnetic energy. This quantity is used 

to discriminate charged ,r's which tend to have more energy deposited in the hadronic 

calorimeter than electrons. Figure 4.3 shows the H AD/(H AD+ EM) distributions for 

test beam electrons, for test beam pions, and for central electrons from W ~ ev events. 

(2) E/P 

A ratio of E¥r-.1 to Pr. This ratio is close to 1 for electrons. One of the sources which 

mimic the electron signature in the detector is 1r
0/,'s with a charged hadron which hap­

pens to pass near the 1r
0 /,'s. This overlap of a charged hadron looks an EM cluster with 

an associated track. However, the E/ P ratio is not necessarily 1 in this case due to its 

accidental characteristics, and E / P is useful to reject this type of backgrounds. Figure 

4.4 shows the E / P distributions for the central electrons from the Z ~ ee events and for 

the EM clusters in a jet sample. The jet sample consists of the events triggered by the 

pre-scaled jet trigger with an ET threshold of 20 Ge V. Since this sample is dominated by 

the ordinary QCD jet events, most of the EM clusters in the sample can be considered 

as fake electrons. 

(3) Lateral shower shape: x;1.rip 
Comparing a shower shape measured in the CES with the one obtained from test beam 

electrons, one can check the consistency of the measured shower shape with the expected 

electron shower shape [57]. The variable X~1.rip defined by Equation ( 4.3) uses a shower 

shape in strip view (along the beam direction). We minimize the following function 
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varying two parameters, Z, the Z position of the center of a shower, and E, the electron 

energy. 

(4.1) 

where E;ncas is the measured energy in the channel i, qrcd is the predicted fraction of the 

total energy in the channel i which is obtained from 50-Ge V / c test beam electrons, and 

Ui denotes the energy fluctuation of a single-channel response. In the summation, 11 

channels are examined ( n = 11) corresponding to about 15 cm which is sufficient to con­

tain a full electron shower. The r~spons.e fluctuation Ui for each channel is parameterized 

as 

(4.2) 

The parameterization is based on 10-Ge V / c electron test beam data. 

Using the shower center position obtained above, x;trip is defined as 

1 (E )
0.7•17 n (qmcas qprcd(z ))2 

2 CEi\ I ~ i - i C ES 
Xstrir = -4 ~O L., ~( z ) , 

i=I ui CES 
(4.3) 

where EcErvI is the energy measured by the central EM calorimeter, q;"eas is the measured 

fractional energy in the channel i. The energy obtained by minimizing the function (4.1) 

is not used because the energy resolution of the strip chamber measurement is worse {20% 

and 30% for 50 Ge V / c and 10 Ge V / c electrons, respectively) than the one measured 

by the CEM. An energy dependent factor of E 0 ·7'
17 is introduced to compensate for the 

energy dependence of the X~trip which comes from the energy fluctuation of a single­

channel response. The fluctuation is dependent on the number of secondary electrons 

traversing the CES plane. Since the number of secondary electrons depends on the 

energy of a primary electron (N ex E), the fluctuation is dependent on the primary 

electron energy. The parameterization is determined from test beam electrons of various 

energies from 10 GeV to 200 GeV. Figure 4.1 shows the distributions of x:trip for electron 

candidates in the Z ~ ee events and for EM clusters in the jet events. 
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In the same way, the shower shape parameter in z direction, x;·ire, is defined using 

a wire view of the EM shower. But it is not used in this analysis because the position 

resolution of the CES for R-</> measurements is worse than that for z measurements ( see 

§3.1.3). 

The x!trip is useful to discriminate against an EM cluster in which more than one 

particle are contained. Photons from 1r
0 

--+ 11 decay have a minimum opening distance 

d ( cm) at a radius R ( cm) from the beam line that is related to the 1r
0 PT as 

d ( ) 
_ 2RMr.o 

cm - , 
P.r 

(4.4) 

where M1ro = 0.135 Ge V / c2 is 1r
0 mass, P.r is in Ge V / c. At the strip chamber radius, 

R = 184 cm, we have d:::: 50/ PT cm. Since the window size of the x;trip is r,.J 15 cm, 1 's 

with d ~ 1 .5 cm or 1 's from 1r
0 of Pr above "" 7 Ge V / c will be contained in a same strip 

cluster. The resulting x;trip will have a large value due to the existence of an additional 

shower peak in a cluster. A typical CES shower has "" 99% of the energy contained 

in ±2.5 cm around the shower center. Therefore the presence of two photons will be 

identified by a large value of x;trip up to Pf° "" 20 GeV /c (d :::: 2.5 cm). Above this 

momentum, the two photo~s get closer to make it difficult to recognize two showers in 

the CES. 

This variable is also used to discriminate against charged pions which interact and 

deposite the energy in the CEM. They have usually broader shower shapes than that 

for electrons. Figure 4.2 shows the distribution of the average strip chamber x2 = 
(X;trip + x!irc)/2, for the test beam electrons, charged pions and W electrons. The strip 

x2 is fully made use of in the photon cross section measurement at CDF. 

( 4) Position matching: Dx and Dz 

The position difference in R-</> view between the position measured in the CES and that 
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of the track extrapolated to the CES radius, Dx, is defined as 

Dx = Rl:i<p (R = 184 cm). (4.5) 

The CES position is obtained by fitting the shower shape in wire view to a predicted 

shape in a similar way as in the x;trip calculation. 

The position difference along the beam direction Dz is calculated from a position 

measurment in the CES and the extrapolated track position at the CES radius. 

Figure 4.5 shows the distributions of Dx and Dz for electrons in the Z -+ ee events 

and for EM clusters in the jet sample. 

This matching requirement is useful in rejecting overlaps of 1r0 /,'s and ,r± where an 

accidentally associated track of charged 1r is expected to have a worse position matching 

than that of an electron. 

(5) Lateral shower sharing: Lstir 

This variable [20, 54] describes a lateral sharing of the EM shower energy among the 

towers in a cluster: 

(4.6) 

where E["eas is the energy deposited in the tower i, Ercd is the energy expected in 

the tower i, 6.E is the uncertainty in the energy measurement with the CEM (6.E = 
0.14./E), and 6.Etcc1 is the error associated with Ercd. The sum runs over the two 

towers in T/ direction adjacent to the seed tower. The expected tower energy Ered was 

determined from test beam electron data [51] as a function of the seed tower energy and 

the direction of the CES shower center relative to the event vertex. The error l:iErcd 

was determined by propagating an error of the shower center measurement in the CES 

to the predicted energy Etcd. Figure 4.6 shows Lshr distributions for the electrons in 

the Z -+ ee events and for the EM clusters in the jet sample. 
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Conversion Removal 

Electrons from photon conversions (1 ~ e+e-) and Dalitz decays (1r0 ~ e+e-1) have 

to be removed from the electron sample. Both are called "conversion" electrons here. 

These conversion electrons can be identified with a high efficiency of (88 ± 4)% in the 

CDF [20, 58]. A photon conversion can occur before entering the VTPC, in the beam 

pipe or in the inner wall of the VTPC. This type of photon conversions is called inner 

photon conversion. Also a photon can convert after exiting the VTPC, in the outer wall 

of the VTPC or in the inner wall of the CTC. This is called outer photon conversion. In 

both cases, the electron track is detected in the CTC, but the outer photon conversions 

do not leave tracks in the VTPC. 

The ratio of the number of VTPC wire hits to the number of wires which are sup­

posed to be traversed by the particle, VTPC hit occupancy (/vTPc ), can be used to 

discriminate charged particles from neutral particles in the VTPC. The electrons from 

outer photon conversions have a low value of /vTPC. In order to remove electrons from 

inner photon conversions and Dalitz decays, an additional oppositely charged CTC track 

is searched and the invariant mass, mcc, is examined. Two electrons from these processes 

are expected to form a low mass. An electron which fails one of the following require­

ments is removed as a "conversion" electron, 

• /VTPC > 0.2 

• mec > 0.5 GeV. 

Figure 4. 7 shows a distribution of conversion points for conversion electron sample 

in terms of the radial distance, R, from the beam line. One sees clear peaks around the 

VTPC inner wall R ~ 2.5 cm and the CTC inner wall R ~ 28 cm. 

Isolation 

After a heavy quark is produced, it fragments or hadronizes into a heavy hadron con­

taining the heavy quark and some lighter hadrons. Succesively the heavy hadron decays 
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into several stable particles. As discussed in §2.5, the leptons from a top decay are typi­

cally well separated from other particle activities. Also due to the large mass of the top 

quark, additional particles (X) produced in the top quark fragmentation, t --+ t-meson 

+ X, are expected to carry only a small fraction of the initial parent quark's momentum 

(hard fragmentation). Given these heavy quark fragmentation and decay properties, 

leptons from top decays are expected to be more isolated than those from lighter bot­

tom or charm quark decays. Therefore, an isolation variable which describes how well 

an electron is isolated is useful to get a better signal-to-background ratio. The isolation 

cut is also useful to reject fake electron backgrounds from particle misidentification, and 

the conversion electrons, since these background particles originate from ordinary QCD 

jets and are usually surrounded by other particle activities from the jets. Additional 

energy near the Jepton can also originate from the hadronization of gluons radiated by 

the initial and final state partons (gluon radiation), or from the spectator partons in pp 

interactions (underlying event). 

The isolation variable is defined as 

(4.7) 

where ET(R = 0.4) is the total ET of towers within radius 0.4 in 11-</> space, EfM(e) 

and EVA D ( e) are the transverse electromagnetic energy and the transverse hadronic en­

ergy of an electron cluster. The Ermc measures an extra activity around the electron. 

Figure 4.8 shows an isolation distribution for the electrons from t[ Monte Carlo events 

with Mtop = 90 Ge V / c2 by the ISAJET program [59], calculated with the CDF detector 

simulation program, CDFSIM [60]. 

Definition of the Central Electron Selection 

The requirements on the central electrons in the top quark search are: 

1. Fiducial cuts 
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2. EfM > 15 GeV and PT> 10 GeV /c 

3. Efone < 5 GeV 

4. Identification cuts 

(Tight cuts) 

- HAD/EM< 0.05 

- Lshr < 0.2 

- E/P < 2.0 

- Dx < 1.5 cm and Dz < 3.0 cm 

- x;trip < lO.O 

(Loose cut) 

- HAD/EM< 0.055+0.045 x E/100 

5. Conversion removal. 

The ET cut at 15 Ge V is chosen so that most of the electrons from bb process or 

the misidentified electrons are removed while the large portion of electrons from top 

events is preserved. The·se backgrounds have lepton P.r spectra that fall much faster 

than the electrons of tt events. The predicted number of eµ events with the transverse 

momentum of both leptons above a common threshold Pt" is shown in Figure 4.9 [19]. 

The significant difference between the signal and background lepton spectra motivates 

a choice of Pr threshold of 15 Ge V / c. Thus events in the signal region are required to 

have both leptons with P.r above 15 Ge V / c. The trigger efficiency is high ( approximately 

98%) at this threshold. 

Since the clustering algorithms are different in the level-2 trigger and in the offiine 

analysis, and also since the definition of E-r is different due to the different vertex position 

used, the offiine ET and trigger ET have different values. Therefore one has to estimate 

the trigger efficiency as a function of the offiine ET. The offiine ET threshold of 15 Ge V 

turned out to be quite efficient for the 12-Ge V trigger-Br threshold. The details are 

described in §5.1.3. 
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The loose cut is applied to one of the two electrons of the central dielectron events. 

The central electron identification in the CDF has high efficiency, keeping the largest re­

jection power against fake electron backgrounds compared to other lepton identifications, 

such as plug electron and muon identification. The plug electron identification suffers 

from the limited ability of track momentum measurement in the plug region. The cen­

tral muon identification has a disadvantage from hadron punch-through background due 

to rather thin absorber thickness of the central calorimeter. Since the central electron 

identification shows the best performance, we do not have to require tight identification 

cuts on both central electrons. The energy dependent HAD/ EM cut accounts for the 

shower leakage of the electron energy which was determined from test beam data. 

4.3.2 Plug Electron 

Clustering 

The calorimeter segmentation in the offiine analysis is taken to be D.T/ x D.<p = 0.1 x 5°. 

This software segmentation in 1/ is different from the physical one (see §3.1.3). The 

clustering algorithm is essentially same as the one for central electrons but the number 

of towers examined with respect to a seed tower is now D.T/ x D.<p = 5 x 5. 

The energy E is a sum of the tower energies in a cluster. The calculation of Er is 

same as the one for the central. The energy correction for plug electrons consists: 

• Dead layer correction 

• Non-linearity correction 

• Tower map correction 

• Quadrant gain correction. 

The PEM had several dead layers from the beginning of the run. The dead layer cor­

rection corrects for this effect. For historical reasons, the dead layer correction used in 

the reconstruction stage was based on the longitudinal shower profile of 100 Ge V / c test 
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beam pions. A recorrection of the energy is possible by calculating the predicted energy 

in the dead layers using electron shower profile parametrized from test beam electrons 

The magnitude of the dead layer correction is at most 20%. The non-linearity correction 

accounts for the effects of the longitudinal shower leakage and the gain saturation of the 

chambers. Using test beam electron data, the correct energy is fitted to a quadratic 

form as a function of the measured energy. The correction is a few % for the electron 

energy around 50 Ge V. The tower map correction corrects for tower-to-tower variations 

of the calorimeter response. The correction factor ( order of ~ 5%) for each tower was 

determined as a relative ratio to a reference tower in a reference quadrant by injecting 

100-GeV test beam electrons into the center of each tower. But the correction factors 

for the towers in a single quadrant were normalized so that all the quadrant have a 

same response in average as that for the reference quadrant. In order to account for 

the quadrant-to-quadrant response variations, the quadrant gain corrections relative to 

the reference quadrant were determined by looking at the Z mass and the electron ~ 

distribution in W ~ ev events. The correction was found to be at most 15%. At the 

reconstruction stage, the dead layer correction based on pion test beam data and the 

quadrant gain corrections were applied. The dead layer recorrection, the non-linearity 

correction and the tower map correction have to be performed in furhter analysis by 

each user. 

Plug electrons are roughly identified at the reconstruction stage of the data pro­

duction. The requirments are that a plug EM cluster must satisfy E.p-r > 5 Ge V and 

HAD/EM< 0.125. 

Definition of the Fiducial Region 

To ensure the correct energy measurement, the :fiducial region is defined: 

• A seed tower must not be in outer 2 pads nor inner 2 pads. This region has not 

enough depth coverage. This requirement is approximately equivalent to the cut 

of 1.26 < 1111 < 2.22 on the cluster centroid. 
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• A seed tower must not be a pad along the quadrant edge. This requirement is 

approximately same as the one that the cluster centroid be at least 5° away from 

the quadrant </J boundary. 

Track Associated to an EM cluster 

CTC and VTPC tracks reconstructed in 3 dimension are extrapolated to the depth 

Z = 190 cm of approximate shower maximum, and are examined if they match with 

the electron culster centroid in 11-<P space. The best matched CTC and VTPC track are 

selected. 

Identification Variables 

The variables used for plug electron identification are listed below. 

(1) HAD/EM 

A ratio of the hadronic energy to the electromagnetic energy of the cluster. Figure 4.10 

shows the HAD/EM ratio for electrons from the Z ---+ ee and for EM clusters in the jet 

sample. 

(2) Lateral shower shape: X~x 3 

A x2 obtained by comparing observed lateral shower shape with the predicted shape 

from test beam electrons. The shape comparison is performed in 2 dimension within 

total 9 pads (~1/ x ~<P = 3 x 3) in which most of the EM shower energy is contained. 

Figure 4.11 shows the distrubtions of X~x~s for electrons in the Z ---+ ee events and EM 

clusters in the jet sample. 

(3) VTPC hit occupancy: /vTPc 

The ratio of the number of hits recorded in the VTPC wires to the expected number of 
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hits. This variable is already introduced for conversion removal in the central electron 

analysis. This quantity is used to make sure the existence of a VTPC track associated 

with a plug EM cluster. Requiring this value to be high, 1r
0 's, ,'s and outer conversions 

are removed. Figure 4.12 shows distributions of the VTPC hit occupancy for electrons 

in the Z --+ ee events and EM clusters in the jet sample. 

( 4) Track position matching 

The distance between an EM cluster centroid and a track position propagated to the 

approximate shower maximum (Z = 190 cm). The difference in <p direction, l:i<p, and in 

the radial distance, l:iR, are calculated. The R is measured from the beam axis. Both 

CTC and VTPC tracks are considered in this analysis. Figure 4.13 shows the distribu­

tions of (a) the CTC <p matching, (b) the CTC radial distance matching, {c) the VTPC 

<p matching, and ( d) the VTPC radial distance matching, for electrons in the Z --+ ee 

events and EM clusters in the jet sample. 

Isolation 

To get a further reduction of the ordinary QCD backgrounds, an isolation variable is 

defined: 

(4.8) 

In addition, we impose the track isolation that the number of CTC tracks with PT > 5 

Ge V / c pointing to an EM cluster must be :5 1. This is meant to remove conversion elec­

trons. For historical reasons, the definition of ls (Equation 4.8) is different from the one 

used in the central electron analysis. Since only the electron EM ET is subtracted from 

the total ET in a cone around the electron, a high ET electron with some shower leakage 

into the hadronic part look less isolated than actual. This effect is taken into account 

by dividing by Ef'1{e). One can subtract E-VAD(e) instead, as for the central electrons. 

However, a hadron shower is much larger than an EM shower, so a hadronic energy 

in the electron cluster may be overlapped from hadron showers from hadrons around 
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the electron. Therefore subtracting ErA0 (e) makes an electron look more isolated than 

actual. There is no decisive reason to choose either definition of the isolation variable. 

In this analysis, the definition of the isolation ls is chosen merely for historical reasons. 

Figure 4.14 shows the isolation variable Is for the electrons from ISAJET Monte Carlo 

tt events with the CDF detector simulation program, CDFSIM. The top quark mass is 

90 Ge V / c2 for the plot. 

Definition of the Plug Electron Selection 

The requirements on the plug electrons in the top search are as follows: 

1. Fiducial cuts 

2. EF'-1 > 15 Ge V ( > 30 Ge V for the channel PEMI) 

3. Is< 0.1 

4. Identification cuts 

- HAD/EM<0.1 

- X~xJ < 10 

- /VTPC > 0.7 

- CTC or VTPC track matching 

b,.<f; < 0.04 radian and b,.R < 6 cm for the CTC track 

b,.<f; < 0.08 radian and b,.R < 8 cm for the VTPC track. 

The ET threshold is raised to 30 Ge V for the PEMI channel because of trigger consid­

erations. This type of events has to fire the plug electron trigger to be recorded in the 

data. The plug electron trigger with the ET threshold set at 23 Ge V is found to be 50% 

efficient for the 30 Ge V offiine ET threshold. 
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4.4 Central Muon Selection 

Basically, a muon can be identified by the presence of a CTC track with a consistent 

energy deposition in the calorimeter as a minimum ionizing particle. Therefore muon 

detection coverage is extended beyond the central muon chamber (CMU) coverage to 

1111 < 1.2 which is covered by the CTC and the calorimeter. Muon momentum is mea­

sured from a CTC track. In the region of 1111 < 0.63, the CMU chambers are located 

outside of the calorimeter. In this region, the track segment in the chamber is also 

used to identify a muon by examining a match with the CTC track. Muon candidates 

with or without hits in the CMU are called CMUOs (Central MUon Objects) or CMIOs 

(Central Minimum Ionizing Objects), respectively. CMIOs are not necessarily restricted 

in the region of 0.63 < 177 I < 1.2, since there are <p cracks between the CMU chambers. 

The energy deposition by muons in the EM and HAD calorimeter is measured in a test 

beam (61] to be EMµ~ 0.3 GeV and HAD,,~ 2 GeV, respectively (see Figure 4.15). 

In the actual muon analysis coc;les at the reconstruction stage, all tracks with PT > 0.2 

Ge V /care categorized as CMIOs regardless of the energy deposition in the calorimeters. 

Those in the CMIOs with the matched CMU segment are then called CMUOs. 

Track Quality Cuts 

In order to make sure that a track comes from a hard collision interaction and is not 

misreconstructed in the CTC, a set of track quality cuts are imposed on the track of 

a muon candidate. Two parameters are introduced, Do and Z0 • The D0 is a radial 

distance of the track at the closest point to the beam axis, or the impact parameter. 

The Zo is the z coordinate of the track at the closest point to the beam axis. We use 

the following track quality cuts: 

• A track must be reconstructed in 3 dimension. 

• Do< 0.5 cm 

• IZe\'cnL - Zol < 5.0 cm. 
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The efficiency of these requirements for real muons is known to be quite high (> 99%) 

from a W ~ ev sample. 

Definition of the Fiducial Region 

For CMIOs which are identified using the calorimeter information, the fiducial cuts are 

defined to ensure that the measurement with the calorimeter is correct . 

• 1111 < 1.2 

• The CTC track of a CMIO is propagated to the CES, R = 184 cm. The track 

must be at least 2 .5 cm away from a ¢ boundary of the wedge. 

• An absolute value of z coordinate of the track at the CES radius must be > 9 cm. 

This avoids tracks passing through the 90° crack. 

• A CMIO whose track passes through the wedge of number 5 and has a z coordinate 

of the track at the CES radius larger than 210 cm is rejected. There is a pipe for 

liquid helium which cools the CDF solenoid. 

No explicit fiducial cut is applied to CMUOs because the CMU chamber geometry · 

naturally avoids a muon passing through the cracks. 

Identification Variables 

The identification variables for central muons are listed below. 

(1) Energy of the tower through which a muon traverses: EMµ and HADµ 

The E M,1 and H ad,1 are the electromagnetic and hadronic energy of the tower through 

which a muon traverses. Figures 4.16 and 4.17 show the EMµ and the HADµ distribu­

tions for muons in Z ---+ µµ events and muon background in a jet sample. 

(2) Position matching : D~~ 

This variable quantifies how good the matching between the CTC track and the track 
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segment in the muon chamber is. This is relevant only for CMUOs. The CTC track is 

first propagated to the CMU radius, R = 348.4 cm. The CTC track and the CMU track 

segment are separately fit to straight lines in the transverse plane (z-y plane). The D'J; 

is a difference in fitted intercept of the lines. Figure 4.18 shows the D';; distributions for 

muons in the Z--+ µµ and muon background in the jet sample. As mentioned in §3.1.4, 

this matching gets worse due to multiple scattering processes. The uncertainty in D'J; 

coming from this effect is given as 

l:l.D'~ = 15 (GeV /c ·cm). 
· Pr 

( 4.9) 

This is obtained by multiplying the effective length of the calorimeter of 181 cm to 

Equation (3.10}. 

Isolation 

We use a calorimetric isolation and a track isolation: 

E!f"c (GeV) ET(R = 0.4) - Et;, 

Pf°"c (GeV /c) = Pr(R = 0.4} - Pf, 
(4.10) 

where ET(R = 0.4) is the total transverse energy within a cone radius of 0.4 in 11-</> space, 

Et; is the transverse energy of the tower through which a muon traverses, PT(R = 0.4) 

is the total transverse momentum within a cone radius of 0.4 in 11-<I> space, and Pf 

is the muon Pr. Figure 4.19 shows the isolation distribution for central muons from 

ISAJET+CDFSIM tt Monte Carlo with Mt(,p = 90 GeV /c2
• 

Definition of the Central Muon Selection 

The central muon selection is summarized as follows: 

1. Track quality cuts 

2. Fiducial cuts for CMIOs 
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3. PT > 15 Ge V / c 

4. ETone < 5 GeV and P,[°ne < 5 GeV /c 

5. Identification cuts 

EMµ< 2 GeV, Hadµ< 6 GeV and EMµ+ Hadµ> 0.1 GeV 

D~ < 10 cm for CMUOs. 

The cut EM,l + Had,, > 0.1 is required because there was a bug in an offiine muon 

reconstruction code which picked up a wrong tower where no track actually passed 

through. 

4.5 Event Topology Cuts 

As backgournds for the tl dilepton events, we can consider cc, bb events, Z-+ TT events 

followed by the decays of both T's into evv or µvv, and Z -+ ee, µµ especially for the 

dielectron and dimuon events. Ordinary QCD jet events or W + jets events with one 

or more misidentified leptons can also leave the dilepton signature. These backgrounds 

are called "fake dilepton" events. 

The lepton identification cut as described in the previous section is effective to remove 

fake dilepton events. The requirement of the high PT and the isolation greatly reduce 

the cc, bb and fake dilepton events because leptons from these process have moderate 

PT and usually less isolated due to particle activities from jets near the leptons. 

On the other hand, the backgrounds such as the Z -+ TT events and the Z -+ ee or 

µµ events contain high P.r isolated leptons. Since it is not possible to discriminate such 

backgrounds from the tt events based on only the lepton selection, one has to use some 

information which characterize the tt events. 

Based on Monte Carlo study, a back-to-back cut requiring !:l.</>,:,, < 160° is imposed 

for eµ events in order to suppress the bb and Z -+ TT backgrounds, where !:l.</Jcµ is thel 

eµ azimuthal opening angle. In the background processes, Z-+ TT for instance, T's are 
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emitted back-to-back because the intermediate Z is produced mainly at low transverse 

momentum and therefore gives rise to r's with nearly balancing transverse momenta. 

Then the mass of r is too light to make the correlation between the direction of r's 

flight and that of the daughter lepton small enough to survive the back-to-back cut. On 

the other hand, leptons from the top quarks are not strongly correlated in directions 

due to the heavy mass of the top quark, which allows a large portion of the tt events 

pass the back-to-back cut. This back-to-back cut is also effective to reject fake lepton 

backgrounds. Figure 4.20 shows a ~<p distribution between a muon and a jet in an 

inclusive muon sample. We see a peak around 180°. Considering that fake leptons 

which are mainly hadrons tend to come from jets, a lepton plus one fake lepton will 

have a back-to-back configuration. 

This back-to-back cut is effective to reject dielectron and dimuon events from Drell­

Yan process by the same reason for the Z -+ TT process. However this background is 

so large that the back-to-back cut is not sufficient. The Drell-Yan process includes both 

Z and "Y as the intermideate bosons. The high Pr cut on leptons, however, reduces 

the continume process via the "Y. The resulting di electron and dimuon events mostly 

consist of the events from Z decays. Further reduction of this background is obtained 

by applying a dilepton invariant mass window cut around the Z mass and a missing 

transverse energy cut. The Z -+ ee/ µµ events have small $T because they don not· 

produce 11 in the reaction while the tl dilepton events have larger 1/-r due to the existence 

of v's produced in the weak decays of the top quarks. 

The following event kinematical and topological cuts (we simply call them topology 

cut) are used: 

• eµ events 

- ~</Jc1, < 160° 

• ee/ µµ events 

- ~</Ju < 160° 

80 



- reject events with 75 < Mu < 105 Ge V / c2 

- $T > 20 GeV. 

A scatter plot Figure 4.21 shows l:i</Jc,i versus the least energetic lepton PT for eµ, events 

from the Z -+ TT, bb and t[ processes. Figure 4.22 shows Mu distributions for ee/ µ,µ, 

events from the Z, 1 -+ ee, µ,µ, and tt processes. Figure 4.23 is a scatter plot of $T versus 

d<pu for dilepton events from the Z, 1 -+ ee, µ,µ,, bb and tl processes. The tl events in 

these plots are Monte Carlo data with Mtup = 90 Ge V / c2 • 

For dimuon events, cosmic ray events are also to be removed. Cosmic ray events with 

a high PT muon are characterized by the two tracks with a back-to-back configuration 

in 3 dimensional space. We require 

• d<pµµ < 178.5°. 

The second requirement on the azimuthal opening angle is always satisfied because of 

the back-to-back cut in this analysis. More sophisticated algorithm to identify cosmic 

ray events is developed (62]. It rejects muons (1) not attached to the event vertex, (2) 

back-to-back-of the poorly reconstructed track (a track traversing from outer to inner in 

the CTC has a bad reconstruction quality resulting in a 2 dimensional track or having 

few hits in the CTC), (3) back-to-back of the good track but with the velocity v/c, 
obtained by fitting the two back-to-back track as a single track, greater than 0.5 (For 

cosmic muons, the back-to-back two tracks are created by a fast single muon resulting 

in v / c ~ 1 ), and ( 4) without coinsidence of the timing of pp beam crossing. Identified 

cosmic ray events with this algorithm are removed according to their run number and 

event number from the di muon sample. 

81 



4.6 Result of the Selection 

After applying the ET or Pr cut, isolation cut and identification cut on leptons in the 

fiducial region, 4 eµ, (1 CEMI and 3 PEMU), 271 ee and 112 µ,µ, events are found in 

the data. After applying the invariant mass window cut for the dielectron and dimuon 

events, they are reduced to 55 ee and 15 µ,µ, events. A scatter plot of the electron 

ET versus the muon PT is shown in Figure 4.24 {a) for the 4 eµ, events. Figure 4.24 

shows a scatter plot of ET or P.r of the least energetic lepton versus tl.</>eµ for the 4 

eµ, events. Figure 4.25 shows invariant mass distributions for the 272 ee and 112 µ,µ 

events in comparison with Z,, ~ ee, µµ Monte Carlo distributions. It indicates the 

dielectron and dimuon data are consistent with the Z,, ~ ee, µµ process. Figure 4.26 

shows scatter plots of tl.</>u versus $T for the 55 ee and the 15 µ,µ events after the mass 

cut. 

There is only one eµ event, CEMI, passing all the selection cuts. This event is the 

same one as reported in the previous publication on the top quark search using central 

eµ, events [19]. This event has an isolated electron with ET of 31.7 GeV and an isolated 

opposite sign muon with Pr of 42.5 Ge V / c with a dilepton azimuthal opening angle of 

137°. Other characteristics qf the event include the presence of a second muon candidate 

with PT of 9.9 Ge V / c in the forward muon detector, and two small jets with observed 

ET of 14 and 5 Ge V. The event characteristics are summarized in Table 4.2. 
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Run 19250, Event 20435. 

Charge Pr 1/ <P 
[GeV/c] [degrees] 

Central Electron + 31.7 -0.81 132 

Central Muon - 42.5 -0.80 269 

Forward Muon + 9.9 -2.0 98 

Jet 1 14 1.1 341 

Jet 2 5 -2.8 88 

Table 4.2: Characteristics of the top candidate event. The observed calorimeter ET is 
used in the Pr column for the electron and jet clusters. 
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Chapter 5 

Detection Efficiency and 

Background 

In the previous chapter, the criteria for selecting tt events were described and we saw 

there was only one candidate event found in the CDF data. The production cross section 

is given by the equation, 

( 
i"'\ (N - NHc) 

u tt, = -----, 
L • €Total 

(5.1) 

where N is the number of events passing all the selection cuts, NBa is the expected 

number of background events in the final N events, L is the integrated luminosity ( 4.1 

pb- 1 in our case) and €Total is the total detection efficiency for the process being searched 

for. In the present case, an upper limit of the production cross section is extracted 

without the background subtraction. That is, ( N - NBG) is replaced by an upper limit 

of the number of tl dilepton events, Nrnax, which is expected to be observed in the data. 

The Nrnax is determined based on the fact that there is one event found in the data, 

with the assumption that this event was a tl event. This assumption (no background 

subtraction) gives a conservative result of the upper limit of the production cross section. 

In order to measure the cross section or to give an upper limit of the cross section, 

it is necessary to know the detection efficiency, €Total, for the process. In this chapter, 

the determination of the detection efficiency for tl events is described in detail (§5.1). 
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The systematic uncertainty related to the detection efficiency determination is discussed 

in §5.2. In the final section, the background is also estimated although no background 

subtraction is performed for the final result. This background study shows which back­

ground process is severe to the tl events. The upper limit of the number of event Nmax 

and the upper limit of the production cross section is calculated in the next chapter. 

The luminosity measurement is described in Appendix A. 

5.1 Detection Efficiency 

The total detection efficiency eTutal is divided into several terms and written as 

eTutal = L eccum·/'T • E:[sol. e[I). eE\·tml. eTriggcr, 
E\'cnt Type 

(5.2) 

where eacom·PT is a combined acceptance of the geometrical cut (the fiducial region) and 

the kinematical (Pr) cut, l°lsol is an efficiency of the isolation cut on two leptons in the tf 

events, em is an identification cut efficiency for isolated dileptons, eEvcnt is an efficiency 

of the event topology cut for the tl events and €Trigger is the trigger efficiency. 

The ordering of multiplication has an important meaning. The efsol is defined as an 

efficiency for leptons which passed the geometrical and kinematical cuts. As described 

in §5.1.1, both the geometrical and kinematical cuts affect the lepton isolation. The 

particle activity around leptons vary as 1/ changes. It is reflected in the 1/ dependence of 

the isolation cut efficiency. Also high Pr cut tends to select more isolated leptons. Thus 

the eJsol depends on how the geometrical and Pr cuts were made. Similarly, the em is 

defined as the identification efficiency for leptons in the prescribed geometrical region, 

which passed both the Pr and the isolation cuts. It is obvious that the isolation cut 

affects the E:m because, for example, the activity of hadrons around an electron might 

deform the shower shape, resulting in more chances for the electron to fail x2 test of the 

lateral shower shape. The ei-:n:nt is similarly defined for the tl events which passed the 

geometrical cut, the Pr cut, the lepton isolation cut and the lepton identification cut. 
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Since the lepton reconstruction algorithm in the offline and in the trigger level are 

different, leptons which passed the offline lepton selection do not ncessarily pass the 

trigger requirements. For example, due to the different clustering and the different 

vertex position used in the calculation of the electrons ET, the offiine Er and trigger ET 

are different. Therefore we have to measure the trigger efficiency eTrigger· The eTriggcr 

has a correlation with the identification cut and the isolation cut because the electron 

triggers include the HAD/ EM cut and the same but tighter cut is applied in the electron 

identification cut, and because the isolation requirement also changes the HAD/ EM cut 

efficiency which is affected by the hadron activities around an electron. For example, 

the trigger efficiency for the plug electrons decreases by ~ 10% when the isolation and 

electron identification cuts are removed. The trigger efficiency eTriggcr is calculated for 

leptons which passed the isolation and identification cuts in §5.1.3. 

The efficiencies, eG<:om·l'T, e1snl and eE,·cnt, are evaluated using Monte Carlo samples 

because these efficiencies strongly depend on the physics processes. Since there are no 

tt events which allow us to estimate these efficiencies from real data, we have to rely on 

the Monte Carlo generation and relevant detector simulation to determine them. On the 

other hand, the efficiencies, em and €Trigger, for high Pr isolated leptons can be measured 

reliably using real data. We have sufficient W and Z events which provide high Fr 

isolated leptons for em estimation. In this case, we do not have to devote much time for 

detailed tuning of a detector simulation. For the trigger efficiency determination, lepton 

samples which are collected by the independent triggers are used to see the relation 

between the offline selection and the trigger selection. 

5.1.1 Monte Carlo Study 

Geometrical and Kinematical Acceptance 

The Monte Carlo tt events are generated by the ISAJET generator passed through the 

CDF detector simulation (CDFSIM), and finally reconstructed using the same codes 

as for the real CDF data. The reconstructed lepton candidates include real leptons 
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originating from top quarks and also real or fake leptons from other sources such as 

from hadronization and decays of partons in the initial or final parton showers. "Recon­

structed lepton" means a lepton candidate at the reconstruction stage. For electrons, 

the requirements of ET > 5 GeV and HAD/ EM < 0.125 are imposed at this stage. 

For muons, all the CTC tracks are considered as muon candidates and no other cut is 

required explicitly. 

Since we deal with real leptons from top quark decays, it is necessary to relate leptons 

reconstructed by the CDF offline codes to real leptons from top quarks. First, leptons 

which originate from t/l are searched at the event generator level. We examine the 

matching in 11-</> space between these GENerator Particles (GENP) and the reconstructed 

lepton candidates, taking pp collision vertex smearing into account. Figure 5.1 shows the 

distributions of .the distance between the GENP leptons from top quarks with lepton 

PT > 15 Ge V / c and the nearest reconstructed lepton candidates. This matching is 

required to be less than 0.1 for electrons and 0.04 for muons. Leptons which passed the 

matching cut are considered as the ones from t/l and successfully reconstructed by the 

CDF detector. Figure 5.2 shows the efficiency for the GENP leptons to have a matched 

reconstructed lepton candidate, or equivalently, the efficiency for leptons to be roughly 

recognized in the detector, as a function of lepton Pr. It is very efficient over P.r = 15 

GeV Jc. The efficiencies for GENP leptons with Pr > 15 GeV /care l"V 90% for electrons 

and l"V 99% for muons. The inefficiency for electrons is attributed to a HAD/ EM cut 

explicitly required at the reconstruction stage. 

For reconstructed leptons which passed the kinematical cut and the matching test 

with GENP leptons from top quarks, the fiducial cut efficiencies are summarized in Table 

5.1. The geometrical coverage of the fiducial region for the electron is 80% of the solid 

angle for the central region (1111 ::; 1.1) and 60 % for the plug region (1.1 ::; 1111 ::; 2.4). 

The geometrical distribution of electrons in the tt events changes these numbers to those 

in the table. The track quality cut is included in the cut efficiency for muons. Note that 

only the track quality cut and no explicit fiducial cut is applied for MUs. Adding up 
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CE PE MU MI 
e(%) 84.5 ± 0.4 70.3 ± 0.9 > 99 65.5 ± 0.7 

Table 5.1: The fiducial cut efficiencies for each type of leptons. For muons, the track 
quality cuts are included. The ISAJET Monte Carlo with Mtop = 90 Ge V / c2 was used 
to obtain the efficiencies. 

the number of dilepton pairs over all 8 dilepton classes, the fiducial cut efficiency for 

the dilepton tt events is obtained to be about 70%. The combined efficiency EGcom·/¼ 

of the matching cut, the kinematical cut and the fiducial cut for each dilepton class is 

summarized in the second column of Table 5.6 for Mlop = 90 GeV /c2 where the EGcom·PT 

is normalized to the total number of tt events times the nominal dilepton branching 

fraction of 4/81. 

Isolation 

The lepton isolation depends on the 1/ and E-.. of the lepton. In order to see the 1J and 

ET dependence of the isolation cut efficiency, the isolation variable is calculated at the 

GENP level. It is defined in a similar way as the one used in the central electron selection, 

that is, the total ET of particles except v's within the cone radius of 0.4 around a lepton. 

Figure 5.3 shows the isolation cut efficiency as a function of 1/ for GENP electrons with 

Pr > 5 GeV. We see the cut efficiency increases as 1/ increases becuase there are less high 

PT particles in large 1/ region. Figure 5.4 shows the cut efficiency as a function of ET 

for GENP central electrons. In the same geometrical area, higher ET leptons tend to be 

well isolated as we expect. Considering these dependences, the isolation cut efficiencies 

are defined for each type of leptons (CE, PE, MU, MI) which passed the geometrical cut 

and kinematical cut. 

As a check of the detector simulation, we have compared the isolation distributions 

for leptons from Z decays in the CDF data with Monte Carlo predictions (see Figure 

5.5). The small energy detected around leptons from Z decays comes mostly from the 

underlying event, or fragments from the spectator partons. Figure 5.6 shows a com par-
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Mtnp(GeV/c2 ) CE PE MU MI 
% % % % 

70 88 ±4 79 ± 4 78 ±4 82 ± 4 
80 88 ±4 85 ± 4 81 ±4 82 ± 4 
90 88 ±4 87 ± 4 81 ±4 85 ±4 
100 84 ± 4 84 ± 4 76 ±4 81 ± 4 

Table 5.2: The isolation cut efficiencies for each type of leptons from top quark of several 
masses. 

ison between low Pr eµ events, consisting predominantly of bb dilepton events, and bb 

Monte Carlo predictions. In this case, energy flow around leptons includes particles from 

initial and final gluon radiations. There is a good agreement in both cases, which gives 

a confidence in the detector simulation and the Monte Carlo modeling of the underlying 

event and the gluon radiations. Leptons from top quarks with Mv,p = 90 GeV /c2 are 

much isolated than the ones from bottom quarks but not so much as the ones in Z 

decays as shown in Figure 5.7. 

The isolation cut efficiencies for top leptons, obtained from ISAJET + CDFSIM 

Monte Carlo data, are shown in Table 5.2. The isolation cut efficiency for a specific 

event type, eJsnl, is a product of the two efficiencies for each lepton. 

The isolation cut efficiency changes with the top quark mass. The efficiency gets 

better as Mu,p becomes large and approaches the W mass, as expected. Around the W 

mass region, b quark from t - Wb decay becomes soft and may not be reconstructed 

as a jet, because most of the top quark mass energy is carried by the W. Beyond the 

W mass region where a b quark starts to be reconstructed as a jet, leptons from W s 

produced in t - Wb, W - f.v get overlapped with the b jets. Thus the isolation cut 

efficiency is degraded slightly. 

Event Topology Cuts 

The efficiency of the event topology cut eE\"cnt for each event type calculated from the 

ISAJET+CDFSIM Monte Carlo with Mt,,p = 90 GeV /c2 is summarized in Table 5.6. 
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5.1.2 Lepton Identification Efficiency 

Central Electron 

The efficiencies of the central electron identification criteria are determined from a sample 

of Z ---+ ee events. Let N be the total number of Z ---+ ee events produced. The N can 

not be directly counted since the efficiency E for identifying an electron is not a priori 

known. Call N 1 the number of Zs for which at least one leg passes the identification 

cut, and N 2 the number of Zs for which both legs pass the cut. We write ec for the 

efficiency that the electron passes a single cut c in several identification cuts, and call 

Ne the number of Zs where one leg passes all the cuts and the other leg passes cut c. 

The observed numbers N1 , N2 and N" are related to the unknown numbers, N, e and €c 

by 

N1 

N2 = 

N" 

From these equations we get, 

N 

E 

Er: 

e:(2 - e:)N, 

e:2N 
' 

f:{2E,: - e:)N. 

(N1 + N2)2 

4N2 
2N2 

Ni +N2' 
N2 + N" 
Ni+ N2 

(5.3) 

(5.4) 

(5.5) 

(5.6) 

(5.7) 

(5.8) 

The Z ---+ ee events used for this study were selected by requmng one electron 

candidate passing the strict selection requirements and a second isolated EM cluster 

which forms an invariant mass with the electron between 80 and 105 Ge V / c2 • 

The central electron identification efficiencies for each cut and the combined cut are 

summarized in Table 5.3. The total identification efficiency is found to be 
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Tight Cuts e(CDF Z) e(Monte Carlo Z) 
HAD/EM< 0.05 0.97 ± 0.01 0.98 ± 0.01 

Lshr < 0.2 0.98 ± 0.01 0.97 ± 0.01 
2 

XsLrip < 10 0.95 ± 0.02 0.87 ± 0.02 
E/P < 2 0.96 ± 0.01 0.99 ± 0.01 

Dx < 1.5 cm 0.98 ± 0.01 0.99 ± 0.01 
Dz< 3.0 cm 0.99 ± 0.01 0.96 ± 0.01 

Total 0.88 ± 0.03 0.78 ± 0.02 

Loose Cuts e(CDF Z) e(Monte Carlo Z) 
HAD/EM< 0.055 + 0.045E-r(e)/100 0.98 ± 0.02 1. 

Total 0.98 ± 0.02 1. 

Table 5.3: The central electron identification cut efficiencies calculated from the CDF 
Z -+ ee and Monte Carlo Z -, ee events. 

t:m(CE; Tight) = (88 ± 3)%, 

em(CE; Loose) (98 ± 2)%. 

(5.9) 

(5.10) 

It is interesting to know how well the CDF detector simulation, CDFSIM, models 

the actual detector. Figures 5.8 and 5.9 show distributions of the lepton identification 

variables, in comparison between real Z -, ee events and the CDFSIM simulation. The 

efficiencies calculated from the Monte Carlo sample are also shown in Table 5.3. The 

total efficiency does not agree completely with the measured efficiency. The main source 

is a discrepancy in the strip shower profile cut between the real data and the Monte 

Carlo, which has been recognized as a problem of the CDFSIM. 

Since the identification cut efficiency t:11> has an isolation dependence as shown in 

Figure 5.10, the obtained efficiency from Z -, ee is valid only for electrons with Er0 "c < 5 

Ge V. It was checked using Monte Carlo data whether the identification cut efficiency for 

high Pr isolated electrons from Z -+ ee events and from ti events agrees with each other. 

The ratio of the two efficiencies is found to be 97 ± 3% indicating that the identification 

cut efficiency obtained from real Z -+ ee events is also valid for high Pr isolated electrons 

in ti events. 
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Some of the non-"conversion" (prompt) electrons are wrongly identified as "conver­

sion" electrons by the algorithm described in §4.3.1. Since the cut on the VTPC hit 

occupancy /vTPC > 0.2 is found to be quite high efficient for real electrons by looking at 

the Z ~ ee events, the over-efficiency of the conversion identification algorithm comes 

from the cut mce > 0.5 GeV. Namely, one of the uncorrelated tracks accidentally forms 

a low invariant mass with the electron candidate. Since the manner how uncorrelated 

tracks distribute around the electron candidate is expected to be same for like-sign tracks 

and unlike-sign tracks to the candidate electron, one can estimate the inefficiency of the 

conversion removal for prompt electrons by looking at mce which is formed by a same 

sign charged track with the electron candidate. To this aim, central electrons which pass 

all the selection cuts except the conversion removal were collected. Let us denote by N 

the number of electrons of that sample passing /v-rpc > 0.2. Then the inefficiency of 

conversion identification algorithm for prompt electrons are given by 

N' 
f prnrnpl = N • (5.11) 

The N' is the number of electron candidates which pass the cut /vTrc > 0.2 and 

fflee < 0.5 Ge V / c2 where mec. is calculated with a like-sign track to the candidate electron. 

This method gave 

/prc·1111pl --v 5%. (5.12) 

Since this over-efficiency depends on the charged particle multiplicity around the prompt 

electron candidate, it would change from physics process to process being studied. Thus 

/prompt was calculated for tt Monte Carlo data. It was found to be 3% for Mtop = 90 

GeV / c2
• This overkilling efficiency (0.03) of the conversion removal for central electrons 

is multiplied to the electron identification efficiency in the calculation of em. 

Plug Electron 

The efficiencies of the plug electron identification cuts are determined using real Z ~ ee 
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events. The Z sample is selected by requiring one central electron satisfying the strict 

cuts and an isolated plug EM cluster which forms an invariant mass with the central 

electron between 80 and 100 Ge V / c2
• This selection results in 89 events. The total 

efficiency is found to be 

crn(PE) = (79 ± 4)%. ( 5.13) 

A statistically larger sample of W -+ ev events can also be used to determine the 

efficiency as a check. We select 771 events with one isolated plug EM cluster, JtT > 30 

GeV and no additional calorimeter energy cluster with ET > 5 GeV. The number of plug 

electron candidates passing all the identification cuts is 406, resulting in an apparent 

efficiency of 53% which is significantly lower than the efficiency determined from Z 

decays. This low efficiency is attributed to a background contamination in the W sample. 

To determine the efficiency from the W sample, further requirements are needed to 

minimize the effects of the background contamination. From a study on Z -+ ee sample, 

it was found that there was no signification correlation between a CTC track matching 

cut in <J, and other cuts, HAD/EM, X~x:i and VTPC hit occupancy cut. Hence the CTC 

<J, matching is required when estimating the combined efficiency of the X5xJ, HAD/ EM 

and /vTPC cuts. The track matching requirement removes 1r
0 /, + 1r± overlaps and 

reduces the background by a factor of approximately two. Then, by first applying the 

X~x 3 , HAD/ EM and /n·pc cuts, we determine the efficiency of the track matching 

requirement. The total efficiency is calculated as a product of these two efficiencies. As 

a check, this method gives (81 ± 5)% efficiency for Zs which shows a good agreement 

with the previous result indicating the observation of no strong correlation between the 

CTC <J, matching and others cu ts. For electrons in the W sample, the efficiency was 

changed to (79 ± 2)% with this method which is in good agreement with the results from 

the Z -+ ee study. 

Since the plug region is not completely covered by the CTC, the tracking information 

is limited. The reliable momentum measurement is possible only for 1111 < 1.7. And the 

performance of the CTC track reconstruction becomes poor rapidly as 111 I increases. 
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Cuts e(CDF Z) e(Monte Carlo Z) 
HAD/EM< 0.1 > 0.99 > 0.99 

X~x3 < 10 0.96 ± 0.03 0.91 ± 0.02 
/VTPC > 0.7 0.94 ± 0.02 0.95 ± 0.01 

Track matching 0.84 ± 0.04 0.85 ± 0.04 
Total 0.79 ± 0.04 0.72 ± 0.02 

Table 5.4: The plug electron identification cut efficiencies calculated from CDF Z-+ ee 
and Monte Carlo Z-+ ee events. 

On the other hand, the VTPC covers the region beyond the CTC. Contrary to the 

CTC, the VTPC tracking performance gets better in larger 1771 region because reliable</> 

measurements are possible in this region where particles traverse more VTPC modules 

than those in the small 1771 region (See Figure 5.11). Since we would like to use the 

efficiency measured from Zs, it is desirable that the efficiency is independent of 1/ in 

view of the different 77 distributions of Z and top electrons. Considering the different 

tracking performance of the CTC and the VTPC along 1/, we make a logical OR of 

the CTC and VTPC matching. The combination of the two has only a weak rapidity 

dependence (See Fig. 5.12) and keeps the efficiency high over the full plug 1J region. 

The efficiencies for the plug electron identification are listed in Table 5.4. The effi­

ciencies obtained from ISAJET + CDFSIM Z Monte Carlo are also shown in the table 

for comparison. There is a small discrepancy in the X~xJ efficiencies, which is deeply 

related to the correctness of the modeling of the shower shape. The CDFSIM must be 

tuned in this respect. 

Rejection Power of Electron Identification Against Backgrounds 

It is important to know not only the identification efficiency for electrons but also the 

rejection power against backgrounds. It will also tell us which tool is effective for the 

electron identification. For this study, 'Y plus jets events are used. These events consist 

of high Br 'Y with a recoiling jet back to the 'Y. Since there is no expected source for 

'Y plus a recoiling real electron, the EM clusters back to the -y's are dominated by the 
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backgrounds. 

The EM clusters are first required to pass E,- > 15 GeV and some very loose track 

matching to reject ,'s. The reduction factors of these EM clusters when each electron 

identification cut is applied is shown in Figure 5.13 both for the central and the plug EM 

clusters together with the efficiencies for real electrons to pass the cut measured from 

Z events. The HAD/ EM cut which is expected to be the most effective in removing 

charged pions shows only a weak power because these EM clusters have already satisfied 

HAD/ EM < 0.125 imposed at the reconstruction stage. We see the most effectiv:e 

identification tool for the central electron is the one using tracking information. Although 

the track matching requirement in the plug electron identification reduces background 

by a factor of about two, it is worse than that for the central electrons both in the 

efficiency and the reduction power. However, the disadvantage in the tracking tool for 

the plug electron identification is greatly compensated by the other requirements such 

as the higher E-r cut or the isolation requirement. 

The event kinematical and topological constraints are also effective for obtaining 

better quality of a sample. For example, the event W -+ ev is well identified by the 

presence of a large missing E-r and the Z -+ ee event is well identified by requiring 

the presence of one more good lepton in an event. On the other hand, study of cc or 

bb production where electrons have more moderate ET and are not isolated is difficult 

without a help of the tracking. 

Central Muon 

The efficiencies for the central muons ( actually for one of two muon classes, CMUOs) 

are measured using the Z -+ µµ events in a similar way as in the central electron 

identification efficiency determination. The results are summarized in Table 5.5. Since 

the position matching cut D~~ is quite high efficient, the identification cut efficiency for 

CMUOs is almost equal to the efficiency for CMIOs which are required only a minimum 

ionizing cut. We conclude that the muon identification efficiency including both CMUO 
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Cuts e(CDF Z) e(Monte Carlo Z) 
D~{ < 10. > 0.99 > 0.99 

Minimum ionizing 0.98 ± 0.01 0.98 ± 0.01 
Total 0.98 ± 0.01 0.98 ± 0.01 

Table 5.5: The muon identification cut efficiencies calculated from CDF Z -. µ,µ, and 
Monte Carlo Z -. µ,µ, events. 

and CMIO type of muons is 

em(µ,) = (98 ± 1)%. (5.14) 

The lepton identification efficiency em for a specific event type is a product of the 

two efficiencies for each lepton. 

5.1.3 Trigger Efficiency 

Central Electron Trigger 

In order to estimate the trigger efficiency, we need an unbiased central electron sample, 

that is, the events which contain central electrons but are accepted by at least one of 

the triggers independent of the central electron 12-GeV trigger. As such samples, the 

electron sample collected by the central electron trigger with a lower threshold of 7 

GeV, and Z -. ee events collected by the dielectron trigger with an ET threshold of 5 

GeV on both electrons were used. The efficiency that the isolated electron candidates 

which passed the identification cut satisfy the requirements of the 12-GeV trigger was 

obtained as a function of the ofHine ET, Figure 5.14 (a) shows this trigger efficiency 

curve [20, 19, 63]. With the 12-GeV trigger E-r threshold, the trigger efficiency for 

isolated central electrons with E-1 > 15 Ge V was determined to be 

€Triim,,..(CE) = (98.0 ± 0.5)%. (5.15) 
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Plug Electron Trigger 

In order to estimate the efficiency of the plug electron trigger, an inclusive central and 

plug electron sample where electrons were required to pass the identification cut was used 

[64]. Events which have EM clusters in the plug region and triggered independently of 

the plug electron trigger were selected. To get more statistical power, events which hit 

only the plug electron trigger were also collected if there were additional clusters found in 

the plug. At this time, plug EM clusters were required to pass the fiducial cut, isolation 

cut and some of the identification cuts. Comparing the offiine ET of these clusters with 

the corresponding level-2 trigger ET, the efficiency as a function of the offiine ET was 

obtained, as shown in Figure 5.14 (b ). The rather slow turning-on of the trigger is due 

to the several effects: 

• the trigger ET calculation assumed that the interaction occurred at Zmmt = 0 

while the ofHine ET used a measured event vertex. The Zc,·cnt distribution had a 

standard deviation of 35 cm. 

• the trigger used the energy information from one of the three depth segments of 

the PEM. 

• there was a gain variation in the PEM quadrants which was corrected in the offiine 

analysis but which was not considered in the trigger. 

• there were a small number of non-functioning chambers in the PEM which caused 

a degradation of the calorimeter response which was also not accounted for in the 

trigger. 

The efficiency of the plug electron 23-GeV trigger was {50 ± 6)% at ET = 30 GeV. 

Using this trigger efficiency curve and the E-r distribution for plug electrons from top 

Monte Carlo with Mu,p = 90 Ge V / c2
, we get an efficiency of { 49 ± 3)% for electrons 
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with ET> 15 GeV and (85 ± 3)% for electrons with ET> 30 GeV. 

Central Muon Trigger 

The combined level-I and level-2 trigger efficiency for central muons with PT > 15 Ge V / c 

was determined in a similar way [65]. A cosmic ray data which was taken in a special 

CDF run, and the isolated muon sample which was collected by an independent trigger 

were used. The obtained efficiency is 

eTriggr.r(MU) = {91 ± 2)%. ( 5.16) 

The trigger efficiency as a function of the offiine P.r is shown in Figure 5.14 ( c). The inef­

ficiency was found to be dominated by the level-I inefficiency, which was caused mostly 

by delta rays that affected the angle measurement in the muon chambers. Because of 

a hardware malfunction during the early part of the run, only 3.5 pb- 1 of data were 

collected with the muon trigger. 

The trigger efficiency for a specific event type, eTriggcr, is calculated using the trigger 

efficiencies for the single lepton triggers determined above. An additional correction is 

applied to the efficiency of the central muon trigger which was not operational during 

the first 15% of data taking. Since there are two leptons in our events, the trigger 

efficiency for a specific event type, t:Trigg<:r, is calculated as 1 - / 1 • Ji where / 1 and / 2 are 

the separate probabilities for failing the first and second lepton triggers, respectively. If 

there is no trigger for one of the two leptons, we have f = 1 and the eTriggcr is equal to 

the single lepton trigger efficiency. 

5.1.4 Summary 

The various cut efficiencies are listed for each of the dilepton event types in Table 5.6 for 

Mtop = 90 Ge V / c2 
._ The total dilepton efficiency at this mass is eTotal = ( 16.2 ± 1.8)%, 

124 



Event class CGcnrn-/'T C!snl cJI) CJ::\'cnl €Trigger €Total 

% % % % % % 
CE-CE 6.7 77 89 61 100 2.9 
CE-MU 9.2 71 84 85 100 4.6 
CE-MI 7.5 74 84 83 98 3.8 
CE-PE 3.8 76 67 53 99 1.0 

MU-MU 3.1 65 96 70 85 1.2 
MU-MI 4.6 68 96 58 78 1.4 
MU-PE 2.5 70 77 91 81 1.1 
PE-MI 1.0 74 77 90 85 0.42 
Total 38.3 72.4 84.7 73.0 94.6 16.2 ± 1.8 

Table 5.6: Dilepton detection efficiencies for Ml .. p = 90 GeV /c2 • The total dilepton 
efficiency at this mass is t:-r .. rnl = (16.2 ± 1.8) %. The efficiency €Geom-PT is relative to 
the nominal dilepton branching fraction ( 4/81) of tl events. 

corresponding to 0.162 x 4/81 = 0.80% of the tl cross section. The uncertainty in €Total is 

discussed in §5.2. The small top quark mass dependence of the efficiencies is illustrated 

in Figure 5.15. 

5.2 Systematic Uncertainty 

The total detection efficiency for dileptons from tl events, eT,,tal, is affected by system­

atic uncertainties associated with each of factor on the right hand side of Equation 

( 5.2). In this section, the systematic uncertainties in the detection efficiency determina­

tion are discussed. The numbers are given in terms of the fractional uncertainties or the 

relative ratios of absolute uncertainty to overall total detection efficiency ( ~cTotai/ eTota1). 

Geometrical and Kinematical Acceptance 

The systematic uncertainty in the geometrical and kinematical acceptance was estimated 

to be 4 % by observing a variation in the acceptance when the PAPAGENO Monte Carlo 

[66] was used instead of the ISAJET. As a check, the uncertainty is also estimated by 
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changing the combinations of the structure functions and the definition of the scale 

parameterµ.. The structure functions used were EHLQ, MRS and DFLM. Theµ. def­

initions varied include P}/4, P-l-, 2stu/(s2 + i2 + u2
) and s where PT is the transverse 

momentum of the top quark and s, i, u are the standard Mandelstam invariants. The 

mass of the top quark was set to 100 Ge V / c2
• We tried all possible combinations and 

counted the number of events which passed the required cuts on acceptance. The event 

vertex was smeared but no smearing due to the detector resolution was done on ET nor 

PT. The systematic uncertainty was taken as half of a span between the two extreme 

values in the combinations. For the central dilepton only, the uncertainty is 8% and the 

inclusion of plug reduces it to 5%. 

Lepton Isolation Cut 

Several sources of the uncertainty in the lepton isolation cut efficiency include: 

• modeling of the detector simulation 

• gluon radiation 

• fragments from spectator partons ( called "beam jets" or "underlying event") 

• fragmentation oft and b quarks. 

Generally particle activities around a lepton can be classified into 3 groups, particles 

originating from the hard scattering of partons, particles from the initial state radiation 

of hard colliding partons, and particles from interactions of the spectator partons. The 

energy flow from the hard scattering can be further classified into the one from top 

fragmentation (the extra particles X int---+ T + X where Tis at hadron), the one from 

t hadron decay, and the one from the final state gluon radiation emitted off the t quark. 

Figures 5.16 and 5.17 show contributions of each process to the GENP isolation of the 

central electron with ET > 15 Ge V from tt Monte Carlo with Mtop = 90 Ge V / c2
• rhe 

particle activities from the hard scattering process dominates around the lepton ( ,..._, 75%). 
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Since the heavier the quark mass becomes, the fragments except the heavy hadron are 

softer (harder fragmentation), the particle activities from the top quark fragmentation 

is relatively small as shown in Figure 5.17. The ambiguity in the fragmentation is, 

therefore, expected to be small. Similarly the uncertainty from the underlying event 

is considered to be small because of the small contribution from this process to the 

isolation of leptons. On the other hand, the non-negligible contribution from the initial 

state radiation ( .-v 15%) is observed in Figure 5.16 resulting in one of main uncertainties 

of the isolation cut efficiency as described below. 

The difference of the isolation efficiencies for GENP leptons and for reconstructed 

leptons is found to be less than 8%. A half of it 4% could be considered as the uncertainty 

related to the calorimeter simulation. The distributions of isolation variables show, how­

ever, good agreement between CDF data and Monte Carlo, both for Z events and bb 

events as we saw before in §5.1.1. Hence the uncertainty due to the detector simulation 

is something between 0-4%. We take 2%. The uncertainty from the fragmentation was 

estimated by varying the Peterson parameter (26] in the range of 0.2/ Mt~,p - 1.5/ Mi>p· 

The change in the efficiency was 'v 1 %. The uncertainty induced by the bottom quark 

fragmentation turned out to be negligible. The uncertainty due to the modeling of the 

gluon radiation was estimated to be 3% by comparing the efficiency change due to turn­

ing on/ off of the radiation in the ISAJET Monte Carlo. Finally the uncertainty from 

the underlying event was estimated to be 1 % by toggling on/ off the beam jets in the 

ISAJET. Adding these uncertainties due to the several sources in quadrature, we have 

~ 4% fractional uncertainty ( tl.c / E:) in the isolation cut efficiency for a single lepton. 

Sine the isolation cut efficiency for a specific event class eJsol is given as a product of 

the cut efficiencies for two leptons, a resulting fractional uncertainty is estimated to be 

8%. Note that this estimate is very conservative because it is based on the comparison 

of the extreme cases, turning on/off of the radiation for instance, while the agreement 

between data and Monte Carlo indicates the modeling related to the isolation quantity 

is working well. 
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Others 

Lepton identification efficiencies were estimated using CD F data as described before in 

§5.1.2. Their statistical uncertainties are propagated to an uncertainty in eTot.al of 5%. 

The uncertainty in the $T cut efficiency is closely related to how well the Monte 

Carlo models actual events and detector responses. For the top quark mass region being 

probed, the b jets are soft, and we expect the uncertainty in $-r measurement to be 

similar for tl events and for W events. A very good agreement in $T distributions 

between Monte Carlo and W data (see Figure 5.18) indicates the uncertainty in the 

$T cut efficiency for the tt dilepton events is small. Uncertainty of 10% (20%) in /PT 

measurement results in 1% (2%) overall uncertainty in e·rotal for Mtop = 100 GeV/c2 • 

The statistical uncertainties in the trigger efficiency measurements are propagated 

to an uncertainty of ~eTntal/ £Total ~ 2%. 

Since the geometrical and kinematical acceptance, the isolation cut efficiency and 

the event topology cut efficiency are obtained using the same Monte Carlo sample, there 

is a correlation in the statistical fluctuations among them. Therefore the Monte Carlo 

statistical uncertainty was assigned to the combined efficiency of these three factors. 

The number of the total generated events is about 180K for each top quark mass (70, 

80, 90, and 100 GeV / c2
). The statistical uncertainty in the combined efficiency is ,.._, 2% 

for all the masses being probed. 

Summary 

Adding these uncertainties in quadrature gives a total uncertainty of 

(5.17) 

Adding further the uncertainty of the luminosity measurement of 6.8%, we have a total 
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I Uncertainty Source I Uncertainty(%) I 
Trigger efficiency 2 
Geometrical and kinematical acceptance 4 
Lepton detection efficiency 5 
Monte Carlo gluon radiation 6 
Detector simulation of isolation 4 
Top quark fragmentation 2 
ffeT cut 1 
Monte Carlo statistics 3 
Luminosity 6.8 
Total 13 

Table 5. 7: Summary of the uncertainties in the detection efficiency ( fl.e / e) and the 
luminosity ( fl.L / L). 

uncertainty given by 

(5.18) 

A summary of the various uncertainties is presented in Table 5.7. 

5.3 Background Study 

The tt dilepton signature can be mimicked by dilepton final states of Drell-Yan events 

('y/Z-+ ee,µ,µ and 1/Z-+ TT-+ eµ, ee,µ.µ), diboson events (WW or WZ-+ eµ,, ee,µµ), 

or heavy flavor events ( bb or cc -+ eµ, ee, µµ ). Events from ordinary QCD jets and 

W +jets processes, with one or more misidentified leptons can also mimic the tf signature 

and are referred to as "fake dilepton" backgrounds. In what follows the estimation of 

the number of the various types of the background events expected in the dilepton data 

sample is presented. The backgrounds under consideration are 

e Z-+ TT 

• WW 

• wz 
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u·BR €Geom·PT € 1~"1 €JD €Event €Trigger €Total 

pb % % % % 
Z--+ TT 24.6 4.1 X 10-2 98 85 7.4 98 (2.5 ± 0.5) X 10-3 

Z--+ bb 44.1 6.6 X 10-:I 6.2 86 18 96 (6.1 ± 1.4) X 10-5 

WW 2.82 X 10-t 3.1 X 10- 1 92 85 71 95 (1.6 ± 0.2) X 10-1 

wz 9.33 X 10-2 4.2 X 10-I 90 84 25 95 (7.5 ± 1.4) X 10-2 

Z, --y --+ ee, µ.µ 1095 1.0 X 10- 1 98 84 0.27 91 (2.0 ± 1.6) X 10-4 

bb 1.2 X 104 1.43 X 10-:1 8.9 87 5.6 99 (6.1 ± 4.1) X 10-5 

Table 5.8: The efficiencies for various background processes. The cross section multiplied 
by the braching ratio for each channel u·BR shown in the table is taken from the ISAJET 
calculation. The €ToLal is relative to the number of events produced times the branching 
ratio for the channel to be considered. The statistical errors are shown for the total 
detection efficiencies €ToLnl· 

• bb 

• Z, --y --+ ee, µµ 

• fakes. 

The detection efficiency for the Drell- Yan, di boson and heavy flavor backgrounds, is 

divided into various terms, in the same way as was done for the tl signal in §5.1. As 

before, the ISAJET Monte Carlo event generator was used together with the detector 

simulation to determine the geometrical and kinematical acceptance, the efficiency of the 

lepton isolation cut, and the efficiency of the event topology (background rejection) cut. 

Also as before, we used lepton identification efficiencies measured for isolated leptons 

from Z events, and trigger efficiencies measured for data collected with independent 

triggers. Table 5.8 shows the detection efficiencies for the real dilepton backgrounds. 

The overall efficiency of the event topology cut is shown in Table 5.9, along with its 

breakdown into separate efficiencies of the invariant mass window cut, back-to-back cut 

in <P, and missing E-r cut. The resulting number of background events expected in the 

data sample, both before and after the application of the event topology cut, is shown 

in Table 5.10. The cross sections used to predict the background yields of Table 5.10 

are taken from the ISAJET calculation which are shown in Table 5.8. 
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eMaa11 eiltb e,h eeucnt 

% % % % 
eµ Z-+TT - 13 - 13 ± 3.0 

z - bb - 34 - 34 ± 2.3 
WW - 79 - 79 ± 5.4 
wz - 75 - 75 ± 8.6 
bb - 20 - 20 ± 13 

ee,µµ Z-+ TT 97 10 8.5 3.1 ± 1.2 
z- bb 100 49 3.4 2.5 ± 0.6 
WW 83 77 77 61 ± 6.7 
wz 12 92 62 8.2 ± 3.0 
Z,,-+ ee,µµ 14 16 2.1 0.27 ± 0.11 
bb 100 20 1.2 < 0.2 · 

Table 5.9: The efficiency of the event topology cut and its breakdown, for each back­
ground process. The errors are statistical. Note that only the back-to-back topology cut 
is applied in the. eµ channel. 

Number of events at 4.1 pb- 1 

before event cut I after event cut 
eµ Z-+ TT 1.4 0.19 ± 0.04 

z - bb 0.030 0.010 ± 0.002 
WW 0.15 0.12 ± 0.01 
wz 0.029 0.022 ± 0.004 
bb 1.5 0.3 ± 0.2 
Fake 1.6 0.6 ± 0.4 

Total 4.7 1.2 ± 0.5 
Data 4 1 

ee,µµ Z-+TT 1.8 0.057 ± 0.011 

z - bb 0.03 0.0008 ± 0.0001 
WW 0.12 0.071 ± 0.007 
wz 0.083 0.0066 ± 0.0012 
Z,,-+ ee,µµ. 342 0.92 ± 0.72 
bb 3.9 < 0.006 
Fake 3.7 0.4 ± 0.1 

Total 352 1.5 ± 0.8 
Data 383 0 

Table 5.10: The expected number of background events at 4.1 pb- 1 before and after the 
event topology cut with the statistical error. 
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The event topology cut efficiency, eE,·cnt, for Drell-Yan events 

We note that in order for Drell-Yan events to pass the event topology cut, they must 

have an intermediate; or Z produced at high P-r. Such events will have dileptons which 

are not back-to-back, and will also have jets. The jets can give rise to significant missing 

transverse energy when a large fluctuation in the calorimeter measurement occurs. In 

this case, the Drell-Yan events are likely to pass both the back-to-back cut and the $T 

cut. More than 85% of the Monte Carlo ee and µµ Drell-Yan events passing the event 

topology cut have Pf' > 50 GeV /c. Only a small fraction (2%) of Drell-Yan events 

are produced at such high P-r. Since the tail of the PT distribution is important in 

this case, it is necessary to generate more high P-f,1 Drell-Yan events to determine the 

eEvcnt more accurately. It is also desirable to use the P.r distribution independent of the 

Monte Carlo prediction. Therefore the eEn:nt was determined as a function of Pi'' by 

generating only Drell-Yan events which have high P-{'' in the interested region, and by 

convoluting the efficiency curve with the shape of the Pf distribution measured for Z 

events. Recall that Z events dominate the Drell-Yan background because of the high 

ET cut on the leptons. Figure 5.19 shows ei-:\"cnt as a function of Pf'. Figure 5.20 shows 

the Pf distribution from CDF Z events with the Monte Carlo distribution showing a 

discrepancy from the CDF data. 

bb background 

A problem in the estimation of the bb background is discussed here. The problem is 

though not significant in the current case because the remaining bb background is kept 

very small anyway. 

The bb can be produced by two processes: 

• direct pair production (pp --+ bb) 

• gluon splitting process (g --+ bb). 
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A total of 3.1 pb- 1 bb Monte Carlo events were generated using ISALEP [67], a special 

version of ISAJET. 

Each process shows its specific feature in the azimuthal opening angle between an 

electron and a muon, ll.</Jcw Figure 5.21 (a) compares ll.</Jeµ observed in the low ET(PT) 

CDF central eµ, events with the Monte Carlo data. The CDF had the central eµ trigger 

with threshold at 5 GeV /( c) on both leptons for this type of events. For the plot, ET(PT) 

~hresholds were lowered from 15 GeV /(c) down to 7 GeV /(c) on both leptons and no 

explicit cone isolation was applied to retain bb events. The contribution from each bi 
production process is separately shown in Figure 5.21 (b) and ( c). The ll</Jc,J distribution 

from the gluon splitting process is characterized by the fact that more events cluster in 

30°-100° region compared with the direct production process because the gluon splitting 

process does not necessarilly produce a bb pair with a back-to-back configuration contrary 

to the direct pair production process. Since the cut l:!l.</Jc,l < 160° is used as an event 

topology cut for eµ events, the background estimation is sensitive not only to the total 

bb rate but also to the relative rate of the two processes. 

We understand that there is a large uncertainty in the theoretical calculations of 

u(pp -+ bb) ("' 50%) (22]. Furthermore it is difficult to calculate reliably the rate of 

the gluon splitting, which is basically the higher order process. Actually we observe a 

disagreement between data and Monte Carlo. We observed 140 low Kr(P.r) eµ, events in 

the CDF data and the Monte Carlo prediction is "'290 events at 4.1 pb- 1 (100 events 

from the direct production and 190 from the gluon splitting). The discrepancy is larger 

than 100%. 

Furthermore, the Monte Carlo ll</J,:,J distribution does not reproduce the data as 

shown in Figure 5.21 (a). Although we have to subtract the fake background from the 

eµ events in the data to obtain the real shape of ll.</Jc,J distribution, this disagreement 

both in the rate and the shape indicates that it is necessary to measure the b quark 

production cross section in dilepton events for the proper normalization. Since CDF 

has measured the b quark production cross section using the inclusive electron rate and 
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the exclusive decays, we can normalize the total number of b's in Monte Carlo to the 

measured value. However we do not know the relative contribution from the direct pair 

production and the gluon splitting process, which is important for dilepton events. Thus 

we need to know the b quark production in such a way as is sensitive to the angle cor­

relation between two leptons, which has not yet been performed. The number of events 

shown in Table 5.10 for the bb background is simply a face value obtained from the 

ISAJET Monte Carlo ignoring a possible incorrect normalization. 

Fake dilepton 

The "fake dilepton" backgrounds were calculated separately for each of the 8 dilepton 

categories using a common method. For concreteness, we consider the eµ, case in the 

following. Let N be the number of eµ, pairs in the final sample. First, we estimate 

the number of eµ, pairs with a fake muon. The high Pr fake muons which are hadrons 

usually rejected by the calorimeter minimum ionizing cut are additionally introduced to 

the sample by removing the minimum ionizing cut, resulting in an increased number of 

eµ, pairs N'. Since muons in each sample of N and N' pairs consists of real muons and 

fake muons, we can write 

N N,.c:al + Nrakc, 

N' = N:cal + Nfakc, 

(5.19) 

(5.20) 

where Nrcal is the number of real muons in the sample of N eµ, pairs, Nrakc is the number 

of fake muons in the same sample, N:cal is the number of real muons in the sample with 

the relaxed cut on muons and Nfakc: is the number of fake muons in the same sample. If 

we know the probability Prcal that a real muon passes the calorimeter minimum ionizing 

cut, and the same probability for a fake muon, Pfokc, we can estimate Nrakc = PfakcNfake 

by solving the following equations, 

N ( 5.21) 
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N' (5.22) 

The "fake probability", Prakc, per isolated track is obtained from a background sample 

of events collected with a jet trigger with an ET threshold of 20 GeV in which those 

events with large missing ET, and dimuons are removed to avoid a contamination of real 

muons from W and Z events. It is possible that the muon candidates which pass all 

the selection cuts in this jet sample are real muons, so the number obtained should be 

considered as an upper limit of the true Pfakc· The Prcal is known from Z events. Thus 

we can estimate a fake muon fraction of the final sample, 

"'J _ Nrakc 
Jrakc - N · 

This accounts for real e plus fake µ and fake e plus fake µ. 

(5.23) 

The same procedure is repeated for the electron side. Here all the electron selection 

cuts are removed except ET and isolation cu ts. The Prakc and Prcal are estimated using a 

jet sample and Z sample. Following the same steps, we derive the fake electron fraction 

of the final sample fr~kc. 

Finally the number of total fake eµ pairs is calculated by 

NC/l - N( /ll + 1,: //J /C ) 
fokc - J fak<: J fake: - J fakcJ fake • (5.24) 

The last term corrects for a double counting of fakeµ + fake e pairs. Table 5.11 shows 

the values of Prc:al and Pfakc for the various lepton categories. The results for the number 

of fake events expected are shown in Table 5.12. 

The Prakc is estimated for isolated fake leptons to remove its possible physics source 

dependence. Because the lepton identification cut efficiency is dependent on the isolation 

as explained in §5.1.2 and because the isolation of a particle is usually different for the 

physics process considered, the Pfokc would change from sample to sample. In order 

to reduce this possible variation of Prakc: according to the physics source, the isolation 
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Lepton Type Prcal Prake 
CE (tight) 0.85 ± 0.03 0.004 ± 0.002 
CE (loose) 0.96 ± 0.01 0.059 ± 0.007 
PE 0.79 ± 0.04 0.09 ± 0.01 
MU 0.98 ± 0.01 0.11 ± 0.04 
MI 0.98 ± 0.01 0.010 ± 0.004 

Table 5.11: The probabilities for real leptons (Prca1), and for fake leptons (Prakc) to pass 
the identification cut. Isolated EM clusters in a jet event sample are considered as fake 
electrons. As fake muons, all the isolated tracks in a jet event sample are considered. 
The statistical errors are shown in this table. 

I Dilepton Type I Before Topology Cuts I After Topology Cuts j 

CEMU+CEMI 0.9 ± 0.4 0.3 ± 0.2 
PEMU+PEMI 0.7 ± 0.4 0.3 ± 0.3 
Total eµ 1.6 ± 0.6 0.6 ± 0.4 

CECE 1.2 ± 0.2 0.09 ± 0.04 
CEPE 2.0 ± 0.8 0.10 ± 0.05 
MUMU+MUMI 0.5 ± 0.3 0.10 ± 0.05 
Total ee + µµ 3.7 ± 0.9 0.4 ± 0.1 

Table 5.12: The number of fake dilepton backgrounds expected in 4.lpb- 1 • The errors 
are statistical. 
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requirement was kept in the Prakc: estimation. 
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Chapter 6 

Mass Limit on the Top Quark 

A search described in the previous chapters results in only one candidate event passing 

our tl selection ·criteria. With one event detected, we can place an upper limit on the 

number of observed tt events, Nmax, which is translated to an upper limit on the tl total 

production cross section o-( tl) by the equation, 

Nmax 
u(t[) < --

LcT .. Lal' 
(6.1) 

where Lis the integrated luminosity ( 4.1 pb- 1 
), and c·fotal is the total detection efficiency 

for the tt events. Using the theoretical prediction for o-( t[) as a function of the top quark 

mass, we can also derive a limit on the mass of the top quark. 

This chapter describes the calculation of the mass limit. In the discussion, another 

analysis by other CDF collaborators (68] which searches for tt events in a different 

dilepton channel is combined to give the most stringent limit. We refer the analysis 

described in this thesis and the other independent analysis respectively to 

• high Pr dilepton (simply "dilepton") analysis 

• low Pr muon analysis. 

The low P.r muon analysis looks at one high Pr lepton plus jets events. This channel 

suffers from a large number of W + jets -+ lv + jets backgrounds. In order to reduce 
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W + jets events, the low PT muon analysis tags the b quark produced in at quark decay 

by detecting the low Pr muon from the decay b ~ µvc. The low PT muons are required 

to have PT less than 15 GeV /c. Because of the choice of the PT cut, this channel is 

completely separated from the high Pr dilepton channel where muons must have at 

least 15 Ge V / c. Therefore we can add its acceptance to the one for the high PT dilepton 

channel. 

The discussion begins with a calculation of the upper limit on the number of ob­

served events Nrnax in which the systematic uncertainty discussed in §5.2 is ignored for 

clarity. Then we describe how the uncertainty is taken into account in the calculation. 

Next, the lower mass limit on the top quark from the high PT dilepton analysis is given. 

Finally, the more stringent lower limit on the top quark mass is derived by combining 

the low Fr muon analysis. 

Limit Without Systematic Uncertainty 

The number of counts or events found in a large number of experiments is distributed 

according to the Poisson distribution 

µ"e-'' 
~,(n) = -- (n = 0, 1, 2, ... ), 

n! 
(6.2) 

where the mean µ is the average number of the observed events related to the cross 

section by 

µ = LucTutal• (6.3) 

If n 0 events are observed, the probability that we observe at most n 0 events is 

Tl() 

a= L P,,(n). (6.4) 
n=ll 

The upper limit on µ ( N max) can be placed by considering that the observation of n0 

events is less probable if µ > Nmax which is expressed as a decrease of a. Thus the 
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no CL nu CL 
90% 95% 90% 95% 

0 2.30 3.00 6 10.53 11.84 
1 3.89 4.74 7 11.77 13.15 
2 5.32 6.30 8 13.00 14.44 
3 6.68 7.75 9 14.21 15.71 
4 7.99 9.15 10 15.41 16.96 
5 9.72 10.51 

Table 6.1: Poisson upper limits for n 0 observed events. 

confidence level, CL, can be defined as 

CL 1-a 

1 - L PN111 .. (n). (6.5) 
n=U 

In our case (nu = 1), the 95% C.L. upper limit on the number of tl events is obtained 

by solving the next equation for N, 

(6.6) 

The solution is N,.,ax(95%CL) = 4.74. Table 6.1 lists the upper limit numbers for various 

n 0 at the 90% and the 95% confidence level. 

Inclusion of the Systematic Uncertainty 

The systematic uncertainty considered here is the one related to the luminosity mea­

surement and the detection efficiency determination. We consider the uncertainty in the 

theoretical calculation of the cross section separately from these experimental uncertain­

ties. 

The systematic uncertainty in the luminosity measurement and the detection effi­

ciency determination affects the number of observed events. The resulting distribution 

of the number of observed events over a large number of experiments is no longer a 
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a-f µ (%) -
no 10 11 12 13 14 15 
0 3.04 3.05 3.06 3.08 3.09 3.10 
1 4.84 4.86 4.88 4.90 4.93 4.96 
2 6.44 6.47 6.50 6.54 6.58 6.63 
3 7.95 7.99 8.03 8.09 8.14 8.21 
4 9.40 9.45 9.51 9.58 9.65 9.73 
5 10.81 10.88 10.95 11.04 11.13 11.22 

Table 6.2: Upper limits for n 0 observed events at 95% C.L. using a Poisson-Gaussian 
convoluted probability function with the systematic uncertainty of u / µ. 

pure Poisson. The modified distribution, P,,,,,.(n), will include a parameter u (this is 

not a cross section), representing the systematic uncertainty. Preserving the Poisson 

distribution in base, we take the systematic uncertainty into account as a fluctuation in 

the average number of events, µ, according to a Gaussian distribution with a standard 

deviation of u, 

(6.7) 

(6.8) 

where the normalization C is chosen so that J;': G,,,,,.(e)d! = I, that is, the Gaussian 

distribution has been truncated so as not to allow negative numbers of events. The 

systematic uncertainty is assigned to u, that is, u / µ = 13% in our case. Figure 6.1 

compares a Poisson distribution and a modified distribution forµ = 4. 74 and u / µ = 13%. 

As before, the 95% C.L. upper limit on the number of events for a given value of u is 

determined by solving for N the equation, 

Pt,,,,.(O) + P:Y,,,.(1) = 0.05. (6.9) 

Solving Equation (6.9) numerically, we obtain Nrnax(95%CL) = 4.90 for u/µ. = 13%. 

Table 6.2 gives the upper limit numbers for various n 0 and u / µ. at the 95% confidence 

level. 
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dilepton dilepton + low Pr µ, 

Mtop Cl'otnl u,l(95%C L) f:Total u,c(95%C L) 
{GeV/c2) ( X 10-'1) (pb) ( X 10-4) (pb) 

70 55 218 - -
80 68 175 88 136 
90 80 149 106 113 
100 83 144 112 107 

Table 6.3: The upper limits on the tt production cross section from the high Pr dilepton 
analysis and the combined analysis including the low P.r muon events. 

Limit on the Cross Section and the Mass of the Top Quark. 

An upper limit on the number of events is converted into an upper limit on the cross 

section by 

u(95%C L) = Nmax(95%CL). 
Lt:Tulnl 

{6.10) 

Table 6.3 lists the total detection efficiency ( t:Total) and the upper limit cross section for 

several top quark masses. The 95% C.L. upper limit on the tt cross section is also shown 

in Figure 6.2, together with the theoretical calculation of u( tl). The uncertainty in the 

theoretical calculation of the tf production cross section is indicated as a band in the 

figure. Conservatively we take the lower limit on the mass of the top quark at 85 GeV /c2 

where the upper limit curve intersects the lower edge of the theoretical calculation band. 

Inclusion of a Low Pr Muon Analysis 

Table 6.3 also includes the total detection efficiency and the upper limit cross section 

after combining the low Pr muon analysis. The systematic uncertainty in the detection 

efficiency for the tt events in the low Pr muon channel combined with the uncertainty 

in the luminosity measurement is estimated to be 15%. The resulting total systematic 

uncertainty after the inclusion of the low Pr muon analysis does not change from the total 

uncertainty obtained in the the high Pr dilepton analysis ( 13%) because the contribution 

of the low Pr muon is relatively small ("' 30%) compared to the high PT dilepton channel. 

The combined upper limit cross section curve is shown in Figure 6.2. As a final result, 
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the top quark of MLop < 91 Ge V / c2 is excluded at the 95% confidence level. 
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Chapter 7 

Conclusions 

We searched for tt events in pp collisions at ..js = 1.8 TeV using the CDF detector. The 

data were collected in the 1988-1989 CDF run. The corresponding integrated luminosity 

was 4.1 pb-1 • We have exploited the good electron and muon identification capabilities 

of the CDF detector to carry out a search for the top quark in high PT dilepton events. 

No decisive evidence for the top quark production has been observed and a lower limit 

on the top quark mass 

Mlnp > 85 GeV /c2 (95% C.L.) 

is obtained. Combining another analysis which searches for tt events containing a high 

PT lepton plus a low Pr muon from b decay, we obtain 

lvllup > 91 GeV /c2 (95% C.L.) 

as a final result. Currently this 1s the most stringent limit on the top quark mass 

available in the world. 
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Appendix A 

Luminosity Measurement 

The luminosity measurement at CDF [69, 70] is described in this appendix. 

The instantaneous luminosity can be obtained directly from the accelerator beam 

parameters. It is also possible to calculate the luminosity by measuring the rate of a 

certain process of which the cross section is known, 

R {, = -, 
(J' 

(A.1) 

where £ is the instantaneous luminosity, R is the rate of the process and u is the 

cross section for the process. We employed the latter method using the inelastic pp 

interaction cross section at the center of mass energy ( vs) of 1800 GeV because it gave 

a more reliable result than the luminosity determined solely from the beam parameters. 

At CDF, the inelastic pp events are detected with the beam-beam counters (BBC, 

see § 3.1.1). Given the effective cross section, that is, the cross section visible to the 

BBC of the pp inelastic scattering, UHHC, and the rate observed by the BBC, Raac, the 

instantaneous luminosity £ is obtained by 

{, = RHHC. 

u1-rnc 

We need to know u1-rnc at .Js = 1800 GeV to calculate the luminosity. 
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In earlier publications of the CDF analyses, the luminosity calculation was based on 

the uesc(1800) which was obtained by extrapolating from the SPS collider energy of 546 

Ge V to the Tevatron energy [71] assuming the known dependence of the cross section 

on VS· At this time, the difference in the geometry and the efficiency of the trigger 

counters at CDF and U A4 was corrected using the CDF minimum bias Monte Carlo 

{MBR) [72]. This method resulted in the total integrated luminosity for the 1988-1989 

CDF run of (4.4 ± 0.7) pb- 1 • 

In order to reduce the uncertainty in the extrapolation, we combined the luminosity 

determination from the accelerator beam parameters. Since we have collected the data 

at both 546 GeV and 1800 GeV using the Tevatron, the effective pp inelastic cross section 

at 1800 Ge V can be obtained using the equation 

RHHc{1800) Lacc(546) 
u1rnc(l800) = lTAHc(546) · R ,(546) · £. (l800), HHC dCC 

(A.3) 

where O"BBc(546) is the effective pp inelastic cross section at 546 GeV obtained by con­

verting the measured quantity at U A4, R1-UiC and Lace are the observed BBC rate and 

the instantaneous luminosity based on the accelerator parameters at the specified Teva­

tron energy, respectively. The several uncertainties in the luminosity determination from 

the beam parameters should cancel out in the ratio of .Cacc(546) and Lacc(1800), because 

the beam parameters are measured using the same devices at both energies. From this 

method, we obtain 

0-1-Hic(lB00) = ( 46.8 ± 3.2) mb. (A.4) 

The corresponding total integrated luminosity for the 1988-1989 CDF run is 

L = I £dt = (4.1 ± 2.8) pb-1
• (A.5) 

The fractional uncertainty in the luminosity measurement is reduced from 15% to 6.8%. 
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