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ABSTRACT 

A MEASUREMENT OF rr0 PRODUCTION 
AT LOW TRANSVERSE MOMENTUM 

By 

Giuseppe Ballocchi 

This thesis describes the measurement of rr0 production at low transverse 
momentum (PT) in 530 GeV pion-nucleon collisions (center of mass energy of 31.7 
GeV), utilizing the E706 spectrometer at Fermilab. Electromagnetic showers were 
detected using a large liquid argon calorimeter, and charged tracks were measured 
in a charged particle spectrometer, which included a silicon strip system for vertex 
identification, a magnet and multiwire proportional chambers. 

A measurent of the dirferential cross section for rr0 production in the PT range 
0.6 - 2.2 GeV /c is given for Be and Al targets. 'l'he atomic dependence of the 
measurement is also discussed. 
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Chapter 1 

INTRODUCTION 

1.1 General considerations 

The results presented in this thesis come from Fermi lab <'Xperirnent. E706. The main 
goal of this experiment is the measurement of direct photon yields in the transverse 
momentum (PT) range of 'l-LO GeV /c, with incident. 7r/ K/p beams at 500-600 GeV, 
as well as the study of associated jets produced in such reactions. This thesis \vill 
pr<'sent a. measurement of the inclusive cross section for 71'

0 production at lo\ver PT 
(0.6-2.2 GcV/c) in 71'-Be and 11'-Al interactions. 

Data. on neutral mesons decaying into photons, at center of mass energies 
larger than vs=l5 GeV arc scarce compared to data. on inclusive charged mesons 
and neutral strange particle production; a.ny new measurement is therefore of value 
for tcst.ing models of particle production and of use in gauging backgrounds for 
other experiments at high energy. 

This thesis is divided into six chapters. \Ve first continue with general issues of 
phenomenology and recent data. Chapters 2-·l concern the experimental apparatus 
and analysis techniques. Chapter 5 deals with a. simulation of the detector, and 
Chapter 6 provides a discussion of the results and conclusions. 
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1.2 Theoretical models 

Since the time of Yuka.wa. [1] little progress has been ma.de in the understanding a.ta 
fundamental level of low momentum transfer ha.dronic interactions; even if quantum 
chromodynamics (QCD) (2] emerged as a candidate theory of strong interactions, 
a perturbative solution for QCD can be found only at high Q2 (Q2 is the square of 
a.n appropriate momentum transfer which characterizes the collision). 

It is hoped that an understanding of low Q2 phenomena will eventually come 
from new mathematical techniques which will encompass the non-perturbative re­
gion in QCD (or in other theories). In the meanwhile, even if high Q2 processes 
get the most attention, it is also important to gather experimental data in the soft 
region. 

The present theoretical description of low PT physics remains at the level of 
ad hoc phenomenology [3,4,5,6], ·which will not be described in detail here. These 
models a.re naturally conceived with the intent of explaining existing data.. They 
typically replace the strong interaction problem with assumptions regarding the 
precollisiona.l structure of hadrons, the rearrangement of the partons into a. final 
state and the subsequent transformation of this system into hadrons. 

1.3 Kinematics variables 

The quantity of fundamental importance in the description of the scattering of two 
particles is the cross section. The cross section for a. process measures the proba­
bility for the occurrence of a. particular react.ion. To gain an understanding of the 
dynamics of strong interactions, one could study as many exclusive channels as are 
accessible to experimental investigation; this approach however is not manageable 
in general because many exclusive channels are too complicated to be reconstructed 
experimentally and the particle multiplicities a.re large. 

In the following we will deal with inclusive single-particle reactions of the 
kind (7]: 

A+ B - C + ANYTllING ( 1.1) 
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Reaction (1.1), which gives the production of a specific particle C, accompa­
nied by any other particles produced in a collision of particles A and B, can be 
described by a Lorentz-invariant function characterizing the production process: 
this is a differential invariant single-particle production cross section, a quantity 
proportional to the probability for emitting a specific particle C into a Lorentz­
invariant element of momentum space: 

Ecd3 (T(Pc, Sa,b) 

dp~ 
( 1.2) 

In equation ( 1.2) we have explicitly indicated all the possible kinematic de­
pendence that the quantities of physical interest might have. The total cross section 
for reaction (1.1) can depend on the energy of the scattering system: s 11 ,b, or simply 
s, is the square of the total energy available in the center of mass frame of the 
scattering: 

Sa,b = (Pa+ Pb) 2 = (Ea+ Eb) 2 
- (fa + p/,) 2 

The variables p:, Ee, Pc are the vector momentum, total energy and four-momentum 
of particle C and d3pc is the differential element of 3-momentum space into which 
particle C is emitted. 

Since we used only unpolarized incident p~ojectile and target particles, we do 
not expect to observe any azimuthal dependence in the production of particle C. 
vVe assume therefore that the dependence on Pc will reduce to a dependence on the 
longitudinal momentum (pi) and the transverse momentum (pr) of particle C. 

The pr variable is invariant under a Lorentz transformation along the line 
of collision between the incident particles. Instead of using the longitudinal and 
transverse momentum, one can use the normalized variables: 

Pl 
XF=--

Pl,maz 

where Pl is the longitudinal momentum in the center of mass frame, and Pl,maz is 

its maximum value (Pi,maz = 4); and 

PT 

PT,maz 

where PT is the tranverse momentum in the center of mass frame, and PT,maz is its 

maximum value (PT,maz = 4) · 
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.Another useful variable is the rapidity: 

y =~In E +Pt 
2 E-p1 

The rapidity is additive under Lorentz transformations along the collision axis. The 
pseudorapidity variable is more convenient than the rapidity from the experimental 
point of view. It is defined as : 

() 
T/ = - In (tan 2) 

(() is the angle at \Vhich particle C is emitted with respect to the line of collision 
between the incident particles). The pseudora.pidity approximates the rapidity for 
ultra.relativistic particles. 

1.4 Scaling and limiting fragmentation 

In this section the concepts of scaling and limiting fragmentation [8,9] will be in­
troduced. 

Experimental evidence suggests that total cross sections for various incident 
channels exhibit rather small changes at high energies. One can study whether all 
inclusive invariant cross sections approach energy independent forms (hypothesis of 
limiting fragmentation). This implies that at fixed PT the cross section for Reaction 
( 1.1) at any value of Pl (as measured in either the rest frame of A or B) will approach 
a finite energy-independent limit; because at fixed PT the energy of particle C as 
measured in either the rest frame of particle A or B is determined by the mass and 
the Pl value of particle C, the limit should be valid for the invariant cross section for 
Reaction (1.1) as well as for the more standard non Lorentz-invariant cross section; 
that is 

or 
du/ dp3(p1, PT, Bab) --+ du/ dp3(pi, PT) 

(the above limits are valid for Bab --+ oo for any finite PT and p1 of particle C as 
measured in the rest frames of the target or of the projectile particle). 
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Feynman suggested that hadronic particle em1ss1on at very high energies 
should be similar to the radiation of photons by an accelerating charge; for fixed 
pr, the probability for the emission of particle C in the range of momentum dp1 in 
a collision between particles A and B should have the energy dependence typical of 
Bremsstrahlung processes: 

du oc (1/ E)dp1 

If we assume also that the fraction of incident longitudinal momentum x 
carried away by any produced particles should become s-independent, we obtain 
the Feynman scaling hypothesis (for sab - oo for all PT and P1 values): 

Edu/dp3 (p1,pT,Sab) - Edu/dp3 (x,pT) 

where the above quantities are given in the C:M frame. 

1.5 Experimental measurements of low PT neutral 
pion production 

The most recent determinations of 7ro yields came from the N A22 Collaboration at 
CERN [10], which measured inclusive 7r0 production in 7r+p, J(+p and pp interac­
tions at 250 GeV and from the N A27 Collaboration at CERN [11], which measured 
the inclusive 7ro and T/o production in 7r-p a.t 360 GeV. The d(J'/dp} distribution for 
7r0 's from NA22 for xF(11"0) > 0.025 is given in Fig. [1.1]; the distribution is well 
fitted with a sum of two exponentials. 

The du/ dp~ distribution for 11"
0 's from N A27 is given in Fig. 1.2. Since the Pt 

range of N A27 extends to higher values than the range for experiment N A22, they 
chose to fit the distribution in Fig. 1.2 with a function of the form: 

I 2 c 
du dpT = (p} + 62)n (1.3) 

where 6 = 0.64 ± 0.02 GeV /c and n = 4.03 ± 0.07. 

Earlier studies of 7ro production for J(+p interactions (12,13,14] and for 7r+p in­
teractions [15,16,17,18,19,20,21,22] at lower energies either suffer from low statistics 
or small acceptance. 
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1.6 Atomic dependence of inclusive hadronic cross 
sections 

High energy hadron-nucleus scattering reactions probe the space-time development 
of the hadronic production process. Invariant inclusive hadronic cross sections 
from reactions in different nuclei (different atomic number A) a.re conventionally 
parametrized to display the A dependence as a single power a of A [23]: 

Edu/dp3 (A,xF,PT) = Aa(:rF,pr)Edu/dp3 (1,xF,PT) 

The power a depends in general on XF and PT, where the dependence on XF 

and PT may also vary with A. Some data have been analyzed using a series in powers 
of A l/3 to fit the cross section: 

du/dy = A213[a(y) + Al/3 b(y) + A213 c(y)] 

In the previos equation the cross section is either at fixed PT or has been integrated 
over PT and is expressed in terms of the rapidity y. The total absorption cross 
section exhibits an A2

/
3 dependence, as can be expected from geometric shadowing 

considerations [24]. Naively one may imagine that in hard collisions nucleons would 
behave as free particles. It has been observed however [25,26,27] that the power a 
is a function of PT and for all particle types grows to be larger tha.n one at large PT, 
implying that nucleons must behave in a cooperative manner (i.e. a resca.ttering 
of the outgoing state may occur). .-\ number of models have been proposed to 
explain the features of hadron-nucleus collisions at high energy [28,29,30,31,32] but 
the theoretical understanding is still limited. 
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Chapter 2 

EXPERIMENTAL APPARATUS 

2.1 General considerations 

This chapter describes the apparatus used in the experiment, with particular em­
phasis on the electromagnetic calorimeter; the data acquisition procedure is also 
mentioned. 

Figure (2.1] shows the overall layout of the experiment, \vhich was designed 
to cover a.s much of the total solid angle a.s possible. 

A right-handed coordinate system with the positive z-axis directed down­
stream along the beam line, the positive y-axis vertically upward and with the 
origin located 12 cm downstream of the midpoint of the target segments will be 
used in the following discussion. 

2.2 Beamline 

The experiment used the Meson West (MW) beamline at Fermilab (33] .. The beam 
is a high resolution and high intensity secondary beam with mass definition provided 
by a Cherenkov counter. The MW beam line is made up of two stages: it has a first 
focus, a parallel section to accommodate the Cherenkov counter, and a final focus. 
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Figure 2.1: Overall layout of the E706 experiment 
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Table 2.1: Target parameters. 

Parameters Be Al Si 
length (cm) 4.00 0.95 0.42 
atomic number 9.01 26.98 28.09 
density (g/cm3

) 1.85 2.70 2.33 
radiation length (%) 11.3 11.7 4.4 
7r interaction length (%) 6.8 1.8 0.7 
p interaction length (%) 9.2 2.3 0.9 

During most of the E706 data taking, we ran with a momentum bite of a.bout 
±53 and a typical intensity of 50x106 particles over a 20 sec spill time. 

2.3 Targets 

\Ve used nuclear targets because they are compact and easy to handle and they 
are interesting in their own right. The choice of target material was based on 
considerations of radiation length and interaction length. If a photon from a 7ro 

converts to an e+ e- pair within a target, the charged particles can undergo multiple 
Coulomb scattering, and mimic the production of two photons, if the opening angle 
is appreciable. To avoid converting too many rr0 's, the scaling properties of the 
radiation length and the interaction length as functions of atomic weight and atomic 
number suggest the use of relatively low Z material for targets. 

The target was split into several segments. \Ve used a 10% absorption length 
carbon target for most of our standard direct photon data taking; however, all of 
the interaction triggers which comprise the data for this thesis, were taken with 
beryllium and aluminum targets, chosen to have the same radiation lengths. The 
characteristics of the targets and of the silicon material constituting the main silicon 
detectors (SSD's) are given in Table (2.1]. 
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2.4 Charged particle detection 

A large-aperture magnet, with a maximum field integral of about 1 Tm, provided 
excellent acceptance for charged particles. 

In the region in front of the magnet we have an array of silicon strip detec­
tors (SSD) [34,35,36], ·while downstream of the magnet we have a tracking system 
consisting of 16 planes of multiwire proportional chambers (,MWPC) [37]. 

The beam enters the segmented production target through three pairs of 
crossed (X-Y) SSD planes. fmmediately downstream of the target are four ad­
ditional sets of X-Y modules for monitoring the charged hadrons produced in a 
collision. Hence, there are a total of 14 SSD planes which have approximately 6000 
readout channels, and a pitch (width of each strip) of 50 µ. At this time, the SSD 
outputs are not instrumented for providing pulse height information. 

The SSD system has to establish which hadrons emerging from the target are 
due to secondary interactions in the target. The size of the system is large enough 
so that its readout does not shadow the downstream liquid argon calorimeter, nor 
the acceptance aperture that is set by the magnet opening. The first four doublets 
are 3 cm X 3 cm and the last three are 5 cm X 5 cm, in transverse dimensions, .and 
the silicon wafers are all approximately 300 µ thick. 

The MvVPC's have high rate capability ( > l~IHz interaction rate) and good 
angular segmentation ( < 1 mr). We have 16 planes packaged into four modules 
with an x, y ,u ( +37° ), v ( -53° ) orientation of the sense wires in each module. 
The wires are 20 µ gold plated tungsten. Mylar sheets, spray painted with graphite, 
form the cathodes of the chambers. The four modules have 1.62 m X 1.21 m, 2.03 
m X 2.03 m , 2.03 m X 2.03 m, 2.44 m X 2..-14 m transverse dimensions, and wire 
spacings of 2.54 mm. 

2.5 Liquid argon calorimeter 

The specifications and characteristics of the calorimeter can be summarized as fol­
lows: 
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1. Good acceptance for both photons and hadrons. 

2. Energy resolution of< 15%J Energy (GeV) and a position resolution < 0.1 
cm for photons or electrons. The two-particle resolution is particularly im­
portant for distinguishing single photons from photon pairs due to decays of 
high energy 71"

0 's and is about 1 cm. 

3. Hadron energy resolution of 100%J Energy (GeV), with a position resolution 
of a few centimeters. 

cl. Very good discrimination between photon showers and those initiated by neu­
tral hadrons. 

5. Ability to sustain an interaction rate of 1 .MHz. 

The liquid argon calorimeter (LAC) [38,39] is located !) m from the target region. It 
measures the position and energy of photons, electrons and hadrons. It consists of an 
electromagnetic calorimeter section (El\ILAC) and a hadron calorimeter (HALAC), 
in a common cryogenic enclosure. 

The photon detector is subdivided into four mechanically independent quad­
rants, held together by the overall support structure. Each quadrant consists of 
66 layers in which 2 mm lead plates are separated by 2.5 mm gaps of liquid argon 
from copper-clad G-10 readout boards. Each readout board comprises an octant 
of the detector. Alternate boards are used to read out the r cooordinate and the 
rjJ coordinate in a polar coordinate system. The r coordinate readout consists of 
256 concentric radial strips in each octant; the strips are focussed in tower fashion 
towards the target. The rjJ coordinate strips a.re subdivided into inner and outer 
segments; in each octant there are 48 inner rjJ strips and 96 outer rjJ strips. 

Each lead plate is connected to a negative high voltage supply through 200 nF 
of capacitance (two 100 n F capacitors used in parallel and a 10 n series resistor). 
This reduces voltage sagging during the beam spill. 

The support structure of each quadrant, as well as the additional space needed 
for readout connectors and G-10 spacers (to separate the boards from each other 
and from the lead) produce dead areas both for incident photons and hadrons. 
Reconstruction is essentially impossible for photons that hit the support structure 
or the G-10 spacers, and for all hadrons that hit the stainless steel support plates; 
however, hadrons that hit the G-10 spacers can be detected. 
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The electromagnetic calorimeter is segmented into t\vo sections; the first 1/3 
of the detector (22 layers, 10 radiation lengths) is read out via the front readout 
boards, the last 2/3 ( 44 layers, 20 radiation lengths) is read out via the back readout 
planes. Figure (2.2] displays some of the above mentioned details. 

In contrast to the photon detector, the hadron detector (40] has a tower read­
out structure. Each tower consists of a series of triangular pads. The hadron 
detector is not described in detail here, since it was not used in this analysis. 

Both the photon and the hadron calorimeters are suspended from the cover 
plate of a 17 ft diameter upright cylindrical cryostat. The cover plate is attached 
to a moveable gantry that moves on rails perpendicular to the beam direction; the 
beam can be swept vertically by a pitching magnet located at 848.6 ft. from the 
primary target; we can therefore sweep the beam across almost any portion of the 
calorimeter for calibration and testing. 

2.6 Operation of the calorimeter 

The calorimeter is operated as an ionization chamber; there is therefore no electron 
multiplication of the signal. 

Electromagnetic showers are generated in the the lead plates; charged particles 
in the shower deposit energy in the argon (active medium) by ionizing the atoms; 
the shower energy is then measured by collecting the ionization charge. For our 
geometry, about 20% of the shower energy is deposited in the liquid argon. 

The main advantages of using liquid argon as the active medium are: 

• It provides a uniform response over the active area. 

• It allows a stable operation over long periods of time. 

• It is not electronegative and it has a high electron mobility (:::: 5 mm/ µs at 
1 kV /mm); in addition, many electronegative impurities are frozen out in 
liquid argon. This means that the ionization electrons are not absorbed in the 
medium. 

• It is dense(:::: 1.4 gr/cm3
), which means that it is easy to obtain large signals; 

22 



Figure 2.2: .\.n exploded view of the E.\ILAC stack. The front readout boards are 
shown in front of the stack 
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• It is reasonably inexpensive, not difficult to purify and non-flammable. 

The main problem of liquid argon is cryogenics; that is, the containment vessel 
must be maintained at liquid argon temperature (86 K0

); nevertheless, the cryostat 
can be cooled using liquid nitrogenon, which is inexpensive. 

The charge collected in the device is due entirely to the electron signal, because 
the electron drift velocity is 3-4 orders of magnitude greater than that of the positive 
ions [41]. Since we hold the lead plates at a negative potential, the ionization 
electrons drift toward the copper-clad boards, which are at ground potential. The 
collected charge Q can be computed from requirements of energy conservation (42]. 
The entire signal is not usually observed because some of the drifting electrons 
recombine with positive ions, and some are trapped by electronegative impurities 
before reaching the G-10 board. 

2. 7 Calorimeter readout electronics 

Figure [2.3} shows the general hardware scheme for the the LAC readout electronics 
together with the E706 on-line system, which will be described in Section [2.10], 
and the EMLAC trigger electronics, which will be introduced in Section (2.8]. 

The RABBIT system ('13,44} developed at Fcrmilab, is used to read out the 
signals from the calorimeter. It consists of crate controllers called E\VE's, Before 
After Timers (BAT's) and Front End Electronic Devices (FEED's). It has two buses 
which allow simultaneous access to two channels within a given crate. Each crate 
has two E"\VE's, one for each bus. The E\VE performs a threshold test to determine 
whether or not to digitize a particular signal and subtracts pedestals from detected 
signals. 

The ability to avoid digitizing and reading out a channel if it was below 
threshold was essential for limiting the amount of information to record per event. 
The threshold had to be set to a rather large value: the impact of it will be dis­
cussed in Chapt. 4. The EWE's are controlled through hard-wired ECL processors 
(MX's) [45] which can perform a typical instruction (addition) in 125 ns. The MX 
can also be used to apply linear corrections to the data and can serve as an event 
buffer. 
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Figure 2.3: V-706 on-line sysfrm and L,\C readout electronics 
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There are t·wo amplifier cards in each rabbit rate. The amplifier is a FEED. 
Each amplifier card [46] (see Fig. [2A]) has 16 channels. The output of each channel 
of the amplifier goes into a 800 ns delay line to make the signal arrive in time with 
the trigger information. In addition, a fast output is provided for trigger purposes; 
it is obtained through delay line differentiation: the output is subtracted from a 
delayed (180 ns) copy of itself. The output of each 800 ns delay line is sampled by 
two sample-and-hold circuits, each of which is closed by, a different timing signal: 
the Before and After timing signals generated by the BAT. The Before is timed so 
that the first sample-and-hold circuit samples the line just before the signal arrives, 
while the After is timed so that the second sample-and-hold samples the line at the 
peak of the signal, allowing the E\VE to form a difference and thereby subtract the 
baseline. 

Four neighbor'ing channels are also added and fed into a time-to-voltage con­
verter (TVC) sample-and-hold circuit. The TVC start is generated when the sum 
of four amplifiers exceeds a computer settable threshold; the trigger signal stops 
the ramp; when the sum of the four amplifiers exceeds this threshold again before 
the trigger signal arrives, a second TVC records the information for this new pulse. 
The second TVC is particularly important for high intensity running. The TVC 
information allows us to remove out of time showers from the reconstructed events. 

2.8 Trigger 

In a dedicated hadronic experiment it is usually necessary to have a trigger to select 
only a small fraction (typically tens of Hz) of the total beam-target interaction rate 
(which is usually in the l\IIIz range). The data presented in this thesis involve no 
selectivity and were therefore taken with a low intensity beam (the beam rate varied 
between 5 and 12 KHz in different runs). We used a special interaction trigger (Fig. 
[2.5]), with the purpose of collecting unbiased interactions. 

A BEAM signal for the trigger is formed by requiring the coincidence of 2 
beam counters (BA and BB) located upstream of the SSD beam chambers, gated 
by the beam gate B~LGATE (the beam gate is open during the beam spill): 

BEAM=BM=BA .AND. BB .AND. Bl\LGATE 

An interaction signal INT occurs whenever one of the interaction counters 
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Figure 2.1: 1•:706 Lc\C <lrnplifier module 
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fires in coincidence with the BEAM signal. There are 4 interaction counters: SWl 
and SEl, which are located upstream of the magnet, and SW2 and SE2, which are 
located downstream of it. 

INT=BEAM .AND. (SEl.OR.SvVl.OR.SE2.0R.S\V2) 

A clean interaction CLNINT is then defined requiring that no other interaction 
occurs within ±3 buckets of the Fermilab accelerator rf (a bucket corresponds to 
18.8 ns). 

Defining: 

CLEAN-EARLY=INT .AND. (NO INT IN NEXT 3 BUCKETS) 

CLEAN-LATE=INT .AND. (NO INT IN PREVIOUS 3 BUCKETS) 

we get: 

CLNINT=CLEAN-EARLY .AND. CLEAN-LATE 

The beam halo counter BH is used to veto events in which additional particles 
close to the beam (in the "halo" region) are in time with the beam particle; a signal 
INTl is formed from the anticoincidence of BH and CLNINT: 

INTl=CLNINT .AND .. NOT. BH 

Since it is possible to accept events only when the readout computers are not 
busy, a signal LIVE-INTl is defined as the coincindence of INTl and the computer 
ready signal. 

The standard trigger selects events that appear to have a large amount of PT 
in a given octant of the electromagnetic calorimeter, with a large fraction of the 
signal confined to a small spatial region. To obtain the PT in a given region, the 
pulse height in that channel of the calorimeter is multiplied by the sine of the angle 
relative to the beam direction. This operation is performed in the main part of 
the LAC trigger system, using the PT attenuator and discriminator boards, which 
were designed specifically for the experiment [47]. Each of the PT attenuator boards 
receives as input 32 'fast out' signals from the signal amplifiers, and produces 4 
analog sums of 8 outputs and a single analog sum of 32 outputs. Each of the 
discriminator boards receives the 'sum-of-8' from the attenuator modules, adds 
corresponding front and back signals from the LAC, and forms overlapping sums of 
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16 adjacent analog signals which go to discriminators. These boards are combined 
to generate the octant and quadrant PT trigger. 

The global PT trigger is susceptible to coherent noise (noise common to all 
LAC channels, such as pickup from magnet power supplies, radio stations, etc); 
consequently, \Ve insisted on substantial local deposition of energy in addition to 
the global PT requirement. 

The GATED-INTl signal, used to strobe the trigger, is formed as a coin­
cidence of LIVE-INTl and CLEAR2-GATE. The CLEAR2-GATE was closed for 
5 /J,S whenever the BAT had to be reset (that happened when there was a LAC 
pretrigger but it fired no trigger, or when there was a computer reset signal). 

A LAC PRETRIGG ER signal was defined as a coincidence of GATED-INTl 
and of a signal from the PT boards, with the anticoincidence of VETO WALL, 
SCRKILL and EARLY PT. To prevent out of time events from contributing to the 
PT trigger, the EARLY PT was set when there was a signal in the PT board within 
300 ns of the interaction. The VETO WALL \Vas set when both veto walls were 
hit, indicating that a muon or some particle registered in the counters on the veto 
wall within ± 70 ns of the interaction. The SCRKILL vetoed any pretrigger if a 
sizeable and narrow noise spike occurred within ± 15 µs. 

The special interaction trigger was implemented by modifying the logic tables 
of the the standard trigger (the trigger logic was computer-settable). The LAC 
PRETRIGGER definition was modified so that the the PRETRIGGER did not 
require any signal from the PT boards; this also implies that the EARLY PT veto 
was not taken into account. Only one PRETRIGGER in ten was allowed to give a 
trigger, thus making the trigger rate more manageable. 

2.9 Forward calorimeter 

The forward hadron calorimeter [48) is designed to cover the forward (projectile) 
beam-jet region, which is not covered by the liquid argon calorimeter. It can provide 
the capability for studying correlations between the fragmentation of the beam jet 
and the characteristics of the triggering collision at large PT· 

The calorimeter consists of three identical units composed of alternating layers 
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uf steel and acrylic scintillato~, for a Lotal of about 11 proton absorption lengths. 
The read out is done via BBQ wavelength-shifter rods [48] that run parallel to 
the beam direction. A fta.sh analog-to-digital converter (ADC) system operating at 
100 MHz is used to digitize the signals from the photomultipliers tubes coupled to 
each rod. The calorimeter is capable of operating at rates of up to 10 MHz. The 
purpose of this device is to measure the total energy and the overall PT of all hadrons 
produced at angles < 20 mr. Since the showers from the individual hadrons overlap 
greatly at small angles, we do not attempt to obtain individual hadron information. 

2.10 On-line monitoring and data acquisition 

The general hardware scheme for the E706 on-line system was shown in Fig. [2.3]. 

\Ve use the VAXONLINE system software provided by the Data Acquisition 
Sofware group of the Fermilab computing department [49]. The on-line software 
contains programs (known as consumer processes) to produce event dumps, his­
tograms, plots and event displays for the purpose of monitoring the experiment 
during data acquisition. The event rate is determined by threshold set for the PT 
trigger and it is limited by the Lime required by the on-line computer system to 
record the data. 
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Chapter 3 

EVENT RECONSTRUCTION 

3.1 General considerations 

This chapter describes the reconstruction package (MAGIC version 2.06) used to 
process the data presented in this thesis; since development work on the experiment 
is still in progress, this chapter is not an up-to-date description of the latest E706 
off-line software. 

The photon reconstruction algorithm (EMREC) is explained in detail; the 
track reconstruction (PLREC) and the vertex finding algorithm are also introduced. 
For the terminology related to the experimental apparatus used here, we refer the 
reader to Chapt. 2. All the plots shown in this chapter are produced using l\Ionte 
Carlo generated events, unless explicitly stated to the contrary. 

The E706 ofHine package is a library of subroutines driven by the main pro­
gram MAGIC. The package is written in FORTRAN 77, makes use of the standard 
CERN PROGRAM LIBRARY software and it is maintained using the PATCHY [50] 
file management system. Since FORTRAN 77 lacks dynamic data structuring facil­
ities, we use the CERN ZEBRA [51] data management system in the E706 software. 
ZEBRA allows not only a truly dynamic creation of data structures at execution 
time, but it also has the added advantage of providing the ability to manipulate 
those structures, to write them to an external storage medium, and to recover them 
intact. ZEBRA provides a significant extension to the power of FORTRAN, gener-
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ally at an insignificant cost in terms of execution-time overhead. The unit of storage 
( continuos area of storage of a given length) is called a bank. The basic connections 
of data structures are the links (structural and reference links). Data banks can be 
organized in linear structures or in tree structures. 

3.2 Shower generation 

'Ve used two different J\Ionte Carlo packages during the development of E.'.\lREC: 

1. A package using a shower parametrization derived from the EGS (Electron­
Gamma-Shower) program [52], assuming a simplified geometry for the ca.lorime­
ter. \Ve made use of it to simulate in full detail the development of electro­
magnetic showers. The EGS system of computer codes is a general purpose 
package for the Monte Carlo simulation of the coupled transport of electrons 
and photons in an arbitrary geometry. 

2. A program (E706 GEANT) using the GEANT [53] package, which reproduces 
in detail the geometry of the detector. In GEANT we may generate data ac­
cording to a shower parametrization, or simulate in full detail the development 
of the shower. 

The results presented in this chapter were obtained using the first package 
described above. E706 GEANT, with the shower parametrization option, was used 
for all the other Monte Carlo calculations shown in this thesis. 

vVe will now describe in detail the shower parametrization based on the EGS 
program; the parametrization used in E706 GEANT is conceptually similar. The 
energy deposited by a photon in the liquid argon of the EMLAC is obtained from 
a shower parametrization based on EGS: 

where Pi is the signal in strip i, E is the incident energy of the showering particle, 
and Fi(x) is the fraction of energy that is deposited in strip i; :i; is the transverse 
distance of the center of the strip i from the center of the shower. The formula used 
for the differential form of the shower shape is 

F(x) = A1e-:i:
1
f2•1 + A2e-a:i: + Aae-b:i: 
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Table 3.1: Shower shape parameters 

Parameters A.i A.2 A:i 8 a b 
front section 3.2 1.3 0.05 0.14 3.2 0.86 
back section 1.5 0.65 0.08 0.22 1.5 0.52 

The values of the parameters are listed in Table [3.1] (values are given in inches and 
F(x) is normalized to unity). 

The shower shapes are found to be ,essentially energy independent. The dis­
tribution in the fraction of the total energy that is deposited in the back section of 
the EMLAC (E = Eback/ E) was also parametrized using EGS: 

/(E) =Bi exp (E - Ei) 2 /28~ + B 2 exp (E - E2)2 /28~ 

At 100 GeV Bi = 10.7, Ei = 0.45, 8i = 0.045, B2 = 34.6, E2 = 0.30, 82 = 0.041. The 
distribution function f(E) increases approximately as the logarithm of E. /(E) was 
normalized to unity. 

In generating showers, losses and discontinuities at the boundaries between 
the inner <P and the outer <P strips and between the octant boundaries were taken 
into account. 

In simulating the detector resolution, the pulse heights were smeared strip by 
strip according to the effective detector resolution: 

<J'E = j(0.1)2 + (0.14) 2 E 

where the first term represents the 0.1 GeV incoherent electronic noise per channel, 
and the second term is due to fluctuations in the sampling of the shower (E is 
expressed in GeV). Preliminary results from calibration runs show that the detector 
resolution is reasonably consistent with our assumptions. 

3.3 Shower reconstruction 

We used two different algorithms to reconstruct showers. 
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1. In the first one (known as "front/back" reconstruction) shower positions and 
energies are reconstructed independently in each view (left r and right r, rel­
ative to the centers of quadrants, and inner and outer </> ), for each quadrant 
separately for the front and back sections. Showers in the r and </> views are 
correlated by matching their energy quadrant by quadrant; photons in the 
front and back sections are then combined. 

2. In the second one (known as "sum" reconstruction) the pulse height for each 
strip in the front section is added to the pulse height for the corresponding 
strip in the back section; this procedure avoids the need of combining front 
and back photons and appears to give a better energy determination. 

Both reconstruction algorithms were used on the data presented in this thesis. 
The results described in this chapter were obtained using the front/back reconstruc­
tion; however, the final results were obtained using the sum reconstruction. 

For historical reasons, we use the following (rather misleading) terminology: 
a" gamma" is a reconstructed shower in one view ( r or </> ), and can be thought of as 
a photon candidate that becomes a true photon after it is correlated with a gamma 
in the orthogonal view. 

The overall photon reconstruction flow proceeds independently for each quad­
rant in the following sequential steps: 

1. "Group" and "Peak" finding in a given view. 

2. "Shoulder" finding in a peak. 

3. Splitting of peaks inside a group to find all gammas. 

4. Correlation of gammas between r and </> views to find photons. 

5. Matching of front and back photons (only for the front/back reconstruction). 

These procedures will now be described in more detail. 
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3.4 Groups and peaks 

Each quadrant is divided into 4 views: left r, right r, inner and outer <P consisting 
of 256, 256, 96 and 192 channels, respectively. The program scans the input pulse­
height data bank for groups of contiguous channels that contain signals above a 
certain threshold, which is set equal to the zero suppression threshold (see Sect. 
(4.4]). This consecutive group of channels is called a "gr~up" if it satisfies the 
following criteria: 

1. There are at least 3 strips above threshold for left r, right r or inner ¢, 2 for 
outer <P (the outer <P strips are wider). 

2. The sum of the neighboring signals must be greater than 0. 75 Ge V. 

3. The average signal in the group must be larger than 0.15 Ge V. 

4. The largest pulse height in the group must be greater than 0.3 GeV. 

Groups can consist of single isolated pea.ks, or two or more peaks with the 
minimum between peaks above some preset threshold (Fig. 3.1). Each group is 
scanned for local peaks and valleys. A peak is considered significant if the difference 
between peak and valley ener ies, divided by the expected pulse height fluctuation 

in the peak up= (0.1) 2 + (0.14) 2 P (where Pis energy in the peak and GeV units 
a.re used) is larger then 2.5. 

3.5 Shoulders 

At high laboratory energies (E > 150 GeV), a sizeable fraction of the decay photons 
from 7r

0 's start to coalesce in rand/or <P views. At 150 GeV the minimum separation 
between the two photons at the LAC (for symmetric 7r0 's decay) is 1.6 cm; for 
highly asymmetric decays, the low energy photon can appear as a small secondary 
maximum (shoulder) on the primary peak (Fig. [3.l]c). The usual peak finding 
algorithm generally does not reconstruct the two energy depositions as separate 
peaks, because it usually cannot find any significant local maximum for the lower 
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Figure 3.1: Some rcprcscnf.nl.ivc "groups" of showNs (the fit. to the pulse height 
spectra is shown): a) Single p<'nk gro11p h) Do11blc p<'nk group c) Single peak group 
with a shoulder 

shoulder 

a b c 
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energy shower. However, the shoulder-finding algorithm attempts to separate such 
peaks. 

This algorithm, which is not directly relevant for low PT 7r
0 's, searches for 

a local maximum in the logarithmic derivative of the energy difference between 
adjacent strips. Here, again, a shoulder is considered significant if the difference 
between shoulder and valley signals, divided by the expected fluctuation in the 
shoulder, is larger than some prescribed value. Shoulders in 'strips adjacent to the 
primary peak are not allowed because, whenever the center of shower is between two 
strip, a single shower can appear as a peak with a shoulder next to it. \Ve search for 
shoulders only in single-peak groups, and, to avoid dealing with very ambigous (and 
difficult) configurations, only one shoulder is allowed per peak. Once a shoulder is 
found, it is fed into the splitting routine to separate it from the primary peak. 

The program is designed to minimize the generation of artificial shoulders; in 
fact, when the program was run on 1000 single-photons of 5,7, and 10 GeV /c PT, 
no shoulders were found. The shoulder finding algorithm was also run on generated 
single 7r

0 's of 5, 7, and 10 GeV/c PT, and an additional 13,33 and 63 71"0 ---+ 'YI 
events were found at these energie~ respectively. This algorithm is, of course, also 
capable of separating two single photons that have accidentally merged and appear 
as one peak with a shoulder next to it. 

3.6 Splitting of peaks 

The shower positions r and <P a.re calculated as: r = r0 + 8r, <P = <Po+ 8¢ where r is 
the position of the shower, r0 is the position of the center of the peak channel, and 
8r (or 8¢) is a small correction given by: 

8r = aA + ,BA3 

where A = (P3 - Pi)/ P2, and a and ,8 are fit parameters. The parameters are 
obtained from a fit to the distribution of 8r as a function of A for Monte Carlo 
generated showers. The values of A and B are given in Table [3.2]. This method is 
effective because electromagnetic showers have well known shape characteristics. 

The energy is calculated by summing the pulse heights of a number of strips 
N (N = No+ EJ0.2) in the group around the peak strip (No = 10 for the front 
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Table 3.2: Parameters for the determination of the shower position 

Parameters a /3 
r views 0.39 -0.002 

inner <P view 0.40 -0.001 
outer <P view 0.60 -0.001 

section, N 0 = 15 for the back section as well as for the sum reconstruction, and 
E3 is the sum of the pulse heights in the three central strips expressed in Ge V). 
The number N increases slightly with energy because the number of strips above 
threshold increases with energy. 

vVhen there are multiple peaks in a group (overlapping showers), the peaks 
are first split, and the energies and positions of the split peaks are calculated using 
the corrected pulse array. The splitting is done using the x2 minimization algorithm 
described below. 

If Pi is the pulse height in strip i, Fii is the fraction of energy in strip i due to 
shower j and E; is the true energy of shower j, then we can write the x2 function 
to be minimized as follows: 

x2 = L: (Pi - L: EjFij) 2 

I J 

Setting 

requires for each k 
L (Pi - L E;Fi;)Filc = 0 

I j 

or 
LE; L Fi;Fi1c = L PiFilc 
i i i 

Defining: A;1c = Li Fi;Fi1c = A1c; and B1c =Li PiFi1c we can write: 
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which gives: 

The splitting of overlapping showers is then performed by inverting a sym­
metric matrix of dimension J.U (where l\l is the number of showers); the inversion 
provides all the individual energies Ej,j = 1, ... , l\[. The true signal due to any in­
dividual shower j, can be calculated by subtracting the contributions of neighboring 
showers from an observed pulse height: 

P/te =Pi - L E1tFi1t, (k-/= j) 
k 

The position ef a shower can also be calculated using these true signals for the 
three central strips. To correct for energy shifts due to the new shower positions, 
the process is iterated, and the solution with the lowest x2 is then accepted as best. 

3. 7 Correlation of r and ¢ views 

Showers reconstructed in r and </> views are correlated to match their energies. The 
quantity 

uC =(I E,. - Erp l)/uc 

where uc = J(n0.1) 2 + (0.14)2(E,. +Erp), is the fluctuation expected in E,. - Erp (n 
is the number of strips used in the energy calculation and all energies are expressed 
in Ge V) is the quality factor used in the correlation. 

The correlation algorithm proceeds in the following steps: 

1. If there are any showers which span the inner/outer</> boundary or the octant 
boundaries, we attempt to correlate them first, with the requirement that the 
shower positions on either side of the the boundary match within a tolerance 
6.d. There are three iterations; 6.d is initially 1 cm for the front section and the 
sum reconstructor and 2 cm for the back section, then ild is incremented by 
its initial value in the two additional iterations. For each of these iterations 
in ild three iterations in ilC = 1 are allowed, starting with ilC = 1 and 
incrementing it each time by 1. 
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2. The remaining sho·wers are correlated separately in each correlation region 
(inner <P-left r, outer <P-left r, inner </J-right r and outer ¢-right r). Seven 
iterations are allowed, starting with 6.C = 1, and incrementing it each time 
by l; the procedure is stopped if the maximum uncorrelated energy per view 
is smaller than some prescribed value. 

For each of the previous two steps, the following operations are performed: 

l. All r and <P combinations are checked for a possible correlation, and the best 
match is accepted if it pa.sses the 0.C mt (and the 0.d cut for a correlation 
at a boundary). 

2. Showers that coalesce in one view, but are separated in the other (1 rand 2 ¢, 
or 2 r and 1 ¢ correlations) are split into two, with the energy being assigned 
from the view that has an obvious split. A fit, with several iterations, is then 
performed to obtain the best split. 

Figure [3.2] shows the energy correlation between Er and Eq, for 7 GeV /c PT 
Monte Carlo single photons. Er - Eq, provides a measure of the effective resolution 
of the LAC. 

In the front/back reconstruction we finally combine photons from the front 
and back sections; this is not needed in the sum reconstruction. To combine front 
and back photons, photons found in the front section are projected to the back 
section, and any photons that are found within 4 cm of the projected center are 
combined with the photon in the front section. The position is determined using 
the front section information and the energy is obtained from a sum of front and 
back energies. 

3.8 Prediction of r from the width of the shower 
in <P 

Since the width of a <P strip changes with r it is possible to predict an average 
value of r from the width of the shower observed in the <P view. We calculate 
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Figure 3.2: Energy correlation between r and dJ view for the front section of the 
LAC for 7 Ge V / c PT Monte Carlo single photons. 
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the root-mean square width in </> as follows: O" q, = j( < x2 > - < x > 2 ), where 
< x > 2= E xf Pi/ E P,, < x >= E xi Pi/ E Pi, Xi refers to strip numbers, and 
the sums are taken over the central five strips of a shower in the </> view. Figure 
[3.3] shows the variation of O" q, (in units of number of strips) as a function of the 
radial distance r for 100 GeV Monte Carlo showers; the discontinuity at r=40 cm 
corresponds to the inner </>/outer</> boundary, and is due to the change in width of 
</> strips at that radius. 

The average value of r for any shower can be determined by table interpolation. 
Figure [3.4] shows the difference between the predicted and the generated position in 
r for single showers near r= LOO cm, and indicates that the accuracy of the prediction 
is about ±5 cm for 100 Ge V single showers. The error on the prediction is found 
to be dependent on r and on shower energy. This predicted value of r is used to 
impose a loose cut for the correlation of showers between the r and </> views. 

3.9 Walker mass 

The width of a shower has long been known to reflect the mass of the particle that 
produced it. The \Valker mass relation [54] can be used to calculate the mass of 
multiphoton showers that merge completely in both views. For a 7ro this relation 
becomes: 

2 _ 2+d2~12./E2 (]" irO - (]" ! 11· 7r0 irO 

where O". and O" iro are the root-mean square widths of a single photon shower and of 
a 7ro respectively, and d is the distance of the detector from the interaction vertex. 

Figure [3.5] shows the square of the width of the shower in cm2 ; the 0"2 = 
u; + O"~ distribution is for a.ll reconstructed photons from the decay of 10 GeV /c PT 
single Jr0 's; the peak on the left is due to the isolated photons, whereas the peak on 
the right is due to merged 7r0 's. Although separating i's from Jr0 's at this energy 
(about 200 Ge V) is not trivial, there is, nevertheless, a clear valley between the 
two peaks. l\f;o, calculated using the above formula for 10 GeV /c PT 7ro's, with 
0"2 > 1.0, is shown in Fig. [3.6]. The separation //7r0 is remarkably good: a broad 
7ro peak is observed around 0.140 Ge V / c2 ; the lower peak is caused by isolated single 
photons. We can define as Jr0 's those showers whose Walker mass is between 0.085 
and 0.185 Ge V/ c2 • To ascertain the fraction of single photons that would pass this 
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figure 3.3: (1'~ (in 11nit.s of n11mlH'r of ~trips) rt~ H f1111ctio11 of rndial distanc:c for 100 
GcV ~lontr. C;irlo gcnr.rnt.C'd photon sho\\'Ns. 
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Figure 3..t: Rcsol11t ion in r pr"dir.1.inn from shll\rN width in <1' for I 00 neV photons 
generated near r= l 00 cm 
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figure 3.5: Disl.rih11tion of of 1 lte sq11<H<' oft hf' width of showf'rs for I 0 GcV /c PT 
. I o smg e 11" c\·ent.s 
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Figure :J.6: \YnlkN rnnss distrih11fio11 cnlrnl11l.<'d for rr 2 > lr:m. 2 • for sin~lc rr0 events 
with PT= 10 neV/c 
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criterion, we ran the program on single photon events of 5, 7 and 10 GeV /c PT, 
and conclude that the probability of labeling a photon as a 'lT'o is typically less than 
1.03. Also for single 'lT'o of PT = 5, 7, 10 GeV /c, using the ·walker mass allows to 
reconstruct 13, 53, and 173 more 1T'0 's, respectively. 

3.10 Testing the reconstructor using Monte Carlo 
events 

The following section describes the results of some detailed nlonte Carlo studies of 
EMREC. These studies provided an early indication of the overall efficiency of the 
reconstruction package. 

• Single photon events. Single photons of 7 Ge V / c PT were generated uniformly 
in rapidity within the acceptance of the LAC, then reconstructed and finally 
compared to the generated parameters. The average position resolution in 
the r-view is O'r ~ 0.25 mm (see Fig. [3.7]); we expect the position resolution 
to be worse for real data, because of the shape of the real showers may vary 
more due to the dependence on position in the calorimeter and because of 
noise contributions. 

The achieved energy resolution is shown in Fig. [3.8]; it depends of course on 
the energy smearing introduced in the 1\Ionte Carlo generator. 

The efficiency for reconstructing these isolated photons is about 993. From 
the positions of the photon in the front and the back sections of the LAC the 
origin (direction) of these photons can be measured typically to an accuracy 
of about 5 mr. 

• Single 'lT'o events. Single 1T'0 's with fixed values of PT=5,7 and 10 GeV /c were 
generated with uniform rapidity within the acceptance of the LAC; these 
were decayed into two photons and then reconstructed. Figure [3.9] shows the 
reconstructed two-photon mass, for 1T'0 's with PT=7 GeV /c; the peak is at the 
correct value, and 0'11'o=7.5 l\f eV/c2 • 

Figure [3.10] shows the reconstruction efficiency as a function of the asymme­
try variable A in 1T'0 's decay (A = (I E1 - E2 l)/(E1 + E2 ), where E1 and E2 

are the energies of the decay photons). 
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Figure 3.7: Rndinl posit.ion rc·~olirl ion ror :\lo11t<' < 'nrlo photons in the front section 
of the El\1 LAC 

240 

200 

160 

120 

80 

40 

0 
-0.2 -0., 5 -o., -0.05 0 0.05 o., 0., 5 0.2 

6r (cm) 

19 



Figure :J.8: FnPrgy rC'sol11fion for \Ion!.<' Cnrlo photons 
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Figure :l.9: Two-photon 11wss dist.rih11tion for I (;e\"jc f!T single 7ro c\·cnts 
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Figure 3.10: Reconstruction efficiency versus asymmetry for 7 GeV /c PT 7f'
0 's 
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Defining as 7r0 's the photon-photon systems whose mass was between 85-185 
MeV, the 7r0 's reconstruction efficiencies are about 953, 933 and 883 for 
PT = 5, 7 and 10 GeV /c, respectively (integrated over all asymmetry values, 
and requiring any individual photons to have energies E..., > 2 GeV). 

• Multi-7r0 's events. \Ve have investigated the 71"0 reconstruction efficiency at 
higher PT in the presence of debris from the decays of 7r0 's of lower PT· \Ve 
have generated events with 7r0 's multiplicity of 5 ± 2, with a Gaussian distri­
bution (we take the integer part of the generated Gaussian random number), 
with one high PT 71"0 at PT of 5, 7 or 10 GeV /c. The remaining 7r0 's were 
generated assuming the PT distribution d(J'/dpr = exp(-1.16pr) (pr is mea­
sured in Ge V/ c). All the 7r0 's are generated with uniform rapidity within the 
acceptance of the EMLAC. The exact form assumed for the PT and rapidity 
distribution is not important for the purpose of this investigation. The 7r0 's are 
decayed with uniform asymmetry and then reconstructed. The reconstruction 
efficiencies for this class of events are found to be 873, 863 and 833 at 5, 7 
and 10 GeV /c PT, respectively (integrated over all asymmetry and again with 
E..., > 2 GeV). The debris from the low PT causes a loss of about 5 - 83 of 
the higher PT 7r0 's. Figure [3.11} shows the two-photon mass distribution for 
all reconstructed doublets in multi-71"0 events, in which one 71"0 has more than 
7 GeV /c PT· 

Figure (3.12] shows the same data, but requiring that any doublet must have 
PT > 5 GeV /c. It appears that the low PT background has little effect on the 
high PT signal. 

• ISAJET events. Using the ISAJET program [55) direct photon events of a 
mean PT of 7 GeV /c were generated according to the lowest order QCD cross 
section. The photon reconstruction packa.ge was then run on this class of 
events. 

The photon and 71"0 reconstruction efficiency for all values of PT (but with 
E..., > 2 GeV) is 753 and 603, respectively. The low detection efficiencies 
are due to the fact that ISAJET tends to generate many low PT and low 
energy photons/7r0 's; the accepted photon/11"0 energy distribution appears to 
be exponential in form, with a mean of about 10/20 GeV. Of the photons that 
are lost, about 753 have energy between 2-5 GeV. For 'YI combinations that 
have PT > 1. 0 Ge V / c, the 71"0 detection efficiency increases to 723. 
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Pig11rc :rt I: Two-phnf.nn nrnss clisfrih111in11 rnr t11111fi-rr0 ('\'C'nf.s. for all PT 
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Figure 3.12: Two-phof.on rrtHss dist.rih11f.ion for rnult.i-rr° C\'ent.s, for PT > 5 GeV /c 
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3.11 Comments on EMREC 

1. The splitting algorithm for overlapping showers is efficient in the r view, but 
it is not entirely satisfactory in the </> views; this is because one needs to know 
the approximate r position of the shower in order to calculate the fraction of 
the shower energy expected in each </> strip. The r position of the shower is 
estimated from the shower width in the </> view, but this ~stimate is subject to 
rather large uncertainties, especially when dealing with overlapping showers. 

2. Below about HO Ge V there are only few coalescing 7r0 's; coalescing starts 
typically above that energy. The Walker mass method proves to be the only 
tool that can be used to identify the high PT 7r

0 's that coalesce in both views. 
The Walker mass methods provides the means for tagging 72% of all 7r

0 's that 
would have been otherwise lost. 

3. The loss of 7r
0 's below PT::::::: 7 GeV /c is due to highly asymmetric decays, in 

which one photon has very low energy; at high PT values (> 7 GeV /c), the 
loss is due to both highly asymmetric decay and to coalescence. In summary, 
the results of the last two sections indicate that the LAC, at least as far as 
design is concerned, is capable of separating i's from 7r

0 's over a large range 
of energies with excellent efficiency, using the EMREC program. 

3.12 Track reconstruction and vertex determina­
tion 

The essential steps in the track finding algorithm are: 

1. View track reconstruction. For each of the 2 views in the SSD's (x,y), and for 
each of the four views in the MWPC's, a straight line is formed for each pair 
of hits in two seed planes. The straight line is then interpolated/extrapolated 
to the other two planes; if hits are found within a certain distance, a least 
square fit is made using the the found hits. 

2. Space track reconstruction. Each pair of tracks in any two MWPC views 
is considered; hits from other views are taken into account only if they fall 
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within a certain distance of the position of the projected track; if the resulting 
x2 and number of hits are acceptable, a space track is defined. Cuts are made 
to reject the tracks which share many hits (to avoid multiple reconstruction 
of the same track). 

3. Linking of upstream and downstream tracks. Each downstream space track 
is extrapolated to the center of the magnet and a best link is found to an 
upstream track by finding the closest match in the x and y views. 

To define a vertex in a view of the SS D's at least three 4-hit tracks are required. 
If three or more 4-hit linked tracks are present in the event, the vertex determination 
is based on those tracks, otherwise it is based on all the 4-hit tracks, even if they 
were not linked downstream. 

A x2 is formed for the hypothesis that the tracks come from a common vertex; 
the position of the vertex is determined by minimizing the x2 with respect to the 
vertex coordinates; this minimiza.tion is performed with a matrix inversion. Every 
track with an impact parameter (distance to the vertex) larger than 50 µ is rejected 
and the equation for the vertex position is solved again, until the average impact 
parameter becomes less than 20µ, or the worst impact parameter is less than 50µ. 

After finding a vertex in ea.ch view, if the difference in the z position of the x 
and y vertices is less than 3 mm, the weighted average of the z-coordinate defines 
the final matched vertex. 

The momentum of the tracks is determined from the magnetic field map after 
the vertex has been found. 
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Chapter 4 

DATA ANALYSIS 

4.1 General considerations 

While previous chapters often dealt with the experiment as a whole, this chapter 
describes the procedures used for the analysis of the data in this thesis; the correc­
tions and the cuts used to define the relevant signal are discussed in detail. The data 
mentioned here were taken with a dedicated interaction trigger. \Ve wrote data sum­
mary tapes (DST's) which contain the positions and energies of the reconstructed 
photons, other relevant information concerning the showers in the electromagnetic 
calorimeter, the charged-track information from the MWPC's and from the SSD's 
and the data from the discrete logic. In order to save space on the summary tapes, 
any event with less than two showers in the EMLAC was rejected, since it could 
not yield a 71'0 ; many events were rejected in this fashion (see Table [4.1] and Sect. 
5 of this chapter). 

4.2 Vertex definition 

The vertex finding algorithm described in Sect. [3.12] was used to find the primary 
vertex of the event. In about 20 % of the cases, a vertex was found in the y view 
with no matching vertex in the x view; this was because the x view was at times 
affected by hardware problems. Such unmatched vertices were accepted; however, 
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Table 4.1: Number of triggers 

Events Be Al 
Total number of triggers 53953 40675 
Events on DST 14788 9249 
Events with vertex 13959 8127 

a visual inspection of the hits for about 25 such events showed that the vertex 
determination was, in fact, adequate. 

The z distribution for the found vertices is shown in Fig. [4.1]; the target 
segmentation is evident in the reproduced z distribution; one can also see the last 
SSD beam station at z ~-20 cm, the first downstream SSD station at z ~ -6 cm, 
and the second downstream SSD station at z ~ 0 cm; the other SSD stations are 
not mapped in the vertex distribution in the figure because, if an interaction occurs 
there, it does not produce enough hits in the SSD's to yield tracks. 

Every event was required to have a vertex in the target region; the effects of 
that cut are summarized in Table (4.1] for Al and Be data. The fraction of events 
which have a vertex in the SSD is compatible with the interaction length of Si. 

A sample of events for which no vertex was found was studied in some detail. 
Out of 30 events in which the vertex program found no vertex, a visual scan of the 
hits indicated that at most 2 may ha.ve had a vertex in the target. The other events 
were interactions in the magnet, interactions in the SSD's, or were events with no 
clear interactions. 

4.3 Pedestal and gain corrections 

The pulse height Pi for each channel of the El\lLAC is given by: 

where Ni is the observed number of counts in the corresponding analog-to-digital 
converter (ADC), Ai is the pedestal and Gi is the gain for channel i. The constant Gi 
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Figure ·t.1: z distribution of primary inl.~rndion n~rtices for Be data 
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incorporates factors other than the electronics gains Ei (e.g. inefficiency of charge 
collection, etc); at first we assumed the other factors to be constant over the entire 
detector i.e., Gi = Eik. From a study of calibration runs using electron beams and 
from the mass value for high PT 7r

0 's, k was initially set to 3.01 l\IeV /count. 

The pedestals and the electronic gains were determined every few hours using 
a calibration procedure that involved on-board calibrators in the amplifier cards; a 
data base was created to provide run-dependent corrections. The stability of these 
quantities was rather good. The electronic gains exhibited good uniformity, e.g., 
the standard deviation of the electronic gain distribution for all channels in the 
EMLAC was below 2.5%. 

The pedestals from the electronic calibration procedure were compared with 
pedestals determined with data where every channel of the El'vILAC was read out 
(referred to as non zero-suppressed data). It was found that the pedestal value 
could be shifted typically by about 20 counts without a discernible reason or pat­
tern; larger deviations occurred occasionally. Figure [4.2] shows the difference be­
tween the pedestal determination by the electronic calibration procedure and by 
an algorithm which fits the tail of the pulse height distribution to determine the 
pedestal for an empty channel. This difference is an indication of the error in the 
nominal pedestal value. Since there were not enough non zero-suppressed data to 
measure the pedestals, we had to rely on the electronics calibration procedure; this 
is a source of systematic error that will be mentioned in Chapt. 6. 

4.4 Tail corrections for showers 

The zero suppression circuitry in the EWE (see Sect. [2.7]) was meant to eliminate 
channels below threshold. The nominal value of the zero suppression threshold Eth 

is given by: 

Eth= 50mV(255/T)(l/65)(1/2)(65535counts/2.5V) = 2570counts/T 

where: 

1. 50 m Vis the hardware window at the output of the test over threshold (TOT) 
circuitry in the EWE. 
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Figure 4.2: Diffon~nc:e bd\\'<'<'n thr nominal 1wdrslal nil11e and the v<ll11e determined 
from a fit to the tnil of t.hc p11lsr ltrigltl. cl isl rilrn linn for I lie front. scdion of the LAC, 
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2. (T /255) is a scaling factor applied by the threshold digital-to-analog converter 
(DAC), where T is the value of the decimal DAC setting for the run (T=61 
counts for the data studied here). 

3. 65 is the hard-wired gain of the input to the TOT section of the EWE. 

4. 2 is the hard-wired gain of the pedestal correction section of the EWE. 

5. 2.5V /65535 counts is the nominal gain of the ADC that we used. 

The EvVE circuitry suffered from stability problems that shifted the position 
of the zero-suppression window, causing more channels to be read out than de­
sired. The largest event size that the on-line system could handle limited the value 
we could use for the threshold. For the runs studied here, the zero-suppression 
threshold was approximately 170 Me V. 

The zero suppression threshold reduced the "tails" of the shower distribution, 
causing a loss of energy which was very significant for low energy showers. A 
correction (tail correction) to the shower energy was determined by calculating 
the integral of the shower shape for strips below threshold (Fig. (4.3)). The tail 
correction for isolated showers was typically 2.6 GeV; it increased very slowly with 
energy; it also varied as a function of the position in the EMLAC, mainly due to 
the variation in width of the rf> strips with r. 

4.5 Definition of the 7ro signal 

Showers in the EMLAC were required to be incident within a fiducial boundary 
in order to make sure that they were contained within the active volume. The 
centroids of reconstructed showers were required to be at least 3 cm away from the 
edge of the calorimeter. 

Monte Carlo studies indicated that showers with energy less than about 3.5 
Ge V did not produce a signal in the EM LAC; therefore, any shower with less than 
3.5 Ge V was rejected to protect against electronic noise and reconstruction errors. 

Additional cuts were applied to reduce the hadronic background in the EM­
LAC; e.g., all showers with less than 1.5 Ge V in the front section of the EM LAC 
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Figure 4.3: Calculated energy below threshold for a 5 Ge V shower at r = 52 cm 
versus threshold for zero suppression (the straight line is drawn to guide the eye) 
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were discarded. Any shower with a charged track pointing to it within 2 cm was 
also rejected. The hadron calorimeter was not used for hadron rejection, since it 
did not have sufficient sensitivity for rejecting low-energy hadrons which contribute 
to our background. 

The 7ro signal is identified in the II mode by calculating the invariant mass 
of all II pairs in each quadrant of the EMLAC; the branching ratio for this mode 
is 98.85 ± 0.053. The relative angle between the photons is calculated from the 
positions of the photons and the distance of the EMLAC from the target; since the 
lifetime of a 7ro is 10-16 sec, even the most relativistic ones decay within the target. 

\Ve fitted the mass distribution (including all 'YI combinations in each quad­
rant) with a Gaussian term which represents the 7ro peak and a simple term to 
describe the background and wrong combinations: 

The mean of the Gaussian distribution m0 is the fitted 7ro mass and the standard 
deviation u measures the width or resolution of the 7ro mass peak. The 7ro mass 
distribution was also studied separately in each quadrant (see Table [4.2]), which 
combines the Al data with the Be data). It was also noticed that the value of 
the 7ro mass peak decreased as a function of the radial distance from the center 
of the detector; the largest variation (almost 5%) occured in the inner region of 
the detector. Since this behaviour was not observed in the Monte Carlo models, it 
was attributed to non-uniformity in the detector rather than to the reconstruction 
program. The energy scale was first adjusted so that the position of the peak in each 
quadrant was at the right value for the 7ro mass (quadrant correction), then another 
correction was applied to eliminate the r-dependence of the 7ro mass. Although 
the reasons for the quadrant dependence or the r-dependence of the 7ro mass is 
not yet fully understood, we believe that the our correction procedure improves the 
uniformity of detector response. The results of the fits after the energy rescaling are 
given in table (4.3]; the x2 refers to the fit to the invariant mass distribution, which 
includes both the terms for the 7r0 and the background. The corrections described 
above improved the width of the observed 7ro signal by about 2 .Me V/ c2 • 

A 7ro was defined as a photon pair with a reconstructed mass in the range 
(135±45) .MeV/c2

• In order to extract the 11'0 signal, we had to substract the effect 
of the background under the 7r

0 peak. We defined sidebands between 50-90 Ale V / c2 
and 190-230 Af e V/ c2

• The number of events in the sidebands was weighted so that 
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Table 4.2: Dependence of the 71"0 mass on the EMLAC quadrant 

Quadrant mo ( Jlf e V / c2 
) cr (!if e V / c2 ) 

Quadrant 1 139 ± 0.8 14.l ± 0.8 
Quadrant 2 136 ± 0.7 14.2 ± 0.6 
Quadrant 3 150 ± 1.0 17.7±1.0 
Quadrant 4 140±0.7 15.7 ± 0.7 

Table 4.3: Fitted values for the 71"0 mass and width 

Parameter Be Al 
A 361 ± 16 196 ± 12 
mo ( Jlf e V / c2 ) 134.9 ± 0.6 133.6 ± 0.7 
cr (!i1eV/c2

) 14.1±0.5 12.4 ± 0.7 
x2 

/ 44 degrees of freedom 38.3 34.0 
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the weighted number was equal to the integral of the background under the 7ro. 

The histograms for Be data in Fig. [4.4] and for Al data in Fig. [4.5] show 
the invariant mass distributions with the fit to the 7ro signal and background. As 
discussed earlier in this section, the showers had to satisfy the following requirements 
to be entered in the invariant mass distribution histogram: 

1. The total shower energy had to be larger than 3.5 GeV; 

2. The energy deposited in the front section of the calorimeter had to be larger 
than l.5 GeV; 

3. The vertex for the corresponding event had to be within the target region; 

4. No charged tra:cks had to point to the shower within 2 cm. 

After the fitting procedure was established, it was also used to study the 
effects of any of the cuts on the yields. A separate fit to the II invariant mass 
distribution was done after the application of each cut. 

The cumulative effects of the cuts are shown in Table [4.4] for Be data and 
in Table [4.5] for Al data; each row indicates the effects of the relative cut applied 
in conjunction with the previous cuts. The column labeled 'Background' gives 
the integral in the 7ro mass region of the function representing the best fit to the 
background. The column labeled '7r0 candidates' is the signal, namely the difference 
between the number of entries in the 7ro region and the integral of the background 
function in that region. The number of '7r0 candidates' is affected by the statistical 
fluctuactions of the background. The requirement that the event must have a vertex 
in the target eliminates any 7r0 's produced in interactions occurring elsewhere; the 
loss is larger for the Al target because that target has a smaller interaction length 
than the Be target (see Table [2.1]). The cuts appear to improve the signal over 
background ratio with only a small loss in signal. 

4.6 Background subtraction 

\Ve expected that the characteristics of the added events from the sidebands were 
similar to those of the background events in the 7ro region; for instance, the asymme-
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Figure cf.·I: II inntrinnl. lll<lSS distrih11tion for H(' dnln \\'it.h the nt. (solid line) to 
t. he 7ro sign a.I n nd lrnckgro11 nd 
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figure 4.5: // inn1rinnt. m;iss distrililltion f'or .\I d;it;i \\'ifh I.he fit. (solid line) to the 
;r
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Table 4.4: Cuts for Al data 

Cuts 7r0 candidates Background 
Energy cut (E-r > 3.5 GeV) 814 1693 
+ Front energy cut ( E-r.1 > 1.5 Ge V) 816 1085 
+ Vertex in the target 573 779 
+Track cut 586 589 

Table 4.5: Cuts for Be data 

Cuts 7r0 candidates Background 
Energy cut (E-r > 3.5 GeV) 1615 2484 
+ Front energy cut (E-r.1 > 1.5 GeV) 1495 1704 
+ Vertex in the target 1287 1504 
+Track cut 1312 1090 

try distribution (for a definition of asymmetry, see Sect. (3.10]) in the left sideband 
is steeper than the asymmetry distribution in the peak region; however, the asym­
metry distribution in the right sideband is less steep than in the peak region, so 
that it is not unreasonable to assume that the combined asymmetry distribution of 
the sidebands should provide a good description of the background under the 71"0 

peak. 

In order to calculate any quantity of scientific interest, we used the following 
procedure: 

• the events in the peak region and in the sidebands were weighted by the .Monte 
Carlo correction (see Chapt. 5) which is a function of PT and rapidity; 

• the distribution for the quantity of interests was evaluated separately in the 
peak and sideband regions; 

• the sideband distribution was then subtracted from the peak distribution. 
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4. 7 Determination of the incident beam 

In order to normalize the cross section, we needed to determine the live triggerable 
beam, which is the total incident beam for intervals in which we took data, i. e. 
when the experiment was "live". The live triggerable beam was calculated using 
the following formula: 
"live triggerable beam" = LIVE_ffM.BHB·C1• C2•C3 

where LIVE-BM.BHB is the number of beam particles during the time the computer 
could take data, C1 is a correction for interactions too close in time to the one of 
interest, C2 is a correction for trigger dead time (computer-live but trigger-dead) 
and C3 is a correction for the effects of the SCRKILL and veto wall (see Sect. (2.8]). 
The expressions for the above corrections are: 

1. Ci =LIVE-CLINT I LIVE-INT 

2. C2=(PRETRIGGER-OR+NO-PRETRIGGER)/LIVE-INT1 

3. C3 = [1- GATED-INTl(SCRKILL + VETO-iYALL)]/GATED-INTl 

The definition for all these quantities was given in Sect. [2.8]. 

The livetime is determined as: 
LIVETIME="live triggerable beam" /BEAM.BHB 
The livetime varied between 693 and 313 in different runs. C1 was typically 
0.995, C2 wa.s typically 0.99; therefore these corrections were negligible; C3 wa.s 
typically 0.83. The typical value of the livetime corresponded to a readout time 
of 17 ms/event, which is compatible with the values measured using the computer 
busy signals. 

The interaction definition (see Sect. [2.8]), which required at least one inter­
action counter to fire, was very liberal. If at least two counters were required, then 
about half of the events were rejected; if two counters were required for events with 
at least two showers in a quadrant of the EM LAC, then only:::::: 2.53 of such events 
were rejected. The two counter requirement also improved the uniformity between 
counting rates in different counters, as shown in Table [4.6]. The interaction rate 
measured by taking the ratio LIVE-INTl/LIVE-BEAM was about twice the ex­
pected rate; by requiring at least two counters to fire, the interaction rate became 
compatible with the value expected from the interaction cross section. 
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Table 4.6: Interaction counters for Run 2375 (Al target) 

Counter SEl SvVl SE2 SW2 
number of hits 326830 210080 379390 478620 
number of hits 28400 23880 28170 28100 
in events with 2 counters 

The interaction rates, dead times and total amount of beam \Vere studied in 
deta.il in each run presented here; counting rates were in agreement between different 
runs; the scalers showed good stability for varying beam intensities. Significant 
problems were not expected, since the system was designed to perform reliably at 
far larger interaction rates (up to 1 MHz; the typical interaction rate in these data 
is ~ 1 Hz). 

Prescaled interaction triggers were also included in the standard run. The 
interaction rate was determined in a typical run and found to be compatible within 
errors with the interaction rate observed in the dedicated interaction triggers. It 
was not possible to carry out this test to better than about 103 accuracy because 
there was no standard run containing prescaled interactions with exactly the same 
target as used in the dedicated interaction runs. 
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Chapter 5 

MONTE CARLO CORRECTIONS 

5.1 General organization 

In order to measure inclusive cross sections it is essential to take into account the 
geometric acceptance, the reconstruction efficiency and the effects of the cuts, by ap­
plying appropriate corrections to the data. These corrections have been calculated 
using the E706 GEANT Monte Carlo program (see Sect. [3.2]). 

5.2 7ro generation and decay 

71'0 's were assumed to be produced in the target; for any given 71'0 the four-momenta 
of the two decay photons were then calculated. Because 7!'0 's are spin zero particles, 
they decay isotropically in their rest frame; the photon four-momenta obtained in 
the 7!'0 rest frame were boosted to the laboratory frame and the positions of the two 
photons at the EMLAC then calculated. The corresponding showers were generated 
using tabulated lateral and longitudinal shower profiles, as described in Chapt. 2. 
These shower profiles were determined using a full GEANT simulation of the shower 
development. 

From a study of the characteristics of interaction triggers, we found that the 
average number of peaks in a" group" (Table (5.1 J) is very close to one and the typ-
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Table 5.1: Number of peaks per "group" for Run 2379 (Be) 

number of" groups" with l peak 19742 
number of" groups" with 2 peaks 1129 
number of" groups" with 3 peaks 79 
number of "groups" with 4 peaks 12 
number of" groups" with more than 4 peaks 0 

ical shower multiplicity in each correlation region (see Sect. [2.4] for the definitions 
of" group" and correlation region) does not exceed two showers. This relatively low 
multiplicity may be explained by the energy cuts applied to the showers; namely, 
since the number of photons increases with decreasing energy cut-off, ari energy cut 
has the effect of reducing the multiplicity. Consequently, Monte Carlo events with 
only one 'IT"o provide an adequate model for the low energy events studied in this 
thesis. 

5.3 Calculation of the Monte Carlo corrections 

The phase space was divided into 18 PT bins of the same size, from 0.6 to 3.6 GeV /c 
and into 12 rapidity (y) bins of equal size, from -1 to 1 (for a definition of these 
quantities, see Chapt. 1). In this chapter we a.lwa.ys calculate the rapidity in the 
center of mass frame; the corresponding value of the rapidity in the laboratory 
frame can be obtained by adding 3.52 to that of the center of mass rapidity. 

\Ve generated 1500 'IT"o events in each (y, PT) cell; the events were then recon­
structed and subjected to the same cuts that we applied to real data. The ratio 
of the number of reconstructed 7r

0 's to the number of generated 7r0 's provided the 
Monte Carlo weight correcting each (y, PT) cell (Fig. (5.2]); it includes the geometri­
cal acceptance, the reconstruction efficiency and the effects of the analysis cuts. The 
Monte Carlo correction table was determined by taking the inverse of the weights; 
the correction for each event was then calculated through a linear interpolation 
between the values in the acceptance table. 
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figure 5.1: Monte Cnrlo \\'<'i~ltts for 7i.J prod11rti1111 ns n function of rr nnd cen­
t.er-of-mass rnpidit.~· y for C'\'C'nts from the intr.rn<·t ion I ri~gcr. The nhsolutc sea.le is 
indicaLed hy t.hc weight. of I in the lo\\'C'r ri~ltt. cornN. 
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5.4 Comparison of the Monte Carlo model with 
the data 

It is essential to make sure that the Monte Carlo package used to determine the 
Monte Carlo corrections is able reproduce the relevant characteristics of the data. 

\Ve generated a sample of 33,000 7r0 's according to the observed PT and y dis­
tributions in the real data. \Ve could not produce a double differential distribution 
in PT and y from the real data because of the limitations in our statistics. The 
distribution however was sampled using the following procedure: 

1. The four-momentum of each ii combination in the 71"
0 region was determined. 

2. The Monte Carlo correction for the corresponding y and PT was calculated. 

3. N 71"0 's with the same y, PT and with a uniform cp distribution were gener­
ated. N was chosen to be proportional to the Monte Carlo correction for the 
corresponding 'Yi combination. 

The generated events were reconstructed and analysed using the same cuts as 
applied to the real data. Since the statistics for each target are limited, for this study 
data from all targets were combined. \Ve compared the asymmetry distribution (for 
a definition of a.symmetry, see Sect. (3.10]) for these Monte Carlo events with the 
asymmetry distribution of the 7r

0 's in the real data and we found them to agree 
well within errors (Fig. (5.3]); this result does not appear to be sensitive to small 
changes in the fit to the background. 

Because the 71"0 is a spin 0 particle, the event distribution in asymmetry should 
in principle be independent of asymmetry. The reason the measured distribution de­
creases rapidly with increasing asymmetry is that the typical 71"0 energy is not much 
larger than the energy Emin below which showers are not reconstructed (Emin ::::::: 3.5 
GeV). For any given 7ro energy Ethe asymmetry A(E) is constant up to the maxi­
mum asymmetry Amaa: = 1 - 2Emin/ E. The experimental asymmetry distribution 
is, of course, the convolution of the distributions A(E) with the rapidly falling 71"0 

energy spectrum, and consequently drops rapidly with increasing asymmetry. 

We also compared the 'Yi mass distribution obtained using the Monte Carlo 
(Fig (5.4]) with the same distribution from the Be data. The position of the peak, 
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Figure 5.2: As~'rr1r11f'f r~· dist rillllf ion for ;r') procl11ction rrom the 1\lnntc Carlo pre­
diction for Redal.a; fhe cirrlrs r<'pr<'s<•11t. 1 IH' \lnnl.C' ( 'nrlo prediction (to <'liminate 
statistical nuct11ct.io11s in fh(' \lont<' ( 'arlo C11r\"(', a smoothing algorithm was ap­
plied) 
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which corresponds to the 11"0 mass, agrees in the two plots. On the other hand the 
width of the Monte Carlo distribution is considerably narrower ( u :::::::: 11 l\f e F/ c2 for 
the Monte Carlo, u :::::::14 ]\[ell/ c2 for the data). This discrepancy can be explained 
by the fact that the Monte Carlo does not include all sources of uncertainty. In 
particular, the errors in the pedestal determination and in the centering of the zero 
suppression window could not be included in the Monte Carlo, since those errors 
do not as yet appear to follow a discernible pattern. This subject will be discussed 
again in the next chapter, because we believe this is one of the largest sources of 
systematic error in our measurement. 
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figure ll.:J: /I rrrnss dist rih11f ion for ~lo11fc• ( ';1rlo rr' 1 's ;if, low p.,., gcn<'rnt.<'<l nc:cording 
lo the spectra ohscr\'<'d in Iii<' r<'nl dnt.a 
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Chapter 6 

RESULTS AND CONCLUSIONS 

6.1 General considerations 

In this chapter the results of this work are presented. Section 2 deals with the nor­
malization of the inclusive cross section, Section 3 presents our results for the cross 
sections, Section 4 deals with the atomic dependence of the cross sections, Section 
5 provides a discussion of the sources of systematic error in our measurements and 
Section 6 presents the implications of our results and our conclusions. 

6.2 Cross section normalization 

The invariant cross section per nucleus can be written as 

~ Y (1 + 1/2)..abi) 
plNo F !iy!i<fJpTD.PT 

where A, p, )..ab• and I are the atomic weight, density, absorbtion length and length 
of the target respectively, (the values for these quantities were given in Table [2.1)); 
No is Avogadro's number, Y is the yield of events multiplied by the Monte Carlo 
correction for acceptance (see Chapt. 5), F is the total number of beam particles, 
and !iy!i</Jpr!ipr is a volume element in phase space. We included a factor which 
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is a thin target co~rection. for absorption of the incoming beam inside the target 
a?d assumes that mteractions occur on average in the middle of the target. The 
yield of events was corrected for the fraction of photons which converted into e+e­
pairs in the target, as calculated from the target radiation length. The correction 
for the branching ratio was included in the Monte Carlo correction. 

6.3 Inclusive cross sections for 7ro production 

The differential cross section per nucleus for 11"0 production (averaged over azimuth) 
presented in this section can be written as: 

_l_ d~ = _l_ {1'2 du(y, PT) dy 
11"6y dpT 11"6y }y1 dp}dy (6.1) 

where Y1 and y2 are the limits of the rapidity interval taken into consideration and 

Ay = Y2 - y1 • The quantity defined in Eq. (1) is displayed in Tables 6.1 and 6.2 

and Figs. 6.1-6.4, 6. 7 and 6.8. 

The cross section was measured as a function of PT in the two following center 
of mass rapidity (Yem) intervals for both Be and Al targets: 

1. central region (defined by -0.25 <Yem< 0.25); the corresponding results are 
shown in Table [6.1], and in Fig. [6.1] and Fig. [6.3] for the Be and Al target 
respectively; 

2. forward region (defined by 0.25 < Yem < 0.75); the corresponding results a.re 
shown in Table (6.2], and in Fig. [6.2] and Fig. [6.4] for the Be and Al target 
respectively. \Ve were able to extend our measurement to lower PT in the 
forward region because we had better acceptance there (see Fig. [5.1]). 

The errors shown in the figures are given by the square root of the sums of the 
squares of the Monte Carlo corrections (see Chapt. 5) in each PT bin; since the 
Monte Carlo correction was parametrized as a function of PT and Yem, the errors in 
each PT bin include contributions due to the variations of the weights as a function 
of rapidity. 

The implications of our measurement of the cross sections described above 
will be given in Sect. [6.6), where the results of fits to the cross sections are also 
discussed and values are given for the integrated cross sections. 
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Table 6.1: ~ dd~ (mb/(GeV/c) 2 ) (per nucleus) for rr0 production in collisions at 
1r ..... y Pr 

530 GeV, -0.25 <Yem < 0.25 

PT (GeV /c) rr-Be rr- Al 
0.7-0.9 12.3±2.6 2t!.0±13.3 
0.9-1.1 3.54±0.57 10.7±2.4 
1.1-1.3 1.46±0.22 1.40±0.92 
1.3-1.5 0.36±0.10 0.90±0.35 
1.5-1.8 0.145±0.044 0.44±0.16 
1.8-2.1 0.057±0.019 0.271±0.090 

Table 6.2: +dd~ (mb/(GeV/c) 2 ) (per nucleus) for rr0 production in collisions at 
1r ..... y Pr 

530 GeV, 0.25 <Yem < 0.75 

PT (GeV /c) rr-Be rr- Al 
0.6-0.7 22.2±3.3 54.2±12.5 
0.7-0.8 13.4±1.9 20.3±7.4 
0.8-0.9 4.40±1.0 24.0±4.9 
0.9-1.0 4.29±0.72 8.7±2.9 
1.0-1.2 1.29±0.26 5.1±1.1 
1.2-1.4 0.52±0.13 2.67±0.58 
1.4-1.8 0.232±0.038 0.67±0.16 
1.8-2.2 0.067±0.018 0.137±0.061 
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Figure 6. l: +dd~ (mh/(Gr. l"/r·) 2
) (per n11cl<'11s) for 71'0 production in 71"- Be colli-

,,.~Y Pr 
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Figure 6.2: +rid~ (mb/(Oc\'/,.)2) (prr r111cle11s) for 71"0 production in 71"- Re colli-
tr ... y Pr 

sions At 530 GcV, 0.25 <Yem< O.i!'i 
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Figure 6.3: --1.._A dd~ (rnh/(GrF/f'.) 2
) (p<'r n11cl<'11s) for rr0 product.ion in 7r-A/ collisions ,,. Y Pr 

at 530 GcV, -0.25 < Jhm < 0.25 
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figure 6A: +dd~ (mh/(Gd./r-)2) (per r111r.lc•11s) ror 7r0 production in 7r-A/ collisions 
'lruy Pr 

at 530 GeV, 0.25 <Yem< O.i!) 
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6.4 Atomic dependence of inclusive hadronic cross 
sections 

The atomic dependence of the cross sections was determined in the same rapidity 
interval used to measure the inclusive cross sections presented in the previous sec­
tion. It was parametrized in terms of the power a (see Sect [1.6]) as a function of 
PT. The results are shown in: 

1. Figure [6.5] and Table [6.3] for the central region (-0.25 < Yem < 0.25) 

2. Figure [6.6] and Table [6.4] for the forward region (0.25 < Yem < 0.75). 

The atomic dependence of the cross section is usually less affected by system­
atic errors than the absolute cross section because because most systematic errors 
that may affect the determination of the latter cancel out when ratios are taken. In 
particular any overall normalization errors disappear if they are the same in both 
data samples; systematic errors in the calculation of the acceptance also vanish if 
the rapidity dependence of the production mechanism is the same for both targets 
in the region of interest. The latter assumption was validated in our study by estab­
lishing that the values of the power a(pr) with and without acceptance corrections 
are compatible. The results presented here were obtained without applying accep­
tance corrections, which also results in a smaller statistical error, since in this case 
there is no contribution from the variations of the event weights in each PT bin. 

The results for the atomic dependence of the cross sections will be discussed 
further in Sect. [6.6]. 

6.5 Sources of systematic error 

In this section the sources of systematic errors for our measurement will be dis­
cussed. Since in general the distribution of the systematic errors is not known, in 
the following we quote the total range of systematic uncertainty, not the variance as 
it was done for the statistical errors. The principal source of systematic error in the 
measurement of the inclusive cross sections is the uncertainty in the PT scale, which 
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Figure 6.6: The rnluc of I.he power '" in , I" for rr'l production in c:ollisions a.t 530 
GeV, 0.2.1 < Yr:m < 0.75 
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Table 6.3: The value of the power a in A 0 for 7!"0 production in collisions at 530 
GeV, -0.25 <Yem < 0.25 

PT (GeV /c) Q' 

0.6-1.0 0.89±0.21 
1.0-1.5 0.70±0.25 
1.5-2.0 1.25±0.33 

Table 6.4: The value of the power a in A 0 for 7!"0 production in collisions at 530 
GeV, 0.25 <Yem< 0.75 

PT (GeV /c) Q' 

0.6-0.8 0.66±0.20 
0.8-1.1 1.19±0.17 
1.1-1.4 1.32±0.26 
1.4-2. 0.83±0.25 
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is caused mainly by uncertainty in the tail correction to the energy measurement. 
A small shift in PT causes a large uncertainty in the absolute normalization because 
of the steep fall-off of the PT spectrum. The PT of a particle, with high energy E, at 
an angle () with respect to the beam axis, is essentially E sin (0). The uncertainty 
in the PT scale can be written as: 

(ilpT/PT) 2 = (D.E/E) 2 + (ilsin0/sin())2 

Since the position resolution in the EMLAC is better than 1 mm, the contri­
bution due to the second term in the above equation is negligible. 

The inclusive cross sections can be parametrized using the following function 
(see Sect. (1.5]) 

(6.2) 

For the purpose of these considerations we assume 8 = 0.64 (GeV /c) and n = 4 
(the detailed fit of our data to expression (6.2) is given in the next section). An 
error il(pT) will cause a relative error in the cross section: 

It is usually difficult to estimate the uncertainty in the energy scale. E706 
will determine that uncertainty mainly from a comparision of the positions of the 
7ro and of the 17° in the 'Y'Y mass spectrum at large PT· The main source of uncer­
tainty at large PT is the error in the determination of the gain corrections. Our 
measurement is at low PT and our main source of uncertainty comes from additive 
effects (uncertainties in the pedestal subtraction and in the tail correction). 

The systematic error in our energy scale was estimated by studying the varia­
tion of the 7ro mas in the phase space available for our measurement. This was first 
done using .the sample of Monte Carlo events described in Sect (5.4]. The position of 
the 7ro peak varied by about 3 !YI eV/c2 in the PT range between 0.7 and 2.0 GeV /c; 
it varied by not more than 4 Af e V / c2 in the energy range of 12-32 Ge V. 

A similar study was also performed on the Be data; unfortunately the statistics 
did not permit an investigation of more than 3 regions in energy or PT· The typical 
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variations were not more than 5 or 6 l\[ e F/ c2
• From t.he a.hove considerations 

our estimate for the systematic variation of the PT scale over our PT range is ~ 53, 
which gives a. systematic error in the inclusive cross section of about 313 at PT = 0.6 
GeV /c and of 183 a.t PT= 2 GeV /c. 

The systematic error due to the background subtraction wa.s estimated by 
fixing the shape of the term representing the background (see Sect [4.5]) and calcu­
lating the va.ria.tion in the norma.liza.tion constant corresponding to a change of 1 in 
the x2 for the fit. The errors obtained that wa.y were 2.53 for Al a.nd 1.83 for Al; 
it may be noted however that this method may underestimate the error, because it 
assumes that the shape of the background is fixed. 

An upper limit to the overall normalization error coming from the determi­
nation of the incident beam can be in ferrcd from the considerations given in Sect. 
[4. 7] a.nd it is a.bout 103. 

A preliminary version of El\IREC was used in the analysis for this thesis. 
Since then, the program has been improved substantially for the purpose of recon­
structing high energy showers; the splitting algorithm in particular has undergone 
extensive changes. Since the typical photon separation for the low PT 7r0 's studied 
here is of the order of 10 cm in the EMLAC, the two showers are well separated 
and a sophisticated split.ting algorithm docs not impron~ the reconstruction. The 
reconstruction algorithm used was suit.able for the data, and limited primarily by 
the corredion for tails of showers, as indicated above. 

6.6 Conclusions 

The measurement of ?r0 product.ion at low transverse momentum presented in this 
thesis is the first determination for nuclear targets a.t energies a.hove 200 GeV. It 
is indeed fa.r more difficult from the experimental point of view to measure the 
yield of neutral pions than the yield of charged pions. Since E706 was designed for 
the study of high PT photons, the a.cccpta.nce for low PT ?r0 was rather restricted, 
especially given the fact tha.t the LAC is not sensitive to very low energy showers. 
vVe managed nevertheless to measure the inclusive yield of 7r0 's a.nd our results 
ca.n be used for testing models or particle production and in gauging backgrounds 
for other experiments at high energy. Although our determination is limited by 
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Table 6.5: The value of the power a in A0 for 7ro production in collisions at 530 
GeV as a. function of PT, -0.25 <Yem< 0.75 

PT (GeV /c) a 
0.6-1.0 0.86±0.12 
1.0-2. l 1.02±0.13 

statistics, it is not affected b~· uncertainties associated with large backgrounds; as 
a matter of fact the ratio of the signal to the background is at the least two times 
more favorable than for the N A27 data described in Sect. [1.5]. 

\Ye will first discuss the implications of our measurement of the atomic de­
pendence of the 7ro cross section, then we will draw our conclusions from the mea­
surement of the inclusive cross sections. 

The average value of a in the phase space of PT and rapidity available for our 
measurement was determined to be a= 0.90·t±0.097. This value is larger by about 
two standard deviations than the value of o: expected for the tot.al inelastic cross 
sect.inn (sec S<'ct [1.fi]) nnd is quite close to the value a = l ohlaincd if nucleons 
hC'ha\'e ns free pHrt.iclcs. To irn"l"st.igate the PT dependence of a, t.he <lata were 
di\·ided into t\vo PT regions, using the entire rapidity rangc,·as shown in Table (6.5]. 
The values of a me consistent with an increase wit.h PT a.nd show that the hard 
scattering regime is reached at the higher end of the PT scale. Although errors are 
large, this is in agreement with previous measurements on charged pions (25]. 

The dependence of u on rapidity Wl\S also investigated by compnring the value 
of a in the central and forward rapidity region, intrgra.t.ing over the entire PT range 
(0.7 GeV /c <PT< 2.1 GeV /c). Our results arc presented in Table [6.6] and within 
errors do not exhibit any dependence on rapidity. 

\Ve determined the integrals of the inclusive differential cross section per nu­
cleus given in Eq. (6.1) over the entire PT range of our data: 

1PT2 dp} 1112 121r du(y, p~) 
er = - dy d</> 2 

PTI 2 lll 0 7rdpTdy 

{pn, PT2, y1 and Y2 a.re the lower and upper limits of the PT a.nd y ranges ta.ken 
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Table 6.6: The value of the power a. in A<> for 71'
0 production in collisions at 530 

GeV as a. function of center of mass rapidity, 0.7 GeV /c <PT < 2.1 GeV /c 

rapidity a 
-0.25 < Yem < 0.25 0.87 ± 0.17 
+0.25 < Yem < 0. 75 0.92 ± 0.12 

Table 6.7: Integrated inclusive cross sections (mbarns) per nucleus for 71'
0 production 

in 71'- Be and 71'- Al in t.eractions at 530 Ge V 

rapidity range PT (Ge\! /c) range 71'- Be 71'- Al 

-0.25 < Yem < 0.25 0.7 <PT< 2.1 10.2 ± lA 21.7 ± 6.9 
+0.25 <Yem < 0.75 0.7 <PT< 2.1 7.5 ± 0.6 21.1 ± 2.5 
-0.25 <Yem < 0.75 0.7 <PT < 2.1 17.7 ± 1.5 42.8 ± 7.2 
-0.25 <Yem < 0.75 0.6 <PT < 2.1 27.2 ± 2.5 66.3 ± 10. 7 
+0.25 < Yem < 0. 75 0.6 <PT < 2.1 12.l ± 0.9 32.0 ± 3.5 

into consiclcrntion) The results arc given in 1~1.ble [6.7). Tt is interesting to note the 
rapidity dependence of t.11c cross sections: the values of the cross sections in the 
forward and in the central regions are comparable, unlike in the case of incident 
protons, where the cross sections is much larger in the centra.1 region [10). This 
can be qualitatively understood by taking into account the quark structure (56] of 
the projectile a.nd the target. Since in the center of mass reference frame a 71'- and 
nucleon have equal momentum, but the incident 71'- consists of two valence quarks, 
whereas the struck nucleon consists of three valence quarks, the average fraction of 
momentum carried by the quarks forming the 71'- is larger. The cross section for 
particle production is therefore peaked at positive rapidities. 

Our data for the inclusive cross section were fitted to the same form (6.2), 
used by experiment NA27 at CERN (sec Sect. [t.5], where the NA27 results are 
presented in detail). After a. preliminary fit, the norma.liza.tion para.meters (to which 
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Table 6.8: Values of the shape parameters in the fit.s to the inclusive cross sections 
for 7!"

0 production in collisions at 5:JO GeV, -0.25 <Yem < 0.75 

Target 6(GeF/c) n x2 per degree of freedom 
Be 0.63±0.15 ·!.22±0.12 16/6 
Al 0.69±0.27 ·l.09±0.16 2.2/6 ' 

t.he fit is not very sensitive) were determined. A final fit was performed keeping the 
normalization parameters fixed in order to determine the shape parameters with a 
smaller statistical error. The central and forward rapidity regions were combined in 
the fits; separate fits were also carried out and agreed with the combined fit, thus 
indicating that the PT dependence of the cross sections in both rapidity regions is 
the same within errors. The results of the fits arc presented in Table [6.8], Fig. [6.7] 
and Fig [6.8]. The functional form that ·was chosen represents the data satisfactorily 
(the relatively high x2 value obtained for the fit to the Be cross section corresponds 
to fluctuations about the fit of only t.wo data points) 

The hypothesis of scaling introduced in Sect. [1.-1], was checked by comparing 
our measurement of the cross section with t.he N :\27 results. If only the PT depen­
dence of the cross sect.ion is taken into account., the values of the shape para.meters 
n and 6 given in Ta.hie [6.8] arc in substantial agreement with the rnlues derived by 
N A27 (6 = 0.6'1 ± 0.02 GcV /c and n = •1.03 ± 0.07), thus showing the validity of 
t.hc scaling hypothesis for t.he PT dependence. The agreement. of the normalizations 
was also verified by scaling the NA27 results on hydrogen to our targets, by using 
the average value of a given at t.he beginning of this section. At small PT our cross 
sections agree within errors with the N A27 results. Our results are not sensitive to 
small deviations from the il 0 parametrization, which have been observed in 7r+ /71"­
production on hydrogen targets [25]. There is no evidence of sea.ling violations of 
the invariant cross section between our energy and the energy of the NA27 data, 
once the A-dependence of the data is taken into account. 

The constant 6 is essentia.l for the description of the inclusive cross section 
distribution up to PT va.lucs comparable with 6, ·whereas in the high PT limit the 
shape of the distribution is determined by the ( + )n term. The differential cross 

' Pr 

95 



Figure 6.7: Fit to+dd~ (per nucleus) (mb/(GeF/c)2
) for 7ro production in 7r- Be .,,...,,y Pr 

collisions a.t 530 GeV, -0.25 <Yem < 0.75 (the dashed lines represent the values of 
the fit) 
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Figure 6.8: Fit to .rly dd;~ (per nucleus) (mb/( Ge F/ c)2
) for 7r

0 production in 7r-A/ 

collisions at 530 Ge V, -0.25 < Yem < 0. 75 (the dashed lines represent the values of 

the fit) 
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sections at the higher end of the PT sea.le show a clear departure from exponential 
behavior, which is commonly used to parametrize the data. in the very soft region. 
In fa.ct, the highest PT data point in Be, which contributes to the large x2 in Table 
[6.8), may be indicative of the onset of scale violations at largest PT· Our value 
for n is in agreement with the prediction of the Constituent Interchange Model 
(CI.M) [57,58,59], which gives a 2n = 8, assuming that the interacting objects 
are qq bound systems (pions). In perturbative QCD (see Sect. [l.2]) hadrons 
behave as composite particles, made of quasi-free point-like constituents (partons). 
Parton-parton scattering enhances dramatically the inclusive particle yields at high 
PT [60). If all masses are neglected and partons arc considered entirely free (naive 
parton model), the elementary parton cross section is scale-free and it exhibits a 
p"T 4 dependence at high PT [61). Our value of n can be interpreted as an indication 
that at the higher end of our PT scale the production process is influenced only by 
the onset of perturbative QCD and parton-parton scattering is still obscured by 
other processes whose relevance should decrease at truly asymptotic energies and 
PT values. 
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