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CHAPTER I 

INTRODUCTION 

In a series of experiments performed from 1972 to 1975,l-lO "prompt" 

single electron and muon signals from hadronic reactions were observed to be 

larger than those attributable to known sources. For electrons, "prompt" is 

defined to be that signal remaining after the electrons from Dalitz and 

Bethe-Heitler produced pairs, and from Ke3 decays, were subtracted away. For 

muons, the particles of interest here, "prompt" is defined to be that signal 

remaining after the muons produced by pion and kaon decay are subtracted away. 

The muons are thus either produced directly or are the decay products of 

sources with lifetimes shorter than ~10-10 sec, 11 The observed prompt muon 

signal divided by the pion signal of the same charge (signals corrected for 

acceptance), a ratio immune to many systematic errors, was found to be about 

10-4 over a wide kinematic range. [A prompt electron signal of 10-4 compared 

to charged pions was also observed,] The production ratio seemed to be inde-

pendent of beam energy and independent of transverse momentum (in fact, 

remarkably so). 12 These experiments had been done predominantly at 90° in the 

center of mass system. 

Dimuon decays of known resonances, predicted electromagnetic sources of 

dimuons, and single muon decays of predicted particles could account for less 

than half of the observed single muon signal. Hence, it was hoped, in 1'975, 

that the apparent anomalous prompt lepton signal was an indication of the 

production of new particles: vector mesons which decay into lepton pairs, or 

1 
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perhaps "charmed" particles which decay weakly into single leptons plus 

neutrinos. 

This thesis is written to report the results of an experiment designed to 

accurately assess the contribution by µ-pair sources to the large single muon 

signal, to detect any new dimuon sources (such as the then recently discovered 

¢ and ¢ 1 particles), and to measure the production characteristics of mesons 

decaying to two muons. This experiment could also address the question of 

whether the prompt leptons occurred singly or in pairs. The experiment was 

performed in June, 1975, and in November, 1975--March, 1976, in the Muon Labora-

tory at Fermi National Accelerator Laboratory. 

The Situation Prior to This Experiment 

The production cross sections for sources of muons at Fermilab energies 

were poorly known prior to the experiment reported herein, but appeared insuf-

ficient to account for the large prompt single muon signal. Those sources and 

their estimated µ/rr contributions are listed here. 

In 1975, on the basis of experimental observation, one estimated 

p/rr ~ 1/10 and that the production cross sections for p and w were equal. 
+ - + -Hence, noting that the branching ratios for p +µµand w +µµwere about 

4 x 10-s and 8 x 10-s respectively, the resulting µ/rr ratio was about 1.2 x 10-s. 

+ -(2) ~ + µ µ 

Although the~ is produced much less copiously than the p and thew, 

its branching ratio to muon pairs is larger than that measured for the p by 

about a factor of four. An experiment at high pT gave upper limits of 1.7 x 10-6 

at pT = 2.48 GeV/c and 3.0 x 10-6 at pT = 3.33 GeV/c for the µ/rr ratio due to 
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the $, 15 Another experiment at 24 GeV/c in a bubble chamber gave a~ production 

cross section less than 2 per cent of the p cross section. 16 Thus, despite the 

higher dimuon branching ratio of the$, the muon production would still be less 

than 0.1 that of the P, givingµ/~~ 2 x 10-6 from~ decay. 

At the time this experiment was run, the 1j, (or J/ij,) had just been discovered 

and offered th~ hope of being the source of single muons at high p1 . This was 

expected since the pT distribution of the muons from the decay of the 1j, peaks 

at about half of the 1j, mass. Assuming th~longitudinal and transverse momentum 

distributions to be similar to those of the pion led to an estimate of 0~2 for 

the fraction of prompt muons (at p1 = 2,5 GeV/c and Is, = 23.8 GeV) originating 

from the iJ,. 18 

Then was largely ignored in early estimates. However, if we use the 

b h . . + .;.19-21 . . 22 23 ranc ing ratio for n ~ µ µ and use typical production cross sections, ' 

we can make a crude estimate of its leptonic contribution. 

µ/~ estimated to be~ 2 x 10-6 • 

24 Using a predicted branching ratio of 3 x 10-4 for the eta Dalitz decay, and the 

same production cross sections, we obtain a larger eta contribution and one which 

may yield a significant fraction of theµ/~ ratio. 

µ/~ estimated to be~ 3 x 10-5 • 

(5) + - . 25 Drell-Yan µ µ pairs 

In this picture, quarks from one initial particle annihilate with anti-

quarks from the other, giving a massive virtual photon which then materializes 
+ -asµµ pairs. The Drell-Yan model was developed to explain the high massµ 



4 

continuum observed at B~L in 1968. 14 The continuum contained a substantial 

amount of~ production, though it was unrecognized as such. Being a one-

dimensional impulse approximation model, it would apply best to high mass pairs 

of limited transverse momentum. Nonetheless, estimates of the contribution 

from low mass pairs have been made and suggestµ/~~ 10-6 • 

A "correction" to this calculation26 gives a larger contribution by 

including in the calculation the quarks produced in an initial hadronic reaction. 

However, though this mechanism seems to be promising from the standpoint of the 

total differential cross section evaluated at xF = 0, behavi~r of the differential 

cross section was not estimated with respect to xp, 27 pT or mass. 

µ/~ ratio is estimated to increase by a factor of approximately 25 to 

µ/~ ~ 2,5 X 10-S, 

28 (6) Constituent bremsstrahlung 

In this type of model, constituents from one initial particle emit brern-
+ -sstrahlung, giving a timelike photon which materializes asµµ pairs. The 

µ/~ ratio was estimated to be negligible from cross sections given by Ref. 28. 

(7) Decays of higher mass particles 

Theoretical speculation as to the existence of high mass states (inter-

mediate vector bosons, heavy leptons, etc.) which could have leptonic decay 

modes present another possible source of direct 
r- 29 µ/~ ratio was observed at vs = 11.5 GeV (4.3 

leptons. However, the high 
30 GeV for electrons ) and 

continued with no significant increase to rs 12 = 23.7 GeV (62.4 GeV for 
31 1 electrons ). Thus the massive states would have negligible contributions 

to this energy regime. 

(8) Charmed particle production32 

At the start of this experiment, no charmed particles had been seen, 
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though their existence was postulated. Such massive particles would decay 

very quickly, though weakly, and hence the decay signal could not be sub-

tracted away in a manner analogous to that of pion decay. The possibility of 

a charmed particle contribution thus aroused interest in the initial reports 

of the prompt lepton signal. 

This Experiment 

Using the Chicago Cyclotron Spectrometer in the Muon Laboratory at 

Fermilab, we could measure xF (the Feyneman x variable), from 0.07 ~ xF < 1.0, 

pT (the transverse momentum) from 0.22 ~ M ~ 10.0 GeV/c2 •. Schematic drawings 

of the beam transport and detection apparatus are shown in Figs. 1 and 2. 

Briefly, a hadronic beam was incident on a short nuclear target. The particles 

resulting from interaction in this target traveled through a series of multi-

wire proportional chambers (MWPCs) where their transverse positions were meas-

ured at several locations along the beam direction. These secondary particles 

then entered twelve absorption lengths of shielding (2 m of iron, called the 

hadron absorber) which filtered out electrons and hadrons. The emerging 

particles--mostly muons--had their tracks measured by more MWPCs and then 

they entered the magnetic field of the Cyclotron Magnet where the particles 

were deflected. Upon exiting the magnet, the muon's paths were measured by a 

series of spark chambers, and the particles entered another 2 m of iron hadron 

absorber ("Rochester steel") which absorbed any remaining hadrons. After 

traveling a short distance further, the muons then struck a scintillation 

counter hodoscope. If this array detected two particles, data acquisition was 

initiated. 

For masses above 2.0 GeV/c2 , the opening angle at the interaction vertex 

was sufficiently large that the track information upstream of the hadron 
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ab,sorber (i.e., prior to multiple scattering) was not needed for the analysis. 

A set of data was accumulated at a higher beam rate than the upstream MWPCs 

could tolerate and is reported elsewhere. 33 This report will deal with anal-

yses utilizing the MWPCs which gave track information prior to multiple 

scattering. This approach allowed us to investigate the "terra incognita" of 

the low mass dimuon spectrum, and as will be shown, allows us to account for 

the high level of single direct muons. 



CHAPTER II 

THE APPARATUS, LOGIC AND DATA ACQUISITION 

The experiment was performed at the Fermi National Accelerator Laboratory 

in the Muon Laboratory served by the Nl beam line (see Fig. 1). The hadron 
34 beam · was produced at 0.8 milliradians to an aluminum target bombarded by 

400 GeV/c protons. This was followed by a 3600 ft long secondary beam line 

tuned to transport 225 GeV/c particles. The spot size of the beam at the 

Muon Laboratory was about 3.8 cm (horizontal) by 2.5 cm (vertical). When 

running with the positive beam the flux into the target was kept at or below 

106 particles/spill to ensure high MWPC efficiencies; when running with the 

negative beam, the maximum obtainable flux of about 0,5 x 106 particles/spill 

was used. The positive beam was 80 per cent protons and 20 per cent pions. 

The negative beam was about 95 per cent pions. Additionally, about 3 per cent 

of the negative beam and less than 3 per cent of the positive beam consisted 

of kaons. For both beams, kaons were counted as pions both in the running and 

in the analysis. 

Because of the long secondary beam line, about 4 per cent of the pions 

and 27 per cent of the kaons in the beam decayed. As a result about 0.2 per 

cent of the positive beam consisted of muons and a muon halo (muons entering 

the Muon Laboratory outside of the beam) was observed at the level of 6 per 

cent of the beam flux. The halo muons contributed no serious background as 

they were easily recognizable in the analysis stage. 

7 
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The beam was directed into the Chicago Cyclotron Spectrometer, shown in 

Fig. 2, which utilizes the Chicago Cyclotron magnet as an analyzing magnet. 

Much of the spectrometer was built by the Chicago-Illinois-Harvard-Oxford (CIHO) 
. 35 36 collaboration studying µ-proton scattering. ' 

Beam Particle Identification 

Three Cherenkov counters were located in the beam and were adjusted to 

identify mesons versus protons. The counters, c2 , c3, and c4 were 24.3, 30.4, 

and 39,5 m long, respectively, and all were 30.5 cm in diameter. They were 

filled with helium; the pressures were monitored continuously. The pressure 

was set just below proton threshold (2.75 psi) during positive beam running 

(see Fig. 3). For this data, pions were defined as two or three Cherenkovs 

firing (two pulses were allowed in order to compensate for counter inefficiency). 

Protons were defined as no more than one of the Cherenkovs firing (one pulse 

is allowed in order to compensate for accidental problems). The upstream 

counter was the most susceptible to accidental counts, as it was located after 

only one set of momentum-defining magnets and thus saw a higher particle flux 

than the others. For the negative data the Cherenkov information was not used. 

Just upstream of the Muon Laboratory were two beam-defining scintillation 

counters, T1 (7.6 x 7.6 x 0.64 cm) and T2 (5.1 x 3.8 x 0.64 cm), with dipole 

magnets between them. Interleaved with these counters and these dipoles were 

two sets of scintillators surrounding the beam, each having 10.2 cm holes in 

the center and providing a signal with which one could veto beam-induced events. 

The definition of a beam particle required hits in T1 and T2 and no hit in any 

of the veto counters. 

On entering the laboratory a beam particle was detected in two more scin-

tillation counters before being allowed to trigger an event. The first, T3, 
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was 7.6 x 7.6 x 0.64 cm, the second, T4, was 3.8 x 3.8 x 0.32 cm. Both counters 

had a pulse height cut imposed at the trigger level; if more than one minimum 

ionizing particle was present in either counter, those particles were not 

allowed to trigger the apparatus (see Fig. 4). In addition, a hodoscope placed 

in anticoincidence with the beam counters was located between T3 and T4 . This 

veto array (Vm) had a hole 5.1 x 5.1 cm in the center, allowing the beam to 

pass but vetoing halo particle~. The beam counters and the veto counters over-

lapped, thus insuring one and only one particle in the beam. 

The Beam Chambers 

I d h d 37 · · f h b h t t nor er to measure t ex an y positions o t e earn near t e arge , 

a series of eight planes of 6 cm x 6 cm MWPCs were placed between T3 and T4• 

This series consisted of four modules of two planes each; two modules consisted 

of an x and a y plane orthogonal to each other; the other two modules con-

sisted of au and av plane orthogonal to each other and rotated by 45° with 

respect to the x and y planes. These chambers operated with the same readout 

system used by the other MWPCs as described below. 

The beam chambers were installed and operating just prior to the positive 

225 GeV/c data (positive beam). Thus, this information was not available for 

the negative data. The effect of this on the reconstruction will be discussed 

in the Chapter on Analysis. 

During the 150 GeV/c run a series of four planes in two modules of two 

planes each (one x and one y) were used. These were located downstream of T4, 

and had been installed for use by the CIHO collaboration. 

The Target and Interaction Counter 

Located immediately downstream of the beam counters was the target, 

either beryllium or carbon during the low mass runs. The beryllium target was 
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used in the 150 GeV/c run, and was 7.6 cm long, being chosen as a low A material 

with moderate density; during the 225 GeV/c run carbon of Qensity 2.2 gm/cm3 was 

used--this high density carbon target allowed a short target to be used, insuring 

a localized interaction point, while providing sufficient interaction probability. 

During negative running a 12.5 cm carbon target was used; during positive running 

this target was used for half of the data, being replaced by a 7.5 cm target for 

the remainder of the data. The two lengths of target were used, other conditions 

remaining constant, in order to check for possible effects due to secondary inter-

actions in the target. As we will see, there were no evidences of such effects. 

The target was immediately followed by an interaction counter, Ts, 7.6 x 

7.6 x 0.64 cm. This counter was viewed by an RCA #8575 phototube whose voltage 

divider chain contained Zener diodes in the last 4 stages to provide a stable 

output signal in spite of high rate and high multiplicity. The Ts output was 

discriminated so as to give a digital signal when two or more (charged) minimum 

ionizing particles emerged from the target. A pulse height curve for Ts can 

be seen in Fig. 5. As will be seen in the section on the absorber chamber 

analysis, as long as two-charged-particle events were not eliminated from the 

trigger by Ts, normalization of events did not depend critically on the Ts cut. 

The pulse height spectrum was monitored on-line and checked periodically during 

the run. 

The 30 cm MWPCs 

Located just downstream of the Ts counter, and attached to the structure 

supporting Ts and the target, were three multiwire proportional chambers, each 

having one x and one y plane and an active area 30 cm x 30 cm. These chambers 

were used to measure the trajectories of the particles produced in the target 

and helped to determine an interaction vertex. Fig. 6 shows the positions of 

the upstream chambers. 
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The 55 cm MWPC 

One meter downstream of the target was the 55 cm MWPC. This chamber 

served to provide a high resolution measurement of the dimuon mass spectrum, 

and consisted of four planes of sense wires. The x and y planes measured the 

x and y coordinates of a (charged) particle passing through the chamber. The 

u and v planes were rotated 45° with respect to the x and y planes. We required 

that at least three intersecting wires be hit to determine a particle's position 

at the chamber. Details on the construction of the 30 cm, 55 cm and 80 cm 

chambers can be found in Appendix A. The upstream chambers operated at about 

3700 V, with typical efficiencies of 0,85, The resolution, as determined from 

the analysis, was about 0.8 mm for each plane, and will be discussed later. The 

55 cm chamber and the 80 cm chamber (described later) will be referred to as the 

absorber chambers when discussed in relation to the muon path identification. 

The 55 cm and 30 cm chambers will be referred to collectively as the vertex 

chambers when the interaction vertex identification is being discussed. 

The Hadron Shield 

Directly following the 55 cm MWPC and one meter downstream of the target 

was a hadron absorber composed of twelve absorption lengths of iron (2.02 m 

for the 225 GeV/c run, 2.18 m for the 150 GeV/c run). This served to filter out 

the hadrons created in a reaction, while allowing the muons to pass through. 

A muon of 20 GeV/c momentum will typically Coulomb multiple scatter about a 

centimeter transverse to its original path in the twelve radiation length of 

iron. Iron was chosen as a material of moderate Z--and hence moderate scat-

tering--and of small absorption length, while still being easily obtained, The 

two meter length was chosen on the basis of beam tests on shower penetration 
38 through the absorber. The iron thickness was shortened slightly during the 
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second run when an experimental study indicated that modest increases in length 

beyond two meters did not significantly reduce the emergent particle flux. 

The one meter distance from the target to the hadron absorber was chosen 

as a compromise between decreased decay path for pions and kaons and increased 

separation of the muon tracks at the 55 cm chamber. 

The 80 cm MWPC 

In order to adjust the muon trajectories for the multiple scattering in 

the iron, another MWPC--similar to the 55 cm chamber--with an active area of 

80 cm x 37 cm (in x and y) was placed midway through the iron. The information 

from this chamber, incorporated with the information on the momentum downstream 

of the hadron absorber, helped determine the expected hit position of the muon 

in the 55 cm chamber. Tests prior to the run showed that its location halfway 

through the shield was far enough downstream as to be protected from the hadron 

cascade in the shield and yet far enough upstream to be of use in extrapolating 

trajectories to- the 55 cm chamber. 

The J Hodoscope 

On the downstream face of the hadron shield was a twenty element scintil-

lation hodoscope shown in Fig. 7. This consisted of nine horizontal and eleven 

vertical elements, each 0.64 cm thick. For the data discussed in this report, 

the trigger required one or more particles detected in the horizontal array and 

one or more particles detected in the vertical array. This trigger will be 

called the J' trigger. 

The J hodoscope was not present during the 150 GeV/c data, but instead 

the hodoscope labelled Gin Fig. 2 was required to have at least one counter 

struck. The G hodoscope was located just downstream of the spark chambers (see 

below), and served the same function as the J--one hit in any G element was 

required in a good trigger. The G was a 20 element horizontal array. 
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The 1 m x 1 m MWPCs 

Located directly downstream of the J hodoscope were eight planes of 1 m x 

1 m MWPCs (4 x planes and 4 y planes). In general, the hits in these chambers 

were quite "clean"; the hadrons had been eliminated by the shield. In addition, 

these hits were well separated since the particles were now 3 meters downstream 

of the target. These chambers were operated at about 3.8 kV and efficiencies 

were typically 0.90 per plane per particle. Efficiencies were calculated in the 

analysis from the probability that a selected plane had a hit, given that hits 

from the same track were found in the other three planes in the same projection. 

The performance of these chambers was also monitored by the use of beam particle 

triggers and by the on-line collection of hit multiplicity statistics. The 

efficiencies measured this way were consistent with the figures derived from the 

analysis. 

The wire spacing of the chambers was 1.6 mm and the resolution, as measured 

by distances of hits from the fitted tracks, was consistent with the theoretical 

limit, namely 0.46 mm. 

These chambers measured the trajectories of the muons after multiple 

scattering. When combined with track measurements downstream of the magnet, 

this allowed a determination of the muon's momentum. The addition of the 55 cm 

chamber information and an adjustment to the momentum to account for the energy 

lost in the absorber, yielded the muon's momentum at the target. 

The one meter chambers were built for the CIHO collaboration at the Enrico 

Fermi Institute in Chicago and the construction details are described elsewhere 

(see Ref. 36 and the reference contained therein). 

The Chicago Cyclotron Magnet (CC?<I) 

The Chicago Cyclotron magnet was used in this experiment for the momentum 

analysis. It had a gap height of 1,29 m and a physical pole radius of 2.15 m. 
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The magnetic field was axially symmetric and the uniformity of the field allowed 

a hard edge cylindrical field approximation to be used with an effective radius 

of 2.59 m. Using a flip coil at the central field of 14,6 kG, the field shape 

was mapped out carefully by the CIHO collaboration. This mapping was checked 

by both Hall probes and NMR probes at the central field value of 6.98 kG used 

in this experiment. The field strength was monitored periodically during the 

experiment,and was found to be constant to within 0.3 per cent. For particles 

within the acceptance of this experiment, the hard-edge approximation was good 

to lp/p = 0.5 per cent in momentum. 

The Spark Chambers 

Located downstream of the magnet and just outside of the magnetic field, 

were twenty planes of spark chambers. The first twelve were 2 meters in height 

by 4 meters in width. The last eight planes were 2 meters in height by 6 meters 

in width (see Fig. 2). The spatial resolution was about 0,5 nun for each plane 

as determined from the data. 

The 2 x 4 chambers were built at the Enrico Fermi Institute and had shift 
. d 39 register rea out. The readout scanners used were the same type as those used 

for the MWPC readouts. These chambers were designed to operate in the fringe 

field of the CCM. 

The 2 x o magnetostrictive spark chambers were built at Harvard University. 
35 They had a separate readout and encoding system. 

Of the twenty planes, nine had vertical wires (measuring directly in the 

x direction--the direction of deflection of trajectories by the CCM) and the 

remaining eleven had wires inclined at an angle of 0.124 radians to the vertical. 

The chamber construction is described elsewhere35 , 36 and the operation was the 

same as described therein with the exception of the D.C. clearing field. The 
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polarity of the clearing field was reversed on the 2 m x 4 m chambers, resulting 

in a decrease in the memory time from about 10 µsec to 1 µsec. This resulted 

in more unambiguous track identification, since fewer tracks not associated 

with the event of interest were detected in these chambers. 

Due to the large redundancy in the number of planes and hence spark 

information, the efficiency of reconstruction remained stable at about 0.90 per 

event throughout the low mass run. 

The Vµ Counter 

In order to eliminate on a hardware level the triggering of the apparatus 

by a beam muon, a small (7.6 x 7.6 x 0.64 cm) scintillator veto was placed mid-

way through the spark chamber area. This was centered on the deflected beam 

and any signal from the Vµ counter was sufficient to veto the event (no event 

would be allowed to trigger the apparatus). This counter was repositioned when 

the beam polarity was reversed, since _the polarity of the CCM was not changed 

during this run. 
----~- -~-.-,-------

The Rochester Iron 

Next, the muons entered another steel hadron absorber, from the former 

University of Rochester cyclotron. This steel was an average of about 2 m 

thick and served to rid an event of any hadrons that were able to "punch through" 

the upstream hadron absorber. One meter upstream of the steel was a lead wall 

0.4 m thick, serving the same purpose. 

The P Hodoscope 

Located three meters downstream of the Rochester iron was the P hodoscope, 

the main element of the dimuon trigger. This was a bank of 53 scintillators, 

27 above and 26 below the beam height. A diagram of the arrangement is shown 
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in Fig. 8. By requiring that either two non-adjacent (in the vertical or in 

the horizontal) elements or that more than two elements be hit, we could restrict 

the trigger to two separate muons penetrating the apparatus. A lead wall 0.20 m 

thick was placed just upstream of the P hodoscope in order to suppress delta rays 

originating in the Rochester steel or in the air between the steel and the hodo-

scope bank. This lead wall also created delta rays but these electrons, having 

originated much closer to the P bank, were confined closely to the muon track 

and tended to satisfy the non-adjacency trigger requirement. Monte Carlo studies 

showed that at a mass of 0,55 GeV/c2 , less than one per cent of muon pairs 

originating in the target would be lost due to this trigger requirement. 

The P hodoscope hit distribution from the analyzed data was compared to 

the hit distribution obtained from the Monte Carlo. The xF and pT distributions 

from the data at the p-w mass were fed into the Monte Carlo. The resulting 

counts of hits per counter were divided into the hits from the real data and 

the agreement was good. Shown in Fig. 9 is the resulting ratio for p + C + 

+ p + X and~ + C + p + X. 

The Logic and Trigger 

A diagram of the fast electronics,composed of standard NIM and CAMAC 

modules, is shown in Fig. 10. T1, T2 , T3 and T4 were the beam defining counters 

described above. Vm was the veto wall upstream of the target and surrounding 

the beam. Vµ was the small counter between the spark chambers, and served to 

veto beam muons. Vj was a set of vetoes near T1 and T2 , which identified beam 

halo. 

In the notation below+ denotes a logical~ of all +ed signals, • denotes 

a logical and, while means that two or more single minimum ionizing particles 
~2 

were seen in a counter, and means that a signal is logically complemented. 
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Some of the important levels of the beam logic were 

B" = T1 •T2 •T3 •Tr+ 

B' = T1 •T2 •T3 •Tr+• (B" delayed by 20 nsec) 

V 

B -= BI •V 

Br = B' •V (Ts) 
?!2 

Thus B" is the minimum requirement to define a beam particle, B1 includes 

the requirement that no particle was seen in the previous RF bucket (RF buckets 

are machine-created ''slots" for the particles to travel in. At Fermi lab the 

buckets are 2 ns wide and are separated by 18 ns). Vis the or of all veto sig-

nald and the signal of two or more minimum ionizing particles in T3 or Tr+ (see 

the Apparatus Section). Bis the final beam requirement: one and only one beam 

traveling through T1 --- Tr+. Br is the B requirement and the requirement that 

more than one minimum ionizing particle travels through T5 • 

The hodoscopes downstream of the hadron absorber served to identify events 

which included muons. The logic signals were 

J' = one or more J element hit in x and one or more hit in y 

G - one or more G counters hit 

P = two non-adjacent P elements hit or more than two P elements hit. 

For data acquisition, we demanded that the target interaction be associated 

with muons downstream of the magnet. Thus the dimuon trigger incorporated Br 

and P. Interspersed with the dimuon trigger were triggers taken without the 

target interaction requirement. Because less than 34 per cent of the beam 

interacted with the target, triggers without the Ts> requirement were prescalad 
-2 

by a factor of 64. This trigger was used as a monitor of Ts during the run and 

was also used to check on the efficiency of the Ts cut and of vertex cuts. Thus 

the final triggers were 
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} 225 GeV/c 

} 150 GeV/c 

The pulse heights of beam defining counter andCherenk0v counter signals 

were recorded for all triggered events. All counters were timed relative to 

T3 and fixed duration coincidences were started by T3. Both times and acci-

dental coincidences were generated in the electronics and displayed on-line 

and recorded on tape for cross-checking during analysis. 

Computer Data Acquisition 

The electronic trigger initiated the data recording. The SIGMA III com-

puter received a signal to prepare for data acquisition. At the same time, the 

~spark chambers were fired and a veto was placed on any additional data acquisition. 

After a short time for noise from the spark chambers to die out, the readouts 

of the wire chambers was initiated. The computer then received chamber, counter, 

and beam information from a CAMAC system and stored the information in its 

memory. At the end of the beam spill, event information, as well as beam spill 

information, was written on magnetic tape. The total dead-time imposed on the 

electronics during one event was 20 msec. 

During the run the SIGMA monitored the performance of the equipment. Hodo-

scope hit distributions, wire chamber illuminations, wire chamber hit multi-

plicities, plane efficiencies, Cherenkov and trigger counter pulse height 

distributions, coincidence information, and beam and trigger information were 

monitored by on-line cathode-ray tube displays and by computer print-out. Event 

displays were generated showing the location of the chamber and counter hits. 

An on-line track finder aided in correlating these hits. Faulty CAMAC data 
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transfers and other readout faults were diagnosed and communicated to the 

experimenters. 

All recorded information was written on magnetic tape at the end of each 

beam spill, in one or more 600 word (16 bits/word) records. An abbreviated 

off-line analysis program checked the performance of the spectrometer on a 

run-to-run basis. 



CHAPTER III 

THE ANALYSIS AND MONTE CARLO 

Analysis of the data proceeded in four stages. In the first stage the 

raw data tapes were analyzed to (1) obtain beam tracks, (2) find good muon 

tracks downs.tream of the hadron absorber, (3) link the tracks upstream and 

downstream of the magnet, and (4) determine the momenta of the muons. In the 

second step this information was incorporated with the low mass analysis. The 

upstream chamber information was analyzed to (a) find valid hits in the 55 and 

80 cm chambers, (b) find an interaction vertex from ''hadron" tracks in the 

55 and 30 cm chambers, and (c) make improved calculations of the effective 

dimuon mass, xF and pT. In the third stage final cuts and histograms in mass 

xF and pT could be generated and events were weighted by acceptances. In the 

fourth stage the histogram information was combined with beam and target 

information to yield cross sections. The first stage of the analysis is 

described elsewhere in detail, 33 so only a brief description will be given here. 

The Beam Track Finder 

For the 150 GeV/c data, beam chambers which gave x and y information were 

used. If several chambers yielded information, a least squares fit was applied. 

If only one chamber gave x or y information, the x or y information was used 

directly. 

For the 225 GeV/c data the four beam chambers described previously were 

installed just upstream of T4 • Because beam tracks are parallel within these 

chambers, the x and y information was obtained by projecting all x, y, u and v 

20 
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information to a common z value and a clustering was searched for in x and y. 

This analysis at a common z position was possible because of the small beam 

divergence. 

For the negative data, the straightest (least slope) track in the 55-30 cm 

system was extrapolated to the target to obtain a ''beam track" in x and y. 

The beam track information was used to aid the 30 and 55 cm chambers in 

determining accurately the interaction point in the target. Further discussion 

of this point appears in the Vertex Analysis section. 

The 1 x 1 Track Finder 

Since the 1 x 1 meter chambers-yielded "clean" tracks and the plane 

efficiencies were high, _the momentum analysis started in these MWPCs. In the 

first step, the track finder searched for three and four plane hits in the x 

and y projections, This was done by searching for hits inside a zone three 

standard deviations wide around a line connecting pairs of hits in the same 

view. If a three or four wire track could not be found, two wire "tracks" 

employing unused hits were allowed. In all cases, track candidates were 

required to have a x2 probability greater than O. 02 for originating in the target. 

In cases where two tracks shared more than one hit, the track with the greater 

x2 was excluded from the set of possible upstream tracks, 

The Downstream Track Finder 

In the second step, the spark chambers downstream of the CCM were searched 

for tracks. Due to the efficiency of the spark chambers--typically 83 per cent 

for the 2 m x 4 m chambers, and 93 per cent for the 2 m x 6 m chambers--and 

the large number of them, a simple combinatorial track-fitting method similar 

to the 1 x 1 track finder was impractical to use downstream. As a result, a 
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more-sophisticated algorithm was employed. The x projection was analyzed first. 

For each upstream track in the x projection, we could obtain an impact parameter. 

Since any cylindrically symmetric magnetic field will "conserve" a particle I s 

impact parameter, any valid x track upstream can provide one of the two parameters 

necessary to specify the corresponding track downstream. The other parameter 

is provided by a hit. Each downstream hit, when associated with each upstream 

impact parameter, will yield a possible downstream track. The intersection of 

such a possible track and a plane at a fixed arbitrary z position--our z plane 

was chosen near the middle of the spark chambers--would yield a point on that 

plane. A series of such hits from the same track would result in a clustering 

of such points. Points within a 3 mm window around the cluster were used to 

select x hits for use in calculating the x projection of the downstream track . 
. 

Since the u' and v' wires of the spark chambers were inclined at small 

angles to the x wires, for a given x-hit included in the x projection fit, the 

associated u' or v' hit could be found. The intersection of these wires would 

yield a y position. The intersection of the lines joining these points to •.the 

target at the conunon z plane would yield another clustering. A set of y hits 

were chosen within a window of 12.S mm of one another. 

All the remaining x and y hits were then fit to yield a new line. Hits 

within 4 mm of this line were used as downstream track candidates if they in-

cluded three or more x hits and three or more u' or v' hits distributed over 

62 cm along the track line. 

Final downstream track candidates were those tracks which pointed, within 

a small momentum-associated error, to a struck P hodoscope counter. 

Linking 

In the third step, the upstream and downstream tracks were paired to pro-

vide complete particle tracks. Figs. 11, 12, and 13 display the impact parameter, 
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y intercept and y slope differences of tracks upstream and downstream of the 

magnet, To define an acceptable trajectory, tracks must have had impact 

parameters within 25 mm of each other. In addition, the quantity 

(
y intercept differenceJ 2+ (y slope differenceJ 2 

25 mm .005 

had to be less than 25,0 for an acceptable link. The denominators were determined 

from the widths of the corresponding difference plots. The use of the sum is 

an attempt to approximate empirically a x2-like cut quantity. The cut was 

chosen so as to include events not otherwise known to be suspect. 

Momentum Cuts 

In order to eliminate any problems from beam muons in the analysis 

described so far, a cut was made on events which had high momentum muons. If 

either muon passed within 38.1 mm in x and 38.1 mm in y of the Vµ counter, the 

event was cut. This cut was imposed to eliminate any final positioning problems 

with that counter, The size used was larger than that of the counter. 

Additionally, any muon with momentum greater than 180 GeV/c (120 GeV/c for the 

150 GeV/c data) and any muon with momentum greater than 150 GeV/c and with a 

slope in the 1 x 1 MWPCs less than 0.006 was cut. These requirements eliminated 

about 2 per cent of the remaining tracks. 

Rate Constancy 

The event rates for the analysis described thus far versus the data runs 

are shown in Fig. 14. The ordinate is the number of good events satisfying the 

J 1 trigger requirement divided by the number of incident beam particles, all 

normalized to one. We see that the event rates are stable through the run. 
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The Vertex Analysis 

For the 225 GeV data the 30 cm and 55 cm chambers were used to find 

the interaction vertex. For a typical interaction the emergent secondary 

particles were confined to a small cone about the extrapolated beam particle 

track. Most of these particles were hadrons and were absorbed by the 2 meters 

of iron. In principle only two muons could travel all the way through the iron, 

trigger the apparatus, and be momentum analyzed in the downstream chambers. 

Nonetheless, the hadrons did yield valuable information since their tracks in 

the chambers upstream of the absorber pointed to the interaction vertex. An 

accurate knowledge of the vertex helped to improve the probability of finding 

the muon hits in the 55 cm chamber. The small search zone in x and yin the 

55 cm chamber was defined by the error (which scaled as 1/p) associated with 

the extrapolated hit position. The vertex knowledge in the z dimension also 

helped to improve the knowledge of the openin& angle of the muons. 

During the analysis the relative alignment of the 30 cm and 55 cm planes 

was determined from the data to an accuracy of about 0.1 mm (1/15 of a wire 

spacing). Least square fits were then applied to the hits in the chambers and 

in each projection only tracks with three or four planes hit (out of a possible 

four) and with a x2 probability greater than 0.10 were kept. A number of good 

tracks were rejected by the x2 test, but the tracks and hence hits were so 

dense that this was the only way to eliminate extraneous track solutions. These 

tracks were then candidates for another x2 fit to the best estimate of the 

interaction vertex. If N, the number of good tracks so found, was less than 

three, the following analysis was not used, and the target center was used as 

the best estimate of the z position of the vertex, with the x and y positions 

given by the beam chambers. 
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If N was greater than two, ten equally spaced positions in the target 

were tested as possible vertices. Given such a position, "zs", and estimated x 

and y positions of the vertex as given by the beam chambers, "x beam" and "y 

beam," we can find then 11hadronic 11 tracks most closely approaching the point 

(x beam, y beam, zs). The following chart gives n as a function of N. 

N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

n I I 3 4 4 4 4 4 5 5 5 5 6 6 6 6 

Using an n < N was an attempt to eliminate problems associated with 

secondary interactions. These n tracks were recorded and the other nine trial 

zs positions were sampled. These ten trials typically yielded two to five dif-

ferent combinations of n lines. Each different combination had a x2 test imposed 

which yielded a possible vertex position (x, 1y, z ). 
p p p 

Given n tracks with slopes mi, intercepts bi, and errors in the transverse 

positions cr
1
. , along with x beam and y beam and their errors, cr · br , and cr b , x earn y earn 

we can calculate a x2 for then tracks having originated from the point (x,y,z). 

This is 
nx tx -m .z - b .)] (x - x beam) 2 

x2 = l xi Xl. + 
i=l cr . 2 cr 2 

Xl. x beam 

ny [(y -m. z - b . ) 2 J (y - y beam) 2 
+ I i yi + 
i=l cr .2 0 y beam 

2 
yi 

Upon minimizing, we found a possible vertex point. If all n lines were in the 

x(y) view, the x2 was appropriately redefined and the vertex point was (xp,Ybeam'zp) 

[or (xbeam'Yp,zp)]. Solutions with zp within 17.5 mm of the target limits and 

within the estimated resolution for that vertex were candidates for the final 

vertex choice explained below. The wire spacing of 1.6 mm ideally yields an 

rms deviation of cr = 1i~2mm = 0.46 mm. However, the situation is complicated, 

and cr is enlarged, by other factors, particularly the wire hit multiplicity. 
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The cr calculated by folding in this factor is about 0.8 mm and agrees with the 

experimental distribution of fitted tracks to the his position distances. Thus 

the cr . and cr . at the target are obtained by using a cr for each hit on each 
X1 y1 

plane of 0.8 mm. 

If the distance of a given plane (or hit in that plane) from the vertex 

position is ~z and the number of hits for a given track is N, the relation 

between cr and cr. is 
1 

/ 
cr2 (Uz2 ) cr i = -E-~-z .... _2 __ -("""}:-~-z-) 2 ..... 

This was the value inserted in the x2 equation for the expected error in the 

position within the target. 

The vertex resolution was calculated by finding the z such that 

x2 Cxo,Yo,z) = x2 Cxo,Yo,zo) + 1. Then the estimated resolution was lz-zol 

where (x0 ,y0 ,z0 ) is the best fit to the interaction vertex. The resulting 

resolution distribution is shown in Fig. 15. 

With an average of about eight particles produced in a primary reaction 

in the short carbon target, 54 per cent of the primary interactions were accom-

panied by one of more secondary interactions--70 per cent in the long C target. 

Consequently, not all of the hadronic tracks detected by the upstream chambers 

originated at the primary vertex. Thus the set of trial points, the (x ,Y ,zp) 's p p 
could not be expected, even within errors, to yield a common interaction vertex. 

In order to avoid choosing secondary vertices from among the candidates (see 

Fig. 16), the most upstream vertex with an acceptable x2 was chosen for the 

interaction vertex. 

The sensitivity to the x2 probability cut was investigated. Between a 

probability of 0.05 and 0.20 the mass resolution of the sample of events satis-

fying the cut was not noticeably affected. However, the number of events fit with 

the calculated vertex did decrease as the cut was lowered below the final value 

of 0.10. 
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The z distribution of "primary" interactions in the target can be seen 

in Fig. 17. This distribution can be compared qualitatively with a simple 

Monte Carlo distribution of primary interactions. For this simulation, the 

distribution is that of an exponentially absorbed beam interacting with the 

long carbon target and with the resulting interaction position smeared by the 

experimentally estimated resolution from Fig, 15 (see Fig. 18). Interaction 

"vertices" found outside of the target were pulled back into the target by the 

same algorithm described above. 

The most downstream vertex from the data can also be found (see Fig. 19). 

This can be compared qualitatively with a second Monte Carlo distribution of 

interaction vertices using an average charge multiplicity of <n> = 8 from a 

primary interaction, shown in Fig. 20, When no particles "interacted," the 

primary vertex was plotted, Only one secondary vertex per event was plotted and 

no tertiary vertices are plotted. The vertex position is smeared as above, The 

real data vertex finder has its job complicated in both the most upstream and 

the most downstream plots in having to choose vertices using both secondary and 

tertiary tracks. Given this complication the Monte Carlo agreement is reasonable. 

The secondary interactions did not contribute a significant dimuon signal 

to the data. This can be seen from Fig. 21, taken from data analyzed without 

upstream chamber information. This is a graph of the ratio of the differential 

(in xF) cross section obtained from the long C target to that obtained with the 

short C target. A dimuon from a secondary vertex will be produced with a lower 

longitudinal momentum than the (secondary) particle which produced it. Hence 

we would expect that a significant dimuon signal from secondary interactions 

would express itself in a ratio, at low xF' greater than one. This is not seen. 

A similar test using the upstream information will be shown below. 
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The additional effect on the xF distribution due to the vertex analysis 

can be tested on events with mass in the p-w peak. The ratio of events with 

xF lower than 0.30 to events with xF greater than 0.30 is 2.75 with the vertex 

analysis. The same ratio without the vertex analysis--using the target center 

for the vertex--was 2.78 ± 0.02. The same ratio using the zp with the minimum 

x2 yielded events with a ratio of 2.64. 

In the final analysis, the calculated vertex was used if the probability 

associated with the x2 test was greater than 0.10 and the resolution in z was 

better than 30 mm. If not, the target center was used as the vertex position. 

While this method probably pushed the vertex upstream, on the average, the overall 

effect of this analysis was beneficial, as this method increased the number of 

events fit in the 55 and 80 cm chamber analysis by about 3 per cent. 

Figure 22 shows the x and y views of the computer displays of the vertex 

finder for a typical event. T denotes the corners of the target. I denotes 

the best vertex estimate,+ the tracks available for use by the routine, ~and y 

the hits in the chambers,.:. the plane positions. 

The 55-80 cm Analysis 

Given the muon track momenta downstream of the hadron shield (see Fig. 

23), the effective dimuon mass is given by 

where µ is the mass of the muon (105.66 MeV/c2), E1 and E2 are the energies of 

the muons, p1 and p2 are the magnitudes of the muons' momenta (corrected for 

energy loss on the hadron absorber) and 0 1 12 is the opening angle of the muons 

as determined after multiple scattering (0 1
1 and 0 1 2 are the observed angles 

downstream of the hadron absorber). 
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However, incorporating the upstream information, the mass of the dimuon 

can be calculated more accurately. From the downstream momenta and the vertex 

position of the interaction, a x2 calculation can be done to yield the most 

probable opening angle. Using the resulting angles, 81 and 82 , with 012 = 

81 + 82 , a better estimate of the dimuon mass may be obtained. For the detailed 

calculation of 81 and 82 we refer to Appendix B. 

In a similar manner, the most probable x and y position of the muon track 

at the 80 cm chamber can be found by a x2 minimization, given the momentum down-

stream of the hadron shield and information on the vertex. The 80 cm chamber 

is then searched in the region of the expected hit. Using this new hit (if 

found) along with the downstream momentum and the vertex position, we repeated 

this procedure in identifying muon hits in the 55 cm chamber. The hit is then 

looked for within a small distance, and the new hit defines an x or a y. To 

be kept as a good event, both muons had to have had a found hit in the 55 cm 

chamber. 

Prior to the analysis, the plane alignment was carefully checked and all 

planes were aligned to about 0.1 mm with respect to one another. 

The pattern recognition proceeded in three steps. First all x-y wire com-

binations were used to predict au and av position. Then the u and v wires were 

searched for hits within one wire spacing of this position (1.59 mm). All good 

three or four wire combinations were kept. The procedure was repeated but with 

the roles of the x and y and the u and v planes interchanged. Wire sets thus 

found were called NSETS combinations and were numerous--for an event with the 

average plane hit multiplicity of about 10, the number of NSETS wires was occa-

sionally as great as 200. 

A number of criteria was used to reduce the number of NSETS. For each 

wire in the above patterns, a wire could appear in several sets. In order to 
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limit the number of sets retained, only the "best" set of the several sets 

was kept for each wire. A four wire set was chosen preferentially over a three 

wire set and within such groupings the set having the smallest spatial separation 

was kept. For a four wire set, the spatial separation is given by 

lu(obtained from the x-y intersection) - u(from the u wire) I 
+ lv(obtained from the x-y intersection) - v(from the v wire)!. 

For three wire sets the separation was similarly defined. The remaining com-

binations, called KSETS, were still greater than the number of hits. 

The third ·,and last step was to form a set of combinations called LSETS. 

For each wire, KSETS was searched for the number of times that a given wire was 

used in distinct sets. If the wire was used only once, the set it was used in 

was added to LSETS. For those sets with wires used more than once, the program 

looped over the wires used just twice to find the wires that had not been used 

in any of the LSETS combinations yet. If all the wires to be found in any 

pairing had been used by this time, LSETS was in its final form. If any struck 

(and paired in KSETS) wire was still missing the number of allowed couplings 

was increased to three and the sets were searched for sets containing the missing 

wire. If all wires were used, LSETS was complete; if not, four couplings were 

allowed, and so forth until the maximum number of couplings was allowed. As a 

final step, any set where all of its wires were used by other sets in LSETS was 

thrown out. 

The number of sets in NSETS was very high, averaging about 80; the number 

in KSETS was typically 16, and the number in LSETS averaged about 12. The 

peak to background ratio using NSETS was no better than that using no chamber 

information at all because there were many extraneous combinations among the 

"hits. 11 These extraneous combinations were almost completely eliminated by 

using LSETS and imposing the x2 test described earlier. Two checks can be made 
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on the LSETS effectiveness by using tracks downstream of the absorber from one 

event and trying to make these tracks fit LSETS hits in the following event. 

This gives a measure of the upper limit of the background introduced by this 

procedure. The distance from such a track at the 55 cm chamber to all LSETS 

hits within the chamber can be plotted and this distribution can be compared 

to a similar distribution for real tracks. This plot is given in Fig. 24. A 

strong real track signal can be seen as well as a signal due to uncorrelated 

track-hit pairs. The background level shown is an upper limit for finding single 

track-hit pairs; our experiment r~quires two such hit-pairs. 

A plot can be made of the track-hit pairs which actually pass the analysis 

cuts and yield a dimuon mass. As can be seen in Fig. 25 the false track events 

were greatly suppressed by the x2 requirement of matching an LSETS hit with an 

allowed hit position. This analysis "background" was on the 8 per cent level 

for completely uncorrelated track-hit combinations. This "background" was not 

subtracted from the signal. As explained, the "background" was obtained by 

assuming~ correlations between the downstream tracks and the hits in the 

absorber chambers. The trigger, however, required that the muons were produced 

in the target and therefore that the particle-hit combinations were strongly 

correlated. Moreover, the Monte Carlo (soon to be discussed) had uncorrelated 

absorber chamber wire hits superimposed on the muon hits. Reconstructed Monte 

Carloed events showed no obvious background. 

It should also be noted that the requirement that tracks match to hits 

in the 55 cm chamber suppressed events that were simulated by decays outside 

of the target--the x2 hit position was calculated using a vertex in the target- ... as 

a decay particle would typically have a kink in its track and thus in general 

the real hit position was outside of the x2 search zone. A measure of this 
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decay background can be determined from the level of like sign muon pairs 

(µ+µ+andµ-µ-) satisfying the analysis requirements. A discussion of decay 

backgrounds will be seen in the RESULTS section. 

Another potentailly serious source of background events was suppressed 

by use of the 55 cm chambers. A secondary particle could interact in the hadron 

absorber and give rise to a muon pair. The requirement that two LSETS hits be 

found in the 55 cm chamber however, suppressed such events greatly, for again, 

a most likely track position in the 55 cm chamber was calculated assuming that the 

interaction took place in the target and hence uncorrelated hits had to be found 

in the (mis)calculated positions in the absorber chambers in order to fake an 

event. Monte Carlos were run simulating dimuon production from the hadron 

absorber. The resulting downstream "tracks" and false 80 cm MWPC hits were 

then combined with wire hits from the data. These fake data were then analyzed 
' with the normal analysis program. The number of such events generated at a mass 

of 300 MeV/c2 and accepted by the analysis was less than 1/17 that of comparable 

events Monte Carloed from the target. This suppression factor of absorber-

induced events was even greater at higher masses. 

In Fig. 26, we see a plot of the mass spectrum calculated without the 

benefit of the low-mass analysis, i.e., with only the fit-mass available. This 

can be compared directly with Fig. 27, which utilizes the low-mass analysis. We 

see that the p-w peak is clearly visible in the first plot but that there is 

no suggestion of a~ peak. In the second we see the small~ peak and we see a 

much-improved p-w peak. In Fig. 26 we have recalculated the mass, using the 

vertex calculation, and we see a slightly improved~ peak. We note that the very 

low mass contribution remains in the second and third plots and hence we infer that 

the contribution does not originate with the shield. 
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The Monte Carlo and Acceptance 

To determine the acceptance of the apparatus over the kinematic range 

of the experiment, a Monte Carlo program was run at discrete points in mass, 

xF and transverse momentum. The matrix of input points consisted of 

A 

225 GeV/c Data 

7 xF points at O. 07, O .10, O .15, ·o. 20, O .40, O. 60, O. 80 

7 pT points at 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0 GeV/c 

8 mass points at 0.22, 0.32, 0.40, 0.50, 0.75, 1.0, 1.5, 2.0 GeV/c2 

150 GeV/c Data 

8 XF points at 0.125, 0.15, 0.20, 0.30, 0.40, 0.50, 0.60, 0.80 

5 PT points at 0.0, 0.5, 1.0, 1.5, 2.5 GeV/c 

6 mass points at 0.25, 0.35, 0.50, 1.0, 1.5, 2.0 GeV/c2 

dimuon was generated in the target consistent with known ·absorption cross 

sections and with a fixed mass, xF and transverse momentum. Decays of these 

dimuons were generated isotropically in the center of mass system. Monte Carlo 

studies showed that complete polarization would affect the overall normalization 

by less than 20 per cent. 

The produced dimuons multiply scattered in the remainder of the target 

and then drifted to the 55 cm chamber where the experimental resolution and 

efficiency were used to determine the probability of a given wire being struck. 

Real-data 1'hadronic11 wire hits were superimposed on these Monte Carlo events in 

order to accurately simulate the wire-sorting problems of the actual data. The 

muons were then multiply scattered through the iron and again the "hits" were 

superimposed on some 80 cm chamber real-data hits and with appropriate efficiencies. 

The trajectories were deflected by the magnet and were also multiply scattered 

at the Rochester iron. Energy loss tables were obtained from a previous 
40 Fermilab study and were used in both the analysis and the Monte Carlo. 
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Fluctuations in energy lost in the various scatterers were included in the 

Monte Carlo. Hits were imposed on the P hodoscope elements at the appropriate 

positions. These "events" were recorded on magnetic tape and were analyzed 

by the data analysis program (including wire sorting, satisfying the P non-

adjacency requirement, missing of Vµ, and satisfying momentum cuts, to be 

described later). From 2000 to 10000 such events were generated for each input 

point in 12 minutes of CDC 6600 central processor time. This time was necessary 

because of the complexity of the pattern recognition within the 80 and 55 cm 

chambers. The number of events reconstructed by the program divided by the number 

of generated events constituted the acceptance factor of the experiment at that 

kinematic point. Acceptances over the range of the data were typically 0.10 

to 0.40, including the folding-in of wire chamber plane efficiencies. The 

acceptance of the experiment did extend below xF = 0.07. However, that cutoff was 

imposed on the data in order to assure that individual events, when weighted by 

the reciprocal of the acceptance, did not appreciably affect the final xF dis-

tributions. 

Once acceptance factors were determined for the matrix of points, a third 

degree polynomial was used to smoothly interpolate the shape of the acceptance 

between points. Such a fit was allowed because of the gentle varying acceptance 

as a function of mass, xF' and pT. This polynomial fit was checked in detail 

for the acceptance values across many "slices" in the three dimensional space. 

The fits were smooth and reasonable across all input values. 

In addition, the acceptance weighting was checked by feeding a flat 

spectrum in xF and pT at discrete masses into the Monte Carlo and analyzing 

and weighting Monte Carloed events as was done with the data. The resulting 

spectrum accurately reproduced the input spectrum. This indicates (1) that 
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the acceptance weighting algorithm was reasonable, and (2) any net shifts in 

observed quantities due to the analysis did not visibly affect the acceptance 

weighting. During the real data analysis events with acceptance weighting 

greater than 25 were printed out by the computer. The number of such events 

was very small and did not appreciably affect the overall results. 

Resolution 

The effects of various measurement errors and uncertainties on the mo-

mentum and mass of the dimuon events were studied. As determined by the Monte 

Carlo without the low mass analysis, the following sources contributed to the 

mass resolution at 1 GeV/c2: 

Source 

Multiple scattering in hadron absorber 
Energy loss in hadron absorber 
Measurement of errors in chambers downstream 

of the hadron absorber 
Vertex position uncertainty (in z) 

Contribution 

80 MeV/c2 
18 

13 
22 

These are the standard deviations of the resulting mass spectrum at the 

input mass. In each case these were determined by "turning off" all contri-

butions but the one in question. When combined in quadrature, the errors account 

for about 86 MeV/c2 . The Monte Carlo resolution at 1 GeV/c2 is about 100 MeV/c2 

(o) which is consistent with a mass plot of the data, which can be seen in 

Fig. 26, 

For the low mass analysis, the energy loss in the hadron absorber and 

the measurement errors in the chambers downstream of the absorber still con-

tributed to the overall error. As a result of the 30 cm-55 cm MWPC analysis 

the vertex position estimate was improved on the average, although the estimate 

in individual cases could be worse than that obtained from the target center 

estimate. The overall contribution from this source is about 12 MeV/c2, deter-· 



36 

mined from the overall resolution in z of about 20 mm. The uncertainty in the 

upstream track measurement was calculated to vary from about 25 to 35 MeV/c2 

depending upon whether both muon hits in the 55 cm chamber were four wire hits, 

one was a four wire hit and one was a three wire hit, or both were three wire 

hits. If the muon path extrapolation-particle hit correlation was not perfect, 

the error would be greater. Thus we had contributions from the upstream anal-

ysis due to both measurement errors and the reconstruction technique. The 

overall estimates of the standard deviations at 1000 MeV/c2 thus follow. 

Source 

Upstream analysis 
Energy loss in hadron absorber 
Downstream measurement 
Vertex position uncertainty 

Contribution 

35 MeV/c2 

18 
13 
12 

These errors, when added in quadrature, amount to 43 MeV/c2 • If the 

errors were not independent as could have happened, for example, if a wrong 

vertex position estimate led to an improper hit pattern in the 55 cm MWPC, the 

total was greater. Monte Carlo studies using a fixed mass and the measured 

pT and xF distributions led to an estimate of about 60 MeV/c2 at 1 GeV/c2 for 

the total. This is consistent with Fig. 28. 



CHAPTER IV 

THE RESULTS 

The mass spectra resulting from the low-mass analysis are shown in 

Figs. 29 to 31. Before discussing these results in detail, we consider pos-

sible background sources, which while producing validµ+µ- events, are not 

directly produced, 

Normalization 

Events were binned in xF and in pT for each of the five mass intervals 

studied. Cross sections per bin and total cross sections from the bin totals 

were obtained by 

a = [· l e
1 

]· ~a [1-exp(-l/A)] events i 

where aa is the absorption cross section per nucleus, A[= A/(N
0
paa)l is the 

absorption length in the target, A is the atomic number, pis the target density, 

N is Avogadro's number, Bis the beam incident upon the target, l is the length 
0 

of the target, e is the acceptance at the spectrometer for each observed event 

and c contains corrections for phototube inefficiencies (1 per cent), downstream 

trackfirider inefficien.cies (15 per cent) and second order corrections to upstream 

MWPC efficiencies (7 per cent). Typical pion and proton absorption cross 

sections41 were used in order to obtain the absorption rate of the beam in the 

target. Table 1 shows the normalization and cuts information for the data. 

Errors in the cross sections which were not associated with statistics were 

typically about 10 per cent, and were mainly due to uncertainties in absolute 

acceptance and wire chamber efficiencies. 

37 
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+ The acceptance-corrected mass plots from the p, ~ and~ data are 

shown in Figs. 32 to 34. In addition Fig. 35 shows the average weighting 

(4>) per xF bin for the data in the p-w region. As can be seen, the average 

weight does not exceed 9.0 in any bin--another cross check on the acceptance 

calculation. As was explained in the Monte Carlo Section, the acceptance at 

low xF was carefully checked, so that an insignificant portion of the data 

is weighted with large weights. As also explained in the Monte Carlo section, 

net shifts in the measured xp, pT or mass (relative to the input dimuon spectrum) 

did not visibly affect the weighting of the events. 

Decay Backgrounds 

The existence of the drift space between the target and the hadron 

absorber enabled secondary hadrons (mostly pions and kaons) to decay before 

absorption in the iron. Thus for some fraction of the target interactions, 

decay product muons will trigger the apparatus. As was discussed earlier, most 

such events will be rejected by the low-mass x2 test. The remaining signal can 
42 be easily subtracted. Since correlations between produced hadrons are small, 

+ + -the like-sign signal (µ µ +µµ-)will be equal to the opposite sign signal 

( + -) d' . d . d d h · · 43 µ µ . Monte Carlo stu ies using meson pro uction an ecay c aracter1st1cs 

show that the number of like-sign pairs observed in the ndownstream" analysis 

is consistent with all such events having originated from pion and kaon decays. 

A mass plot of like-sign events superimposed on the opposite-sign events from 

the same data sample is shown in Fig. 36. As can be seen, the level of this 

backgrotmd decreases with increasing effective mass. However, the opposite-sign 

sample also decreases in this region. Thus this decay contribution is most 

significant in the highest mass region. The like-sign to opposite-sign ratios 

as a function of mass are 
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Region Mass + + - - + -(µ µ +µ µ )/µ µ 

I 0.21 < M ~ 0.45 GeV/c .054 
II 0.45 < M !, 0.65 • 097 

III 0.65 < M !o 0,93 .043 
IV 0.93 < M s 1.13 .074 
V 1.13 <Ms 2.00 .170 

All of the resulting cross sections have been corrected for such decays 

by reducing the opposite-sign cross sections in each of the five mass regions 

by the like-sign contribution. No appreciable differences were observed between 

the pion and proton samples. Any possible backgrotu1d signal from a "prompt" 

single muon plus a decay muon will also appear in the like- and opposite-sign 

signals and will be subtracted away at the same time. 

Secondary Production Check 

One possible 11backgrotu1d" to the desired spectrum is the production of 

dimuons from secondary interactions in the target. This source has been dis-

cussed in the Vertex Analysis Sections. A final check on this possible source 

can be made by taking the ratio of the number of events from the long target 

to those from the short target in each xF bin. A ratio at low xF higher than 

the ratio of high xF would indicate the presence of secondary production in the 

target due to the lower incident energy for the second reaction. A plot of 

such ratios is shown in Fig. 37. No secondary production is apparent. 

Fits to the Data 

Shown in Figs. 38 and 39 are plots of the data binned in Eda 
dxF 

1 dcr or - -·-
PT dpT 

versus xF and pT respectively for the p-w mass region. The data are shown 

for the observed events for 0.07 ~ xF ~ 0.97 and for 0.0 < pT ~ 3.0 GeV/c. The 

errors shown are due to statistics and tu1certainties in the absolute acceptance 

only. Cross sections, ~ai' given versus xF or pT interval (within a given xF 

or pT interval, 0.1 absolute or 0.2 GeV/c tu1its wide respectively) are also given 

with their restricted errors in Tables 2-4. 
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Fits were made to the data again using the restricted errors discussed 

above. The pT data was fit according to 

1 dcr 
PT dpTa exp(-bpT) 

and gave the fit parameter b for the data points with pT > 400 MeV/c. A x2 

quantity was minimized in fitting the parameter to the data and an error was 

calculated for b which was the change in b required to increase the value of the 

x2 by one. Because the dimuon data is lower near pT = 0.0 relative to an other-

wise exponential fit, the first two pT points (corresponding to pT ~ 400 GeV/c2) 

were excluded from the fit. A more complex and less intuitively satisfying 

functional form would have been required to fit the data over the entire region. 

A slightly poorer fit to exp(-cpT2 ) could have been used, but the fit to the 

data at nigher pT would have suffered. The chi-squares per degrees of freedom 
-· for the fit are included in the table and the fits were reasonable. 

Several fits to the xB distributions were attempted. Fits of the forms 

dcr n -a (1-xF) dxF 

dcr exp(-dxF) and -a 
dxF 

were tried but yield poor representation to the data. Both the : and the 
F da~ E- show a large cross section component at low xF and hence do not accommodate 

dxF 
n the (1-xF) fits, which are convex near xF = O. If . dcr h n act , 1n d even t e 

XF 
exponential fit is much lower than the data at the xF point nearest 0.0 (<xp> = 0,12) 

The net effect of the centered mass energy E in ~Fis to lower the low xF points 

relative to the higher xF entries. This factor allows a fit to be made of the form 

dcr 
E dxF a exp(-cxF). 
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This was by far the best of the four fits tried. The restricted errors were 

used for these fits and the x2/degree of freedom for this fit can be found 

in the cross section parametrization tables. In two mass regions, 0.45 < M 5 0.65 

and O .65 < M < 0. 93, the lowest entry E-:~ I was significantly higher than 
F <xF> = .12 

the fit value. The care with which the low xF cross section influences were 

checked in the Monte Carlo--for example, the amounts of all absorbing and 

scattering material in the apparatus was carefully accounted for--and the con-

sistency checks imposed (see The Monte Carlo) indicate that the large low xF 

cross section contributions are real. Th do · h 1 d e E-d cross sections, wen p otte 
XF 

in rapidity (for the definition of rapidity, see Comparison of Data to Models) 

space, yield plots with no upturn at the lowest rapidity value measured, though 

such plots are not definitive in yielding total cross sections, as the extra-

polation to xF = 0.0 is large in rapidity space (over one unit out of about 

three in the forward direction). The reader is warned that the fits represent 

a parametrization of the data to aid in calculations, but the quality of the fits 

is not always sufficient to accurately represent all aspects of the physics. 

For that reason the binned cross sections are given separately in Table 2. 

Again, the errors on the parameters are calculated from an increase in the x2 

by one. The errors do not reflect the goodness or poorness of the functional 

form of the fit to the data. The consistency of the increase in average pT 

with increasing mass, regardless of the sources, helps to assure us that the 

continuum and resonance signals in the p and~ regions have similar distributions. 

There is no such assurance for the fits in xF. An attempt was made to fit the 

n!0 distributions in the 0.45 s Ms 0.93 GeV/c2 regions to two exponentials 
XF 

representing (at the p-w, for example) continuum and resonance contributions. 

The results were not encouraging. In the end a single functional form was used 
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and the result is assumed to be approximately valid for each individual con-

tribution. 

The results of the two fits were combined to yield a representation of 

the form 
dcr 3 

E dpJ = 

The parameter A was normalized so that the fit, when numerically integrated 

over 0.0 ~ pT ~ 3.0 GeV/c and 0.07 ~ xF < 0.97,yielded the measured cross section 

in each mass interval. 

The errors due to statistics and absolute acceptance were typically 6 per 

cent for most of the measured cross sections. The errors quoted for total meas-

ured cross sections are 12 per cent which also includes possible normalization 

errors. 

Tables s through 9 show the measured (0.07 ~ xF ~ 0.97) and estimated total 

(0.00 $ xF) cross sections for various mass intervals. Both cross sections per 

nucleus and per nucleon are shown. For masses below 0.93 GeV/c2 the conversion 

factor used was A'6 7 ,above 0.93 and below 1.13 GeV/c2 the factor used was A' 75 , 

and above 1.13 GeV/c2 the conversion factor used was A'8 5 •33 Two alternative 

assumptions were made to obtain the total cross sections. In the first case, the 

fit discussed above was used and the cross section was extrapolated exponentially 

in E~F to xF = 0.0 and numerically integrated. In the second case the cross 

section was extrapolated flat in E:cr to xF = 0.0 from xF = 0.07 and integrated. 
XF 

Thus the only difference between the two total cross sections is in the amount 

of cross section ascribed to the region 0.00 $ xF < 0.07. The amount of error 

associated with the extrapolated cross sections is that of the errors for the 

measured cross sections plus an error associated with the small uncertainty in 

the fit parameters. Again the errors do not reflect the goodness or poorness of 

the functional form (exponential or flat in E:~ ) chosen. The total extrapolated 

cross section errors quoted are ± 15 per cent. 
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Relative Continuum and Resonance Contributions 

The mass plots show strong peaks at about 780 MeV/c2 and at about 1020 

MeV/c2 , which can be attributed to P,.w, and <f> meson decays. The ·p has a mass. of 

773 MeV/c 2 and thew has a mass of 783 MeV/c2 , with respective full widths at 

half maximum of 152 MeV/c2 and 10 MeV/c2 • Because the mass resolution is about 

60 MeV/c2 at 780 MeV/c2 , we cannot separate those peaks on the basis of the 

mass spectrum. The narrowness of the observed peak at 780 MeV/c2 indicates 

that there is substantial w production. We note also that there is a "continuum" 

below the peaks which falls rapidly with increasing mas.s. In order to extract 

cross sections for the p-w peak and for the <f> peak, an estimate of the continuum 

(the non-resonant contribution to the signal) must be made. Since the source 

mechanism of the bulk of the low-mass signal is not known--and hence no functional 

form for the low-mass signal is known-~and since empirical fits to higher mass 

data using an exponential form are common, this method will be followed here 

(see Figs, 40 to 42). 

Fits were made to the data using the region just below the p-w (575 to 

625 MeV /c2 ) and the region just above the <f> (1.125 to 1. 20 GeV/c2). The signal 

above the fit was thus attributed to the appropriate resonance. The parameters 

used all led to an exponential slope of about 4.9 c2 /MeV. The fractions of the 

signal in the appropriate mass intervals, as obtained from the empirical fit, are 

shown in the chart below. 

Data Type Mass Region (GeV/c2 ) 
0.65 to 0.93 0.93 to 1.13 
p+w cont. <I> cont, 

0,707 0,293 0.612 0.388 
0. 728 0.272 0.704 0.296 
0.731 0.269 0.667 0.333 

From the dimuon data of the p-w peak (after continuum subtraction) we 

can obtain the relative p and w contributions by assuming that the p and w 
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13 + - 5 are produced in equal amounts, Theµµ branching ratios are 4.3 x 10- and 

7.6 x 10-5 for the P and w respectively, 44 and thus 0.36 of the resonance signal 

is due to the p and 0.64 is due to thew. For the~ we use a branching ratio 

f 2 -4 44 Th . o .5 x 10 . us we obtain total observed cross sections of 15.3 mb, 

15.3 mb and 996 µb per nucleus for the pC total cross sections, above xF = 0.07, 

for the production of the p, wand~. Dimuon resonance and continuum cross 

sections are given in Tables 10~13. 

As seen in the figures, a sizeable continuum remains after the resonances are 

taken into account. We soon address the question of possible sources of the 

continuum signal. 

General Trends of the Data 

Before examining in detail possible sources of low mass dimuons we note 

some general features of the low mass distributions. 

First, we note that, independent of the beam particle type, transverse 

momentum distributions are remarkably similar. The transverse momentum fit 

parameters are,within errors, equal for the proton and the charged pion beams 

(see Fig. 43). In the lowest mass regions the momentum distributions are very 

steep. The distributions then widen with increasing mass on up to the highest 

mass interval measured. This phenomenon has been observed as well in the higher 

mass data from this experiment. 33 Overlapping the mass regions studied, we note 

that this trend extends from M = 0.2 GeV/c2 to 3.5 GeV/c2 . 

The longitudinal momentum distributions show strong differences between 

the proton and pion induced events. The pion induced data fall off more slowly 

as a function of xF than the proton data. In fact, we can see that the proton 

xF parameter is about 4 units greater, in corresponding mass regions, than the 

pion parameter (see Fig. 44). 

The integrated cross sections for several xF regions are given in Tables 
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8-11. While the resonance cross sections per nucleus are roughly equal, the 

cross sections per nucleon for xF > 0.15 are lower for the 225 GeV/c carbon 

data than for the 150 GeV/c beryllium data. Looking at the continuum tables 

we see that the cross sections are uniformly lower for the 225 GeV/c data, 

whether given per nucleus or per nucleon. 

Bethe-Heitler Process 

Muon pairs can be produced by photons from decays of secondary neutral 

pions interacting with a nucleus, as in Fig. 45(a). This is Bethe-Heitler 

production. The total effective Bethe-Heitler cross section can be expressed by 

creff = 2<n~> n½[l-exp(-l/A)] crBH 

where <n~> is the average number of neutral pions produced per collision, 

n is the fraction ·Of all neutral pions producing a photon with 
energy great enough to produce a di~uon with xF 0.07, 

A is the radiation length in dense carbon (35.4 cm) 

l is the length of the target (12.5 or 7.5 cm), and 

a
8
H is the cross section for creating a muon pair from a photon. 

The factor of ½ is inserted because an average photon will only 11see 11 

the remaining half of the target. The factor of 2 accounts for 2 photons per 

pion. The number of pions was determined from the average of yields of positive 
45 and negative pions as fit to 225 GeV/c from other data. The number used is 

3.16 pions per interaction. In practice, n was determined by feeding the pion 
46 production spectrum into a Monte Carlo program simulating neutral pion decay 

and requiring that p for the photon be greater than 16.4 GeV/c. Thus, n = z 

0.0897. The full photon spectrum was also fed into another program that inte-

grated the Bethe-Reitler dimuon production cross section. 47 The result was 

that 0 88 = 3.8 µb for carbon nuclei and 60.4 rb for iron. As explained earlier, 
' 
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. the 55 cm chamber provided a rejection against iron produced pairs appearing 

in the data by a factor of 17. We thus obtain 322 nb and 300 nb for the Bethe-

Heitler cross section expected in the long target data (negative beam) for the 

carbon and iron produced pairs, respectively. We obtain 257 nb and 240 nb for 

the combined length data (positive beam). This is to be compared to cross sections 

of about 4800 and 4600 nb for the long and combined target data respectively. 

Thus about 13 per cent and 11 per cent of the lowest mass r~gion cross sections 

can be attributed to Bethe-Heitler production in the long target and the combined 

target data respectively. Thus while this signal is not Jnsignificant, by far 

the greatest portion of the low-mass signal cannot be attributed to Bethe-Heitler 

production. 

Omega Dalitz Decays ~-
If the branching ratio for ~ 0 µµ is not exactly zero, we expect that the 

data will include a dimuon signal due to the two muons from this decay. We can 

estimate the contribution using the predicted branching ratio and our own meas-

urement of the inclusive w0 production cross section. 

We inserted thew production cross sections as a function of xF and PT 

into the standard Monte Carlo. Thew was generated with production characteristics, 

observed for the resonance peaks and was allowed to decay to a pion and two muons 

via a vector meson dominance diagram,shown in Fig. 45(b), with a branching ratio 

of 8 x 10- 5 •
24 

An xF ~ 0.07 cut was then applied to the Dalitz muon pairs. The 

resulting dimuon cross sections were 752 nb, 1030 nb and 929 nb for the proton, 

positive pion and negative pion data respectively. The reconstructed dimuon 

mass distribution and relative size to the entire dimuon signal is shown in 

Fig. 46. We thus see that this decay, while contributing a non-negligible 

signal to the data (assuming the calculated branching ratio) leaves the major 

portion of the signal as yet unaccounted for. 
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Eta Decays 

Another possible source of signal exists--that of the eta Dalitz decay. 

The direct eta decay n + µµ has a branching ratio of (2. 2 ± O. 8) x 10-s, 19- 21 

while then+ µ+µ-y decay is expected to have a branching ratio of 3 x 10-4. 24 

Thus the dimuon signal from the eta can be significant even in the absence of a 

distinguishable resonance signal at the eta mass. We can estimate the eta 

production cross section if we assume that all of the remaining dimuon signal 

in the region 0,25 ~ M ~ 0.35 MeV/c (after subtracting off the omega Dalitz 

and Bethe-Heitler process contributions) originated with the eta Dalitz decay. 

In order to obtain the mass distribution of the eta Dalitz muons, we used the 

production characteristics of mass interval II (the eta region) and decay matrix 
48 elements appropriate to the eta [see Fig. 45(c)]. The decays were then Monte 

Carloed in the same manner as that described for the omega Dalitz decays. The 

cross sections obtained follow: 

Maximum Eta Production Cross Sections 
XF ~ 0.07 XF ~ 0.0 (per nucleus) 

per per flat exponential 
nucleus nucleon (A213) extrapolation extrapolation 

Proton 17 mb 3,3 mb 31 mb 45 mb 
'TT 15 mb 2.8 mb 26 mb 32 mb 
'TT 14 mb 2,7 mb 24 mb 28 mb 

(The di£ferences between beam types are due to slightly different xF and PT 

distributions from mass region II.) This is to be compared to a similarly 

estimated 1 mb (for xF > 0.3 and Pbeam = 16 GeV/c) obtained at SLAC49 in a p-p 

dimuon experiment. The resulting mass distribution and the resulting n +µµmass 

distribution (using BR= 2.2 x 10-5) are shown in Fig. 46, along with the other 

low-mass contributions. Thus it can be seen that the estimated branching ratio 

and contribution assumption lead to not unreasonable estimates for the eta cross 

section, although the overall shapes of the estimated and measured signals are 

not wholly in agreement. 
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We may make an alternative estimate for the eta production cross section. 

Using the previously measured ratio of 0.34 for the ratio of the production 

cross section of the eta to that of the rho22 and using the branching ratios 

already discussed, the rho cross section measured in this experiment leads to 

a proton induced cross section for the eta of 5.2 mb per nucleus for xp > 0.07 
n 

(5.9 and 5.3 mb for~+ and~-) and an eta Dalitz cross section of 1.0 µb per 

nucleus for xp ? 0.07 (0.99 and 0.89 µb for~+ and~-). This estimate leads µµ 
to the distribution shown in Fig. 47. 

We note that this appears by the shapes of the spectrum to be a more 

reasonable estimate of the contribution of the Dalitz decay pairs to the low 

mass signal as determined from the spectra shapes. It should be stressed that the 

total of these signals are still dependent upon (1) the calculated omega Dalitz 

decay branching ratio and (2) the eta Dalitz decay branching ratio. We also 

note that the signals from both of these processes drop sharply at about 500 MeV 

whereas the continuum signal does not exhibit a sudden break in this region. 

It would thus not be surprising if one or both of the contributions were some-

what smaller than obtained from the calculated branching ratios. 

The cross section obtained for these calculated contributions (n Dalitz, 

w Dalitz, n +µµ,and Bethe-Heitler process pairs) is 2.36 µb versus about 6.2 µb 

for the data below the p-w regions, leaving about 62 per cent of the signal in 

the two lowest mass bins unexplained by conventional sources. 

The transverse momentum. distribution of the lowest mass region can be 

compared to that of the Monte Carloed eta Dalitz pairs. Fig. 48 shows the 

L :a distributions for the data with 0.21 < M < 0.45 GeV/c2 and for the Monte 
PT PT 
Carloed distribution. The Monte Carlo contribution is normalized to give the 

fraction of the 1.0 µb cross section which would fall into the lowest mass 
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region (about 0.95). We note that the Pr distribution of the Dalitz pairs is 

much broader than the data. The assumption of even 20 per cent of the lowest 

mass signal originating from the eta Dalitz decay is thus inconsistent with 

the data. 

Comparison of the Data to Models 

As we have seen, even after we subtract the omega Dalitz decay pairs, the 

Bethe-Heitler produced pairs, the generous eta Dalitz decay pairs estimate and 

the pairs from the eta (direct) dimuon decay, there is still a sizeable low mass 

dimuon signal the origin of which is still unexplained. In this section we briefly 

compare the remaining signal with two of the most promising explanations of 

dimuon production through electromagnetic processes: the constituent bremsstrahlung 
. 28 50 26 mechanism, ' and an enhanced Drell-Yan mechanism. 

28 The first of the bremsstrahlung models, used for its estimate of the 

dimuon production cross section a minimum effective mass of 1.2 GeV/c2 obtained 

from an earlier experiment. 14 The estimate of the dimuon contribution made in 

the paper was thus 0.20 nb--an extremely small contribution when compared to the 

non-resonant dimuon signal of several µb measured in this experiment. If we 

recalculate the contribution by setting the minimum mass at 0.21 MeV/c2 (i.e., 

the lowest possible mass of the two muons), we obtain 14 nb. This is still much 

smaller than the observed signal. 
50 A later paper attempted to explain the large single lepton signal 

(discussed in the Introduction) as the result of a parton bremsstrahlung 

mechanism. Unfortunately, there is little from the model that can be compared 

to experiment, as the photon spectrum is itself argued from a modified observed 

pion spectrum and it is normalized to observed muon spectra. The model addi-

tionally depends upon a reinterpretation of several experiments in order to 

explain the model's prediction that electrons are produced more copiously than 
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muons by a factor of about 2-3. The experiments observed e/~ ratios consistent 

with µ/ ~ ratios observed by others . 

In the bremsstrahlung model, the mass distribution falls as 1/m for the 

masses presented here. Fig. 49 shows such a spectrum compared to the measured 

spectrum with the bremsstrahlung spectrum normalized to the data in a region 

just above the~. The contributions to the low-mass spectrum discussed above 

are given as well. It can be readily seen that this bremsstrahlung spectrum 

is insufficient to explain more than a small portion of the low mass signal. 

The other popular model with which the data can be compared is the Drell-

Yan model (or a more recent mode151 which yields the same results for masses 

below about 5 GeV/c2). As discussed in the Introduction, the model yields a 

dimuon prediction that then fails to account for the observed µ/~ ratio. 

Following Bjerken and Weisberg, we estimate that at 90° in the center of mass 
dcr __ [

3
1} a 

system dy J lGeVi 
Q2 :-min 

(7 x 10- 33 cm) with a= 0 or 1 depending on 

whether we believe in "color"--a concept used to explain quark confinement, to 

symmetrize and antisymmetrize hadron wave functions and to reduce cross sections--

or not. The rapidity variable y is a measure of the longitudinal momentum of 

the muon pair and is defined by 

y = !2 .ln. "'"EE~-+--=-p-
- p 

and is related to xF by 

sinh(y) 
cm 

(at high y, 
xFr's dcr d 2 

0 
) Th 1 E~ y = ,c..n, -;::::;::===::;:::- • us at arge y, dy = dxF Ts· 

/ m2 + p 2 
= 0.26 as indi!ated from the mass plots above, we obtain a If we let O. 

'1111n 

naive prediction of :; = (;j a 1 x 10- 31 • This rough calculation can be 

compared to the data. If we impose a napidity plateau on the data and extrapolate 

flat to xF = 0,0 from xF = 0.07, after subtracting the signal for the Dalitz 
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decays, the Bethe-Heitler produced pairs, and the direct resonance contri-

butions (p, w, $, and the non-maximized n yield shown in Fig. 47) we obtain 

Edda = 4 .5 x 10-3 O cm2GeV/c2 or ddcr = 4 .4 x 10-3o cm2; Thus we see that this Xp y . 
simple estimate is too small by about a factor of 44, even neglecting color. 

However, it should be pointed out that those who introduced the theory empha-

sized that the calculations were only applicable down to a mass of about 1 GeV/c2 • 

This was required because it had to be assumed that the protons in the colliding 

particles were free during the collision--in other words the impulse approxi-

mation was valid. It is true as well that the quark (proton) distributions are 

not well known at low x (the xF of the protons previous to the collision) be-

cause the number of "wee" (low momentum) protons is not well known. Thus the 

two factors work against one another and one doesn't know what the net effect 

will be. 

An attempt was made, however, to estimate a factor which would make the 

cross section larger. Bjerken and Weisberg pointed out that the quarks produced 

in a liadronic reaction will themselves contribute to the available parton-anti-

parton annihilation pairs. This they calculated to yield a factor of about 25 

"improvement" to the cross sections. 

d (l)a the cross section to d; ~ 3 2.6 x 

This would bring the crude estimate of 

10-30 cm2 (compared to the estimate of 

4.4 x 10-30 cm2), and we see that the estimate is within a factor of 1.7 of the 

experimentally estimated value if one does not believe in color and a factor 

of 5 if one does. 

The Single Muon Contribution 

As discussed in the Introduction, the large single muon signal from 

hadron collisions observed prior to this experiment was part of the motivation 

for this experiment. By directly measuring the dimuon signal from hadronic 
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reactions we could determine a single muon yield due to the production of 

muon pairs. This we now do. 

The single muon contribution due to proton-beryllium reactions at 150 GeV/c 

has already been reported 
d3cr the contribution to Edp3 

by this experiment. 52 The result was reported for both 
dcr 

= 0.0 and for.dxF from xF = 

and was compared to experiments measuring the single muon to 

regions by using inclusive pion production data. The result 

0.1 to XF = 0.6 

pion ratio in these 
dcr for - (integrated dxF 

over pT < 600 MeV/c) is just that measured by the experiment and thus stands 

alone. However, the contribution at xF = 0.0 depends somewhat upon the extrapolatio 

of the dimuon data at xF ~ 0.15 to xF = 0.0. The method used in the earlier 

calculation was to use a fit of the data to the form. 

= 

It was pointed out in the paper that the fit in xF yielded an integrated cross 

section within 10 per cent that obtained by assuming that Eddcr is flat for 
XF 

xF < O.IS (or equivalently, that a rapidity plateau is imposed). However, in 

the 225 GeV/c data no such rapidity plateau is seen down to xF = 0.07. The 

single muon contribution at low xF can only be increased. We thus make a new 

calculation of the dimuon contribution to the single muon yield by using the 

results of the newer measurement where the dimuon is measured closer to xF = 0.0 

(xF ~ 0.07). 

The contribution to the single muon yield was calculated independently 

for each of the resonances (p, w, and $) and for each of the· mass regions of 

the continuum signal measured by the low mass experiment. In addition, the 

single muon contribution of the dimuon decay of the~ is included. The~ cross 

section and its xF and pT dependence is taken from the higher mass measurement 
33 by our research group. The relative p and w contributions were separated as 

discussed above. All resonances were assigned to their nominal mass values 
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with the exception of the p, which was assigned a Gaussian distribution of 

150 MeV /c2 full w:i!.dth at half maximum centered at its nominal mass value. The 

continuum signal was generated in mass according to 

do dM a exp (-SM) 

within each of the five mass regions, in agreement with the parametrization of 

the data discussed earlier. 

A Monte Carlo program then generated events in xF and pT weighted in 

accordance to the measured cross sections per bin (xF and pT fits were not used) 
. 

and each event was assigned a weight in accordance with the Lo~entz-invariant 

production cross section for the muons. The dimuons were allowed to decay 

isotropically if their rest frame, and the muons of a given charge were binned 

in an xF and pT grid and weighted as above. The resulting cross sections as a 

function of pT varied by less than 20 per cent depending upon whether the decay 

was.isotropic or varied as 1 + cos2 0*. As explained elsewhere33 any decay 

polarization was small [1 + (0.02 ± 0.07)cos20*] at the p-w region as determined 

by a measurement by this group which involved higher statistics than was possible 

with the low mass analysis. 

In all of the following the single muon yields were compared to pion 

yields from other experiments. While the single muon yields w~re obtained from 

a carbon target, the pion yields were obtained from beryllium targets. Hence 

all single muon yields were weighted to beryllium yields by assuming a depen-

dence of A2/3 below the~, A' 75 for masses between 0,93 GeV/c2 and 1.13 GeV/c2 , 

A085 from a mass of 1.13 GeV/c2 to 2.0 GeV/c2 and A at the~ mass. Thus the 

cross sections are weighted by factors of O. 83 at the lowest masses to O. 75 at 

the highest. 

The resulting dimuon distribution in the forward direction as a function 

of xF and integrated over all pT < 600 M~V/c is shown in Fig. 50. Both the vector 
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meson contribution and the total contribution are given. The pion yield is 

that obtained from an experiment done at 24 GeV/c53 and the comparison assumes 

Feyneman scaling. This scaled experiment agrees to within 20 per cent with the 

less complete results of a measurement made at 200 and 300 GeV/c. The more 

rapid fall off of the single nruon yield than the pion yield can be attributed, 

in large part, to the steep xF distribution of the dinruon continuum at low mass. 

The resultingµ-/~ ratio as a function of xF can be seen in Fig. 51 with the 

vector meson contribution shown along with the total contribution. The results 

of experiments directly measuring the singleµ yield are superimposed on the 

figure. 54- 56 As can be seen in the figure the dimuon contribution to the 

single muon yield is in reasonable agreement with the direct single muon results. 

We thus note that the single muons of xF~O.l are produced from dimuons arising 

from decays other than P, w, ~'and$ decays, a result in agreement with a low 

resolution experiment56 which suggested that the "bulk" of single muons originate 

from electromagnetic interactions. We find, in addition, that most single muons 

from non-resonant pairs came from sources with invariant masses smaller than 

600 MeV/c2 , a result in disagreement with Ref. 56. 

We emphasize that the above results follow directly from the measured 

dimuon signal and are not dependent upon extrapolations or fits. 

Since the pT dependence of single muon productions had been investigated 

primarily at xF = 0.0, an extrapolation of our dimuon data to xF = 0,0 was 

required to compare to those single muon experiments. Before discussing the 

extrapolation to zero, we will look at the sensitivity of the single muon Pr 

spectrum to the input spectrum of the dimuon. The dimuon pT is, on the 

average, only slightly larger than the pT of a daughter single muon when the 

single's Pr is significantly larger than the mass of the dimuon. For example, 
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single muons with pT = 1.0 GeV, produced at 90° and from a dimuon of 780 MeV/c2 

arose from dirnuons with a mean pT of 1.2 GeV/c. The result is that single 

muons produced at moderate pT (less than 2.5 GeV/c) arise predominantly from 

dimuons with Pr in the measurable range. This combined with the rapidly. falling 

pT spectrum, insures that the deduced single muon spectrum is an accurate 

representation of the data for moderate 

Since the data is still rising in at the lowest xF point measured, 

a single simple extrapolation to xF = o.o was not possible. Thus two alternative 

extrapolations were used. In the first method the differential cross section 

E:F was extrapolated flat from the lowest measured xF bin (with <xF> = 0.12) to 

xF = 0.0. Since E:cr a :cr this is equivalent to imposing a rapidity plateau 
XF y 

in the cross section starting at xF = 0.07. As the data are still rising 

rapidly at this point this may provide a kind of lower bound to the dimuon data 

at ~F = 0.0. The second method used the exponential fit obtained in the Fits 

to the Data section to extrapolate Edcr to xF = 0.0 from the measured region. 
dxF 

The resulting spectra can be seen in Fig. 52. Shown also is the pion 
57 dependence, measured at 300 GeV/c, and scaled downwards (by about 10 per cent) 

as a ftmction of pT' using the energy dependence as a function of pT measured 

in the same experiment. The ratio of the two yields can be seen in Fig. 53. 
. 58-60 63 Superimposed on the calculated yield are the results of single muon experiments. ' 

As no difference inµ+/~+ andµ-/~- ratios has been observed in single muon 

experiments, measurements of both ratios are included. We see that the extrapo-

lation which is exponential . Edcr in -dxF 
yields a single muon ratio about a factor 

· dcr · d "hh of two higher than the extrapolation which is fiat in E-d , in accor ance wit t e 
XF 

dimuon cross section differences between the exponential and flat extrapolation 

in the lowest mass region studied. 
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Thus we see that muon pairs contribute a large fraction of the muons 

observed by single muon experiments, both in the forward hemisphere where no 

assumptions are necessary to directly deduce the singles contribution and at 

low xF where a "low" estimate yields a reasonable agreement with direct single 

muon experiments. 

The question of whether charmed particles (or other heavy particles which 

decay leptonically and are produced in pairs) contribute heavily to the dimuon 

signal can now be addressed. Assuming that such a particle decays about 10 per 

cent of the time to products including a muon, the probability for both particles 

decaying to muons is suppressed by an additional factor of ten. From the two 

µ/~ figures we see that any muonic signal left after subtracting off the dimuon 

contribution is small. If we assume that half of the ai-µ continuum contribution i: 

due to such charmed decays, we obtain a single muon production rate from "non-

dimuon" events (for muons of a given sign) nine times greater than that from 

the selected continuum events. The resulting single muon signal (the single 

muon signal from vector mesons +·the single muon signal from "continuum" events 

times 9.0/2) is clearly higher than that allowed by the single muon components. 

We additionally note that the dimuon signal from two heavy particles would 

yield reconstructed masses and average transverse momentum higher than the 

observed continuum masses and transverse momenta. The continuum signal at low masse 

remains unexplained. 



CHAPTER V 

SUMMARY 

We have performed a high resolution experiment which measured the low 

mass dimuon signal produced in hadronic interactions over a wide range in xF 

and pT, using a large acceptance spectrometer. The experiment has yielded 

the dimuon cross sections as a function of mass and as functions of xF and 

PT. A "continuum" has been observed under the resonance signals. Resonance 

cross sections have been extracted and the continuum contribution has also been 

estimated. Various contributions to the continuum signal have been estimated 

and the contributions considered fail to account for more than 60 per cent of 

the signal in the lowest mass region. The most promising models attempting 

to predict the low mass signal either (1) fail to account for the data or 

(2) are insufficiently precise at this stage to predict the mass distribution 

of the low mass signal and to predict the large cross section observed. The 

dimuon contribution to the single muon's signal has been calculated and is in 

reasonable agreement with the exciting large signal observed in single muon 

experiments. Thus the question of the origin of single muons is being replaced 

by another equally intriguing question. What is the source of low mass dimuons? 

57 



APPENDIX A 

UPSTREAM MWPCs 

Construction of the 55 cm, 80 cm 
and 30 cm MWPCs 

The 55 cm and 80 cm chambers were of the same geometry, the only sig-

nificant difference being the sizes of the active areas. Fig. 54 shows the 

80 cm chamber, and Fig. 55 shows the 30 cm chambers. The 30 cm chambers were 

of different geometry but construction, testing and use (physically) were the 

same as for the 55 cm and 80 cm chambers and interplane spacing (i.e., between 

anode and cathode planes) was 4.8 mm (3/16 11). 

Wire spacing was 1.59 mm (1/16"). The anode wires were 0.8 mil 

diameter gold plated tungsten. Cathode wires were 4 mil diameter silver plated 

copper-beryllium. An expanded view of the chambers is shown in Figs. 56 and 57. 

The x and y planes were orthogonal. The u and v planes were orthogonal 

to each other but were rotated 45° with respect to the x and y planes. If we 

call each assembly module a frame, then the five frames shown in Fig. 56 con-

sisted of wire planes as follows: 

Frame 1 Cathode plane and x plane 

Frame 2 Cathode plane and u plane 

Frame 3 Cathode plane and y plane 

Frame 4 Cathode plane and V plane 

Frame 5 Cathode plane only 

An exploded drawing for the 30 cm chambers' three planes can be seen in Fig. 58. 

58 
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The cathode planes and anode planes were mounted on common frames so 

that (1) there would be fewer frames, hence the geometry would be better 

defined and the frame would be more rigid, and (2) the chambers would be very 

compact, so that x, y, u, and v information would be obtained from essentially 

the same z position; this was important in the pattern recognition analysis. 

Wires were wound by machine on a drum and connected by epoxy at the proper 

distances to GlO strips. The GlO strips (and hence wires) were later stretched 

across the GlO frames and epoxied in place. The anode wires were stretched 

with a force of 6.8 x 104 dynes. The cathode wires were stretched with 7.1 x 

106 dynes. When wires broke and had to be replaced, new wires were replaced 

with equal tension. Wires were held in place by epoxy. 61 

The GlO frames were constructed of 8 slats [4 each layer, two layers deep, 

each layer being 4. 76 mm (3/16 11 ) thick]. Slats were glued with epoxy. All 

mating surfaces were measured carefully with a micrometer and shimmed (with 

tape) or filed carefully to± 76 µm (3 mils) of the nominal thickness. The 

dimensions were carefully adjusted, since at operating voltage, 25 µm (1 mil) 

in interplane spacing was equal to 20V potential difference. Thus the fields 

within the chambers were kept uniform to equilize efficiencies of all portions 

of the chamber. On the surfaces where a mother board and hence solder connections 

were present, a lucite strip replaced the GlO. Lucite was used in these locations 

because the strips had to be thin and lucite of the proper dimensions was easier 

to work with. 

All surfaces were checked several times that there were no non-machined 

surfaces touching inside (e.g., solder joints could not touch a neighboring 

frame, glue surfaces could not touch a neighboring frame);for any such matings 

unforeseen forces could have distorted the geometry within the chambers. The 

anode wires fed through a glue ridge onto an etched, copper surfaced GlO 
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"mother board." The mother board held two amplifier cards every 2.54 cm of 

its length. Each amplifier card thus received the signal from eight wires 

and passed along a logical signal output. The amplifier cards operated on 

+5.V - 6.V + 12.V (and ground) - the -6.V and +12.V connections were made at 

both ends of all mother boards, and the +5~V and ground wires were both brought 

in at each end of the mother board and connected to a special bus line--double 

sided copper plated GlO 2.5 cm wide--which was connected physically and elec-

trically to the mother board. This bus was necessary to insure a low resistance 

line to the cards--each card used 0.245 A at +5 volts, 45 mA at +12 V, 30 mA 

at -6V. Voltages were adjusted on-site andlprior to testing, to -6.0, +12.0, 

and +5.0 volts at the cards. 

The chambers were enclosed within a frame made from 6063-T52 rectangular 

extruded aluminum tubing (see Fig. 59). Gas was fed in from the top edge 

of one-half of the frame and was exhausted through the bottom edge of the other 

half. The gas manifold was made of lucite and had uniformly spaced entrances 

(into chamber) and exits (from chamber) to. insure laminar flow. The window on 

the downstream side of the chamber was made of aluminized mylar to discourage 

build-up of static charge on the window. However, the window on the upstream 

side of the chamber was made of clear mylar. This window was of immeasurable 

help in ·allowing visual inspection of the chamber during all stages of its 

operation and assembly. 

The solder at the locations where the anode wires fed into the mother 

boards was somewhat rough in spite of care taken not to leave solder points 

from which discharges could originate. As a result, these surfaces were 

epoxied over once loose wire ends and shorts between wires were carefully 

checked. The unconnected (severed) ends of both anode and cathode wires were 

epoxied over after similar checking. 
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In spite of geometry precautions, it was found that the aluminum frames 

were not sufficiently sturdy. As a result, sturdy, aluminum C beams were 

incorporated into the aluminum frame on three sides of each half (see photograph). 

(The fourth had to be free so the hadron shield could be rolled in and out for 

alignment checks.) After this addition no more distortion problems existed. 

Surrounding all the mother boards and cards was aluminum housing which 

served as a conduit for cooling by air blown by box fans and served to shield 

the cards from electronic noise. All shielding, framing, cards and cabling 

were carefully grounded. No cross talk between cards was observed. For each 

55 cm and 80 cm plane and for each 30 cm chamber, a 1 MO resistor was placed 

in series with the cathode wires on the high voltage line. This resistor served 

as protection against a short through the chamber. In case of a discharge no 

wires would burn out. At the highest beam intensity the voltage drop across 

the resistor was about 150V. 

Chamber Readout 

Eight adjacent wires fed into an amplifier card (see Figs. 60 and 61). Each 

input was amplified and the resulting signal triggered a one-shot (a monostable 

multivibrator). The one-shot was timed to last 450 nsec and the pulse was 

differentiated. A coincidence between the trailing edge of this differentiated 

signal and the load pulse supplied by the fast electronics then caused a bit to 

be loaded into the shift register which was read out by the scanner (located in 

the Portacamp) and the coupler (on the chamber). The scanner sent clock pulses 

to the chambers upon command and then read back these clock pulses, along with 

the bits associated with the struck wires in the chamber. The scanner-coupler 

readout system is described in more detail elsewhere. 39 
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Cleaning and Conditioning 

Every chamber builder has a favorite method for cleaning wires and this 

one is no different, though it will be readily admitted that there are no 

clearly superior methods known to this builder. An adequate method is to clean 

the wires with a series of cleaners including methanol, ethanol, acetone and 

water. During the building, each of these was able to clean off some impurity 

that none of the others could remove. The liquid was applied with a small brush 

(preferably one which itself does not dissolve in the liquid). Backlighting 

provided by a slide projector in a dark room is most helpful in locating dirt 

on the wires. The environment had to be kept dust free, while cleaning, and all 

cleaning had to be done rapidly, as any dust attaching itself to the wires 

would necessitate another cleaning. 
-

After a couple of brush cleanings, another cleaning followed, this time 

with an acetone spray. The spray pressure was supplied by nitrogen gas, and 

both frame and wires were cleaned. A similar spray cleaning with water fol-

lowed this application. These cleanings allowed for a rapid final cleaning and 

all frames and wires were immediately covered upon completion of the spray. 

Once the chamber was sealed, some burning-off was necessary. This con-

sisted of slowly raising the voltage on the wires, either in air or in chamber 

gas. Very small dust particles would burn off very slowly by this process. 

This process (of slowly raising the voltage) could last about a day. A speck 

seen to glow longer than usual had to be removed by brush. The chamber, if 

extremely clean, could be raised to about -3900 Vin gas, or -4100 Vin air 

before a general glow set in. (The cathode wires were raised; anodes remained 

near ground.) By observing the chamber in an extremely dark room after being 

dark adapted, glowing spots or discharges (indicating dirt), a general glow 

in a specific area (indicating non-uniform geometry), or specific glowing wires 
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(indicating poor electronic connection to the amplifier) could be seen. 

Reversing the polarity of the voltage on the wires was tried on one of 

the small chambers. A voltage of +2.8 kV was applied to the cathode wires for 

about 5 secs (through a 5 MO limiting resistor) resulting in a current of about 

1 µA. This had a definite adverse effect on the chamber; high erratic currents 

were observed afterward. Voltage reversal was not tried again. Cleaning followed. 

A discharge problem not related to cleaning was encountered on the V plane. 

The V plane was unique in that it had an edge where anode wires and. cathode 

wires entered the GlO edge in back of one another; on the other planes cathode 

wires.and anode wires entered a different edge of the GlO frame. This discharge, 

apparently caused by high gradients in the region of the dielectric bounded by 

the different wires was cured by backing the cathode wires by a kynar covered 

wire epoxied to the edge and allowed to float at cathode potential. This 

allowed for a smoother field near the edge and no further discharges resulted. 

Gas Mixture 

The gas used in the experiment was a mixture of argon (80 per cent), freon 

(0.4 per cent) and CO2 (20 per cent). The so-called super magic gas mixture62 

was tried but found unsatisfactory--wires soon were coated with various residues 

which caused discharges until cleaned. The gas was then switched. 

General Electric RTV 2163 was used to seal the chamber. Because some 

mother boards were close to one another (back to back), sealing in the space 

between was a problem. Air leaks showed up in the testing; the plane efficiency 

decreased with increasing on-time of the cooling fans. Extra RTV had to be 

applied, leaks being found by use of a leak detector. 
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Dark Currents 

With proper cleaning, dark currents within the chamber were kept to less 

than 20 nA with no source applied at -3700 V. A graph of dark current versus 

voltage with no source is shown in Fig. 62. 

Noise Suppression 

Soon after the chamber was in operation, noise was observed along with 

real particle hits in the chamber. (Wire hits were observed even with no H.V. 

on.) This was due to the amplifiers picking up the load pulse signal and 

sending along a very weak signal to the one-shots. The one-shot would sense the 

incoming signal but instead of firing for its 450 nsec duration, it would start 

to fire and then "back down" immediately, the result was a small positive pulse 

of a couple nsec duration. The differentiated signal from this short pulse, 

however (out of the capacitor following the one-shot) was large enough to be 

loaded into the shift register chip (see Fig. 63). This was cured by connecting 

a wire to the load pulse and stringing it (it was insulated) over the mother 

board leads to the amplifiers (see Fig. 64); the load pulse and the amplifier 

leads were thus (indirectly) coupled. Thus when a load pulse was sent, all one-

shots that had not fired some 400 nsec before would no,;,. fire properly and the 

differentiated trailing edge was well out of time of the load pulse. No further 

noise was observed (see Fig. 65). 

Support Wires 

Since all of the anode wires were long, and the tension on the fragile 

wires was low, electrostatic repulsion between the wires could have been suf-

ficient to separate them. The resulting non-planarity would have distorted the 

field inside. In order to avoid this support wires were installed in the 55 

and 80 cm chambers. The support wires were locates well away from the beam 
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center but far enough from the edges to serve usefully. Support wires were 

attached to the anode wires by small drops of Glyptal; 64 cathode wires were 

under greater tension and hence did not require support wires. Prior to 

assembly all anode wire connections to support wires were checked. This was 

especially important as acetone, one of the cleaning fluids, dissolved Glyptal. 

Using very small scintillators as probes, the efficiency of the plane in the 

region of the support wires was observed. The efficiency plateaued at about 

95 per cent with -llOOV applied to the support wires (in addition to the normal 

cathode plane voltage). This setting was used during the data taking. 

Checks 

Clock and load pulses were regenerated at the chamber to insure sharp, 

strong signals. In addition, small delay cables were added in appropriate 

locations within the chamber so that all pulses reached all cards simultaneously. 

This allowed shortening of the load pulse while still insuring uniform efficiency 

from all planes. (Load pulse was eventually set to a safe 70 ns.) All cards 

were carefully timed by the same person to assure uniformity, and cards that 

showed drift in timing as a function of temperature had their one-shots replaced. 

By placing a radioactive source far away from the chamber (about S ft) and 

triggering on a small scintillator near the source, a raw illumination histogram 

of the chamber could be made in a couple of hours. This served to locate 

rapidly any dead wire within the chamber. 

Extensive tests on plane efficiency as a function of position within the 

plane, voltage, time the cooling fans had been left on, gas flow, load pulse 

wid~h, and delay time (the total length of time between passage of a particle 

and the receipt of the load pulse on the cards) were carried out on a PDP 11/20 

prior to installation at Fermilab. Noise levels and wire hit spreads were also 

recorded. Figs. 65 and 66 display the results of some of these tests. Ramping 
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(increasing and decreasing the voltage between beam spills) the HV was also 

studied; ramping times appropriate to chamber size (capacitance) were chosen. 

An annoying problem was discovered during the final portion of the testing 

(and late enough before the low mass run that the electronics could not be 

changed). In employing the illumination test described above, spiking in the 

raw numbers of hits versus wire number was observed (with a period of eight wires). 

After much hunting, the culprit was found; the plated lands on the cards prior 

to the amplifiers (and grounding resistors) were of different length. The land 

for the eighth wire on the card (at the connector) was opposite that for the 

first wire, the seventh was opposite the second, and so forth. However, the 

amplifier for the first wire required the longest lead from the connector, 'the 

eighth the shortest. Hence, there was a very small uneven capacitive coupling 

between wires #1 _and #8, less between #2 and #7, etc. Thus, a signal on one 

wire could generate a very small signal on its opposite wire, and hence, wires 

could show hits where there were no hits. This was a problem on the few per cent 

level and because of the wire sorting (the inter-plane hit correlation done 

during the analysis) posed no problem. But it is a problem that could have had 

an effect if a wire hit correlation requirement were not present in the analysis. 

It is an effect that could be helped by an improvement on the plateauing charac-

teristics (desirable for other reasons as well), and by changing the layout 

of the card. 

Performance During the Run 

During the run, the efficiencies of the chambers were closely monitored 

through both the cathode current and on-line checks of the efficiency. During 

the low mass run the beam flux was kept below 106 particles/spill to minimize 

loss of plane efficiency due to one-shot dead time and IR voltage loss across 
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the limiting resistor. This maintained an efficiency of about 0.85 per track 

for each plane. A special trigger, started by B.Vµ (see the Fast Electronics 

section) allowed periodic tests of the chamber efficiencies. This was used 

to check the efficiency versus voltage, efficiency versus beam intensity and to 

check that the timing of the load pulse had not changed. The most upstream 

(30 cm) chamber developed high currents during the run, but the efficiency of the 

chamber was not seriously impaired and due to the method by which the 30 cm 

chamber information was used, normalization of the data was in no way affected. 

No broken wires occurred during the run. 

The high voltage on the chambers was ramped down by 500 V (to about 

-3200 V) between beam spills. This caused large displacement currents at the 

beginning and end of each spill. The ramp timing was carefully monitored to 

insure that the chambers were at plateau voltage before the first beam particles 

arrived. 

Improvements That Could Be Made 

In the future, chambers could be made more easily, more quickly and to 

perform better if the following changes were made: 

(1) Make the chamber construction more massive. Chambers need not be made 

thicker to acquire additional strength but a larger mating surface area should 

be provided (e.g., the lucite strips were only 2.5 cm wide, a wider strip would 

provide more resistance to torque) and the frames should be extremely rigid 

from the beginning. 

(2) Amplifiers sensitive to smaller signals (typical signals were 60 mV 

at the amplifier input) would be worth the effort to install--if the chambers 

could plateau 400 V lower (this is possible--it has recently been done by 

another group), currents (and hence discharges) could be kept to a minimum. The 

cleaning problems would be much less severe. 
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(3) Quick take-apart should be designed into any chamber. This is in-

valuable in development, testing and in cleaning. 

(4) The amplifier cards should be modified to minimize the capacitive 

coupling between channels. 



APPENDIX B 

THE FIT MASS CALCULATION 

Given an interaction point (x
0

,y0 ,z
0
), and the locations where the 

muons exit the downstream face of the hadron absorber (x1,y1,zA) and 

(x2,y2,zA) and their slopes in x and y at these locations (m'xl' m'yl) and 

(m'xz' m'yz), a best estimate of the slopes of the muon tracks at the target 

Cmx
1

, my
1

) and (m~
2

, my
2
), can be calculated (see Fig. 23). The joint proba-

bility density function for the projected multiple scattering with an angle tJ.e 

d d• 1 A • 65 an 1sp acement ux is 

4 !J.6 2 3/J.x/J.e /J. 2 
P(x,ex) a exp [- ~ (- - -- + 3- )] 

es z z2 z3 

where z is the length of the scattering medium 
. (0.021) 2 1 

es is PiPf Xo 
Pi and Pf are the initial and final momenta in GeV/c 

(i.e., upon entering and exiting the medium), and 

x0 is the radiation length of the medium. 

The for a given event scattering from the slopes above to the slopes 

and positions above is thus given by 

where 

x2 = A(e' - e ) 2 + 2B(x 1 1 - x1)(e 1 1 ~ e ) + C(x 1 1 - x1) 2 
X1 Xl X1 

+ terms for they projection of track+ 

+ terms for the x projection of track 2 
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+ terms for they projection of track 2 

where 0 1 is the observed angle of the muon track (m' = tan 0 1 ) 

and 0 is the angle of the same track prior to multiple scattering 

(m = tan0) 

x' is the observed position of the track, and 

x is the position of the track had there been no multiple scattering 

8PiPf Xo 
A= (0.021)2 z 

-24PiPf Xo 2B = (0. 021)°2 ?° 
24PiPf Xo 

C = ---........ (0.021) 2 ;r 
We choose the mx

1
, ll½c2, ~

1 
and ~ 2 to minimize the x2 . It can readily 

be seen,however, that the x2 can be minimized in all four variables independently, 

since (a) scattering of track 1 and of track 2 proceeds independently of one 

another, and (b) the absorber is thick and hence the projected scattering in the 

x and y views is independent. 

Thus, for each projection of each track an m can be chosen to minimize 

a simple x2, 

x2 = A0 2 + 2BAxA0 + Ax2 

where 
A0 = m'-m 

1 + m'm 

m' = measured slope (tan 0 1 ) 

m = best estimate of the slope (tan e) 

A0 = 0' - 0 ,:,! tan (0' - 0) 

AX = 

= 

= 

x' - [x0 + m(zA - z0 )] 

(x 1 - x
0

) - m(zA - z
0

) 

AX - rnAZ 

where (x, y, z) is the best estimate of the production point, 
0 0 0 
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zA is the z plane where x' is observed, 

~x = x' - x0 and 

z • 
0 

x2 = A(1 !'~~m}2 + 2B(Ax - mt.2) ~lm~-:•mj + C(Ax - ma2)2 

but, m1m« 1 because the track angles are small (m'm is typically! 0.012). 

x2 = A(m'-m) + 2B(A - ma )(m'-m) + C(A - mt. ) 2 
X Z X Z 

Now we minimize with respect tom 

0 = ox2 = om -2A(m 1 -m) - 2B[(A -ma) + A (m'-m)] - 2C(A -ma )A 
X Z Z X Z Z 

And solving form, 

m = 
Am' + B(Ax + mAz) + CAxAz 

A + 2BAz + CA/ 

The opening angles obtained from these slopes, when inserted into the 

equation in The 55-80 cm Analysis,yield the dimuon mass. 
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TABLE 1 

225 GeV/c DATA SAMPLE INFORMATION 

Beam particles 

T . a riggers 

Low mass reconstruction 

After momentum cuts 

After weighting by 
acceptance including 
chamber efficiency 

Sensitivity (events/nb) 

p 

1.05 X 10lO 

2.00 X 

1.25 X 104 

1.24 X 104 

8.43 X 104 

1.16 

105 

Beam type 
+ 

7T 

2.26 X 109 

total----

3.41 X 103 

3.39 X 103 

2.04 X 104 

0.296 

7T 

7.70 X 109 

2.52 X 105 

1.43 X 104 

1.41 X 104 

8 .92 X 104 

1.31 

aincludes shield-induced events, decay produced pairs, prescaled 
trigger, etc. 





TABLE 2 

CROSS SECTIONS BINNED IN xF 

<xp) Total 
Region 0,12 0,22 0.32 0.42 0.52 0.62 0,72 0.82 0.92 (0. 07 :: xF) 

do Proton ~x 

I 0,367E-29 0.681E-30 0.163E-30 0.414E-31 0.957E-32 0.152E-32 0.4566E-29 
±0.253E-30 0.359E-31 0.508E-32 0.260E-32 

,.· 
0 .116E-31 0.880E-33 

II 0.127E-29 0.247E-30 0.971E-31 0.343E-31 0.139E-31 0.449E-32 0.216E-32 0.343E-33 0.1671E-29 
±0. 741E-31 0.118E-31 · 0.600E-32 0.340E-32 0.220E-32 0 .136E.-32 O.lOOE-32 0,344E-33 

III 0.168E-29 0.494E-30 0.196E-30 O.lOlE-30 0.560E-31 0 .2.74E-31 0.102E-31 0.475E-32 0.2573E-29 
±0.102E-30 0.206E-31 0-917E-32 0.599E-32 0 .428E-32 0.303E-32 0.216E-32 0 .181E-32 

-...:a 
0.285E-30 0.743E-31 0.286E-31 0.117E-31 0.603E-32 0.918E-33 0.765E-33 0.4069E-30 -...:a 

IV ±0.238E-31 0.581E-32 0.299E-32 0,183E-32 0.132E-32 0.531E-33 0.541E-33 

V 0.740E-31 0.168E-31 0.507E-32 0.340E-32 0.199E-32 O.OOOE-00 0.305E-33 0.1016E-30 
±0.944E-32 0.262E-32 0,124E-32 0.946E-33 0.752E-33 0.284E-33 0.305E-33 

,£/12. 
, I 

/, 3+ 
; 2 

.:.111 c:o -, 2· 7-:~;-

+ do 
1r ~x 

I o. 341E-29 0.914E-30 0.301E-30 0.122E-30 0.561E-31 0.214E-31 0.883E-32 O.SOOE-32 0.4841E-29 
±0.264E-30 0.634E-31 0.305E-31 0.182E-31 0.139E-31 0.816E-32 0.627E-32 O.SOlE-32 

II 0.107E-29 0.318E-30 0.140E-30 0.752E-31 0.244E-31 0.350E-31 0.327E-31 0.180E-31 0. l 718E-29 
±0.809E-31 0.240E-31 0.144E-31 O.lOSE-31 0.614E-32 0.811E-32 0.954E-32 0.812E-32 

III 0.154E-29 O.SOOE-30 0.269E-30 0.175E-30 0.122E-30 0.877E-31 0.967E-31 0.346E-31 0.167E-31 0.2841E-29 
±0 .118E-30 0.323E-31 0.200E-31 0.157E-31 0.129E-31 O.llSE-31 0.142E-31 0.106E-31 0.973E-32 



IV 

V 

I 

II 

0.266E-30 0.109E-30 0.528E-31 0.324E-31 0.227E-31 0.124E-31 0.193E-31 0.120E-31 
±0.387E-31 0.140E-31 0.835E-32 0.640E-32 0.539E-32 0.414E-32 0.584E-32 0.602E-32 

0.487E-31 0.197E-31 O.llSE-31 0.117E-32 0.402E-32 O.I28E-32 O.I52E-32 
±0.138E-31 0.548E-32 0.385E-32 0.117E-32 0.232E-32 0.128E-32 0.152E-32 

? J.- '17'-' .... :.. _,~ I U 0 •. , I , :LI ' . . ' 
- dcr 

1f rx6X 

0.5261E-30 

0.8790E-31 

0.357E-29 0.774E-30 0.251E-30 0.127E-30 O.SOlE-31 0.213E-31 0.961E-32 O.lOlE-31 0.620E-32 0.4818E-29 
±0.246E-30 0.400E-31 0.156E-31 O.l03E-31 0.630E-32 0.442E-32 0.326E-32 0.514E-32 0.444E-32 

0.106E-29 0.252E-30 O.lOlE-30 0.600E-31 0.358E-31 0.266E-31 0.193E-3I O.I78E-31 0,390E-32 0.1579E-29 
±0.6I3E-3l 0.117E-31 0.609E-32 0.455E-32 0.356E-32 0.332E-32 0.341E-32 0.445E-32 0.278E-32 

III O.I35E-29 0.447E-30 0.2SOE-30 0.164E-30 0.108E-30 0.832E-31 0.609E-31 0.547E-31 0.368E-31 0.2555E-29 
±0.8I2E-31 0.188E-31 0.107E-31 0.793E-32 0.614E-32 0.562E-32 0.559E-32 0.692E-32 0.717E-32 

IV 

V 

Q.248E-30 0.733E-3I 0.350E-31 0.229E-31 O.I25E-31 0.870E-32 0.620E-32 0.295E-32 0.785E-32 0.4174E-30 
±0.205E-31 0.568E-32 0.329E-32 0.254E-32 O.I89E-32 0.163£-32 0.156E-32 0.12IE-32 0.252E-32 

0.615E-31 0.204E-31 0.920E-32 0.418E-32 0.477E-32 0.233E-32 0.993E-33 0.129E-32 0.280E-32 0.1075E-30 
±0.794E-32 0.273E-32 O.I59E-32 O.lOSE-32 0.113E-32 0.827E-33 0.574E-33 0.747E-33 0.141E-32 

l . 7~ I,,:;._ y::t 
1 

'' 

"1 
00 

Shown are the cross sections, per interval, observed in the 225 GeV/c data. The interaction type is shown at 
the top of each section. Cross sections are given in the first line and the restricted errors are shoim in the next 
line. All cross sections are per nucleus. The quantities, binned in xp, are per bin 0.10 units wide and are for bins 
extending over 0.07<xp<0.17, 0.17<xp<0.27, etc. "Total" is the total cross section across all x~ measured. All 
xp cross sections are integrated across Os PT s 3.0 GeV/c. Cross sections are given in units of cni. Thus, for example, 
in the proton data we observe 4566 nb (±12 per cent--see text) for 0.07 ~ xp < 1.0, 0.0 <PT< 3.0 GeV/c, and 0.21 < M 
:: 0.45 GeV/c2 and we observe 3670 nb (±25 per cent nb restricted) for 0.07 ~ xp::: 0.17, 0.0 PT:: 3.0 GeV/c and 0.21 < M 
:'.:: 0.45 GeV/c2 • 



TABLE 3 

CROSS SECTIONS BINNED IN xF AND WEIGHTED BYE 

-
Region 0.12 0.22 0.32 0.42 0 .52 ( xF) 0.62 o. 72 0.82 0.92 Total 

(0,07 S xF) 

dcr Proton E~x 

I 0 .457E-29 0.152E-29 0.526E-30 0.176E-30 0,506E-31 0.925E-32 0.6854E-29 
±0.315E-30 0.803E-31 0.376E-31 0.215E-31 0.137E-31 0.535E-32 

II 0.169E-29 0.569E-30 0.323E-30 0.149E-30 0.730E-31 0.287E-31 0.159E-31 0.283E-32 0.2854E-29 
±0.987E-31 ·o.271E-31 0.200E-31 0.148E-31 0.116E-31 0.872E-32 0.800E-32 0.283E-32 

III 0.253E-29 0.119E-29 0.669E-30 0.441E-30 0.302E-30 0.175E-30 0,765E-31 0.395E-31 0.5420E-29 
±0.153E-30 0.495E-31 0.314E-31 0.262E-31 0.231E-31 0.193E-31 0.162E-31 O.lSOE-31 

'-l 
IO 

IV 0.468E-30 0.187E-30 0.990E-31 0.522E-31 0.330E-31 0.573E-32 0.581E-32 0.8507E-30 
±0. 391E-31 0.146E-31 0.104E-31 0.816E-32 0.724E-32 0.331E-32 0 .411E-32 

V 0.144E-30 0.454E-31 0.186E-31 0.154E-31 O.llOE-31 O.OOOE-00 0.239E-32 0.2366E-30 
±0.184E-31 0.707E-32 0.453E-32 0.427E-32 0.416E-32 0.157E-32 0.240E-32 

3 4 .? !.:: _{.t.~' 

+ dcr 
1r E~x 

I 0.429E-29 0.211E-29 O.lOOE-29 0.529E-30 0.296E-30 0.138E-20 0.667E-31 0 .417E-31 0.8477E-29 
±0.332E-30 0.146E-30 O.lOlE-30 0.787E-31 0.734E-31 0.526E-31 0.473E-31 0.418E-31 

II 0.145E-29 0.751E-30 0.467E-30 0.325E-30 0.132E-30 0.224E-30 0.242E-30 O.lSlE-30 0.3741E-29 
±0.109E-30 0.566E-31 0.479E-31 0.456E-31 O. 333E-31 0.519E-31 0.707E-31 0.679E-31 

III 0.228E-29 0.122E-29 0.924E-30 0.771E-30 0.658E-30 0.566E-30 0.725E-30 0.287E-30 0.154E-30 0.7588E-29 
±0.175E-30 0.787E-31 0.690E-31 0.690E-31 0.696E-31 0.742E-31 0.107E-30 0.876E-31 0.897E-31 



IV 

V 

I 

II 

0.434E-30 0.273E-30 0.183E-30 0.145E-30 0.124E-30 0.790E-31 0.144E-30 0.102E-30 
±0.63IE-31 0.352E-31 0.290E-31 0.287E-31 0.294E-31 0.264E-31 0.428E-31 0.514E-31 

0.989E-31 0.558E-31 0.414E-31 0.540E-32 0.233E-31 0.822E-32 O.I09E-31 
±0.279E-31 O.I56E-31 0.128E-31 0.540E-32 O.I35E-31 0.822E-32 0.109E-31 

- dcr 
1f E-~8XF 

0.1485E-29 

0.2439E-30 

0.442E-29 0.173E-29 0.826E-30 0.547E-30 0.270E-30 0.138E-30 0.710E-31 0.873E-31 0.576E-31 0.8ISOE-29 
±0.305E-30 0.895E-31 0.512E-31 0.445E-3I 0.339E-3I 0.286E-3I 0.241E-3I 0.445E-3I 0.413E-3I 

0.142E--29 O.SSSE-30 0.338E-30 0.260E-30 0.191E-30 O.I70E-30 0.144E-30 O.lSlE-30 0.374E-31 0.3296E-29 
±0.828E-31 0.272E-31 0.203E-31 0.197E-31 0.191E-31 0.212E-31 0.254E-31 0.377E-31 0.267E-3I 

III 0.285E-29 0.108E-29 0.855E-30 0.727E-30 0.583E-30 0.539E-30 0.4SSE-30 0.461E-30 0.347E-30 0.7103E-29 
±0.123E-30 0.455E-31 0.364E-3I 0.352E-3I 0.332E-31 0.364E-31 0.418E-31 0.584E-3I 0.676E-3I 

IV 

V 

0.418E-30 O.I85E-30 0.124E-30 O.I02E-30 0.690E-3I 0.559E-3I 0.473E-3I 0.252E-3I 0.742E-3I O.llOOE-29 
±0.345E-3I O.I44E-31 0.116E-3I 0.I13E-31 O.I04E-31 O.IOSE-31 0.119E-31 0.103E-3I 0.238E-31 

O.I19E-30 0.559E-3I 0.340E-3I 0.189E-3I 0.264E-31 O.I57E-31 0.756E-32 0.106E-31 0.270E-31 0.3I53E-30 
±O.I54E-31 0.747E-32 0.588E-32 0.476E-32 0.626E-32 0.556E-32 0.437E-32 0.6ISE-32 0.136E-31 

Shown are the cross sections, per interval, observed in the 225 GeV/c data. The interaction type is shown at 
the top of each section. Cross sections are given in the first line and the restricted errors are shown in the next 
line. All cross sections are per nucleus. The quantities, binned in xp, are per bin 0.10 units wide and are for bins 
extending over O. 07 < xp < 0 .17, 0. l 7 < xp < 0. 27, etc. "Total 11 is the total cross section, also weighted by E, across 
all x~ measur~d. All xp cross sectipns are integrated across 0.0 S PT~ 3.0 GeV/c. Cross sections are given in units 
of cm GeV/c2 . 

00 
0 



TABLE 4 

CROSS SECTIONS BINNED IN PT AND WEIGI-ITED BY 1/pT 

100 300 500 700 <PT) 900 1100 1300 1500 Total Region 
and 1700 1900 2100 2300 2500 2700 2900 ( 0 • 0 < PT < 3 . 0 Ge V / c) 

. 1 ~ Proton - d pT 
PT PT 

I 0.124E-28 0.529E-29 0.215E-29 0. 770E-30 0.271E-30 O.ll 7E-30 0.375E-31 0,976E-32 
±0.845E-31 0.971E-31 0.685E-31 0.384E-31 0.207E-31 0.135E-31 0.811E-32 0.36IE-32 

and 0.645E-32 0.402E-33 0.128E-32 O.OOOE-00. O.OOOE-00 0. 272E-33 0.2102E-28 
±0 .497E-32 0.765E-33 0.131E-32 0.655E-33 0.655E-33 O. 718E-33 

II 0.271E-29 0.183E-29 0.863E-30 0.354E-30 0.126E-30 0.599E-31 0 .134E-31 0.763E-32 
±0.165E-31 0,297E-31 0.239E-31 0.162E-31 0.920E-32 0. 717E-32 0.326E-32 0.298E-32 

and 0.453E-32 o. 711E-33 0.169E-33 0.498E-33 0 .5972E-29 
±0.291E-32 0,133E-32 0.344E-33 O. llOE-32 

00 
. ho' 

III 0.289E-29 0.223E-29 0.126E-29 0.656E-30 0 .301E-30 0.139E-30 0.617E-31 0.174E-31 
±0.174E-31 0.336E-31 0.317E-31 0.251E-31 0.170E-31 0.113E-31 0.804E-32 0.387E-32 

and 0.848E-32 O.SSOE-32 0.309E-32 0.600E-33 0,146E-33 0.304E-33 0.328E-33 0,7579E-29 
±0.267E-32 0.292E-32 0.189E-32 0.784E-33 0.352E-33 0.588E-33 0.663E-33 

III 0.457E-30 0.342E-30 0.201E-30 0.103E-30 0.593E-31 0.225E-31 0.592E-32 0.451E-32 
±0.423E-32 0.926E-32 0.9IOE-32 0.725E-32 0.642E-32 0.385E-32 0.192E-32 0.235E-32 

and 0.295E-32 0.139E-32 O.OOOE-00 0.157E-33 0,1200E-29 
±0.196E-32 0.132E-32 0.658E-33 0,360E-33 

V 0.149E-30 0.558E-31 0,369E-31 0.329E-31 0.976E-32 0.784E-32 0 .430E-32 0.531E-32 
±0.287E-32 0.337E-32 0.349E-32 0.393E-32 0.201E-32 0.253E-32 0.160E-32 0,348E-32 

and 0.387E-33 0.175E-33 0.145E-33 0,116E-32 0.3025E-30 
±0 .451E-33 0.334E-33 0.305E-33 0.258E-32 

+ 1 dcr 
1f -~p PT PT T 

I 0.128E-28 0.565E-29 0.220E-29 0.835E-30 0.213E-30 0,797E-31 0.311E-31 0.426E-31 
±0 .114E-30 0.121E-30 0.843E-31 0,593E-31 0.284E-31 0. 201E-31 0.126E-31 0,243E-31 

and 0.332E-32 0.138E-31 O.OOOE-00 O. lllE-32 0.2188E-28 
±0 .417E-12 0. ?t;?P- ~1 () ?AOl'.: '%1 n ')C'..::TI '7') 



0 

II 0.214E-29 0.212E-29 0.057E-30 0.379E-30 0.936E-31 0.487E-31 0.286E-31 0.760E-32 
±0.253E-31 0.455E-31 0.356E-31 0.270E-31 0.132E-31 0.122E-31 0.942E-32 0.435E-32 

and .O.OOOE-00 0.900E-33 O.OOOE-00 0.113E-32 0.5677E-29 
±0.164E-32 0.160E-32 0.167£-32 0.252E-32 

III 0.387E-29 0.276E-29 0.149E-29 0.760E-30 0.301E-30 0.113E-30 0.651E-31 0.195E-31 
±0.272E-31 0.553E-31 0.495E-31 0.411E-31 0.261E-31 0.160E-31 0.159E-31 0.677E-32 

and 0.809E-32 0.232E-32 0.8592E-29 
±0.524E-37 0.259E-32 

IV 0.988E-30 0.455E-30 0.226E-30 0.138E-30 0.668E-31 0.347E-31 0.391E-32 0.145E-31 
±0.847E-32 0.184E-31 0.152E-31 0 .171E-31 O. llSE-31 0.957E-32 0.282E-32 0.722E-32 

and 0.3SOE-32 O.OOOE-00 O.OOOE-00 O.OOOE-00 0.503E-33 0.1931E-29 
±0.344E-32 0.198E-32 0.198E-32 0.198E-32 0.127E-32 

- 1 do 1T ~ ..:;=::--t,.p 
PT dpT T 

I 0.127E-28 0.610E-29 0.217E-29 0.794E-30 0.239E-30 0.753E-31 0.359E-31 0.119E-31 
±0. 771E-31 0.109E-30 0.666E-31 0.377E-31 O.l83E-31 0.982E-32 0.758E-32 0.479E-32 

and 0.229E-32 0.244E-32 0.892E-33 0.356E-33 0.248E-33 0.2216E-28 00 

±0.158E-32 0.264E-32 0.132E-32 O.SOSE-33 0.628E-33 N 

II 0.252E-29 0.188E-29 0.818E-30 0.306E-30 0.135E-30 0.415E-31 0.134E-31 O.SOOE-32 
±0.145E-31 0.287E-31 0.215E-31 0.134E-31 0.972E-32 O.SOSE-32 0.299E-32 0.195E-32 

and 0.189E-32 0. 201E-33 0.322E-33 0.5722E-29 
±0.119E-32 0.371E-33 0.471E-33 

III 0.313E-29 0.221E-29 0.134E-29 0.613E-30 0.296E-30 0.135E-30 0.499E-31 0.192E-31 
±0.163E-31 0.309E-31 0.312E-31 0.219E-31 0.156E-31 0.104E-31 0.571E-32 0.368E-32 

and 0.738E-32 0.390E-32 0.121E-32 0.125E-32 0.538E-33 O.OOOE-00 0.390E-33 0.7802E-29 
±0.243E-32 0.235E-32 0.102E-32 O.lOOE-32 0.764E-33 0.440E-33 0.816E-33 

IV 0.404E-30 0.324E-30 0.212E-30 0.104E-30 0.575E-31 0.194E-31 0.169E-31 0.746E-32 
±0.534E-32 0.826E-32 0.858E-32 0.669E-32 0.545E-32 0.315E-32 0.371E-32 0.273E-32 

and 0.138E-32 0.799E-33 O.lSSE-32 :) .452E-33 0.244E-33 0. llSOE-29 
±0.382E-33 0.738E-33 0.188E-32 0.595E-33 0.602E-33 



TABLE 4--continued 
--

100 300 500 700 <PT) 900 1100 1300 1500 Total Region 1700 1900 2100 2300 2500 2700 2900 (O.O <Pr< 3.0 GeV/c 

V 0.673E-31 0.704E-31 0.402E-31 0.256E-31 0.241E-31 0.578E-32 0.288E-32 0.227E-32 
±0.206E-32 0,317E-32 0, 372E-32 0.313E-32 0,353E-32 0.153E-32 0.112E-32 0, 112E-32 

and 0,695E-33 0.157E-32 O,OOOE-00 O.OOOE-00 0, 115E-33 0.2490E-30 
±0.864E-33 0.206E-32 0,145E-32 0.145E-32 0.293E-33 

Shown are the cross sections, per interval, observed in the 225 GeV/c data. The interaction type is shown 
at the top of each section. Cross sections are given in the first line and the restricted errors are shown in the 
next line. All cross sections are per nucleus. The quantities, binned in PT, are per bin 200 MeV/c wide and are 
for bins extending over 0.0 ~PT< 200 MeV/c, 200 S PT< 400 MeV/c, etc. "Total" is the total cross section also 
weighted by I/pr across all ~T measured. All PT cross sections are integrated across 0.07 5 xp, Cross sections are 
given in units of cm2 c2 /GeV. 
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~ 



TABLE 5 

CROSS SECTIONS AND PARAMETRIZATIONS--pC; 225 GeV/ca 

,, 
- Fit Cross Section (xF>0.07) 

Region Mass Source A b x2 /D.O.F. /nucleus /nucleon Adep. 
(GeV/c2 ) (nb/GeV2 /c) (Gev/c)- 1 C used 

PT XF 
(nb) 

-
I 0. 21-0 .45 Cont (6.64±.80)xl04 5.15±.22 11.18± .32 5. 7 /10 3.2/4 4566 ± 548 871 ± 104 .67 

II 0.45-0.65 Cont (1. 39± .17) x104 4. 78±.11 7.18± .28 7.7/ 8 21. /6 1671 ± 200 319 ± 38 .67 

III 0.65-0.93 p+w (7.17±.86)x103 3.89±.07 5.28± .17 20. /11 20. /6 1819 ± 218 347 ± 42 .67 

Cont (2.97±.36)xl03 3.89±.07 5.28± .17 20. /11 20. /6 754 ± 90 144 ± 17 .67 

IV 0.93-1.13 4> (l.47±.18)x103 3.79±.15 7.50± .42 11. / 8 7.2/5 249 ± 30 39 ± 5 • 75 

Cont 933±112 3.79±.15 7.50± .42 11. / 8 7.2/5 158 ± 19 24 ± 3 .75 

V 1.13-2. 00 Cont 622± 80 3.21±.22 9.01±1.07 15. / 8 9.1/5 102 ± 12 12 ± 1.5 .85 

aFit to E(dcr 3/dpT3) = A exp(-bpT)exp(-cxp) and normalized so that the cross section is correct when inte-
grated over all PT and over xp > . 07 for the 225 GeV / c data and xp > .15 for the 150 GeV / c data. b is fit by 
excluding points with PT< 400 MeV/c. 

00 
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TABLE 6 
+ CROSS SECTIONS AND PARAMETRIZATIONS--~ C, 225 GeV/c 

Fit 
Region Mass Source A b x2 /D.O.F. (GeV /c2 ) (nb/GeV2 /c) (GeV/c)- 1 C 

PT XF 

I 0.21-0.45 Cont ( 4. 31±. 52) xlO'* 5.47±.21 6.94± .38 6.4/ 8 5.8/6 

II 0.45-0.65 Cont (9. 70±1. 16) xI03 5.02±.20 4.95± .40 12. / 8 18. /6 

III 0,65-0.93 p+w (5, 00±, 60) x!03 4.15±,12 2.43± .22 8.4/ 6 28. /7 

Cont (1. 87±. 22) xl03 4.15±,12 2.43± .22 8.4/ 6 28. /7 

IV 0.93-1.13 <j, 922±111 3.89±,09 2,83± .52 15. / 9 6.4/6 

Cont 389± 47 3.89±.09 2.83± ,52 15. / 9 6.4/6 

V 1.13-2. 00 Cont 223± 27 2.31±.41 7 .06±1.52 -9.6/10 5.9/5 

Cross Section (xF>0.07) 
/nucleus /nucleon 

(nb) 

4841 ± 581 923 ± 111 

1718 ± 206 328 ± 39 

2068 ± 248 394 ± 47 

773 ± 93 14 7 ± 18 

370 ± 44 57 ± 7 

156 ± 19 24 ± 3 

88 ± Jl 11 ± 1.3 

Adep. 
used 

.67 

.67 

.67 

.67 

.75 

.75 

.85 

00 
V1 



TABLE 7 

CROSS SECTIONS AND PARAMETRIZATIONS--~-c, 225 GeV/c 

Mass Fit 
Region (GeV/c2) Source A b x2/D.O.F. (nb/GeV2 /c) (GeV/c)- 1 C 

PT XF 

I 0 .21-0 .45 Cont ( 4. 08±. 48) x10 4 5.43±.18 6.71±.28 5.5/-9 19./6 

II 0.45-0.65 Cont (7.57±,91)x103 4.96±.11 4.22±.27 8.3/ 7 70./7 

III 0.65-0.93 p + (l) (3.82±.46)x10 3 4.04±.07 1.98±.13 11. /11 43./7 

Cont (1.40±.17)xI03 4.04±.07 1. 98± .13 11. /11 43./7 

IV 0. 93-1.13 4i 762±91 3.69±.13 3.67±.33 9.6/ 9 25./7 

Cont 381±46 3.69±.13 3.67±.33 9.6/ 9 25./7 

V 1.13-2.00 Cont 312±38 3.23±.23 4.45±.67 11. / 9 13./7 

Cross Section (xp>0.07) 
/nucleus /nucleon 

(nb) 

4818 ± 578 919 ±110 

1579 ± 190 301 ± 36 

1868 ± 224 357 ± 43 

687 ± 82 131 ± 16 

278 ± 33 43 ± 5 

139 ± 17 22 ± 3 

108 ± 13 13.1± 1.6 

Adep. 
used 

.67 

.67 

.67 

.67 

.75 

.75 

.85 

00 

°' 



TABLE 8 

CROSS SECTIONS AND PARAMETRIZATIONS--pBe, 150 GeV/c 

Mass A b Fit 
Region (GeV/c2) Source (nb/GeV2 /c) (GeV/c)- 1 C x2 /D.O.F. 

PT XF 

I 0.21-0.45 Cont (1. 06±, 13) X 105 5.28±.14 10 .62± .• 38 4.6/6 1.0/5 

II 0.45-0.65 Cont (1. 97±. 24) x104 4.50±.12 8.58± .25 6.0/6 19. /6 

III 0.65-0.93 p+w (1.17±,14)x104 3.86±.08 6.61± .16 11. /6 18. /6 

Cont (4.53±.54)xl03 3.86±.08 6.61± .16 11. /6 18. /6 

IV 0.93-1.13 <I> (l.99±.24)x103 3.58±.18 8 .48± .54 11. /6 3.8/4 

Cont (1.03±.12)x103 3.58±.18 8.48± .54 11. /6 3.8/4 

V 1.13-2. 00 Cont (1. 09± .13) x10 3 3.09±.33 9 .85±1.05 13. /6 • 7'l/4 

Cross Section (xp>0.15) 

/nucleus /nucleon 
(nb) 

1992 ± 239 460 ±55 

781 ± 94 180 ±22 

983 ± 117 225 ±27 

376 ± 45 87 ±10 

115± 14 22 ± 3 

60 ± 7 11.5± 1.4 

53± 6 8.2± 1.0 

Adep. 
used 

.67 

.67 

.67 

.67 

,75 

• 75 

.85 

00 
'1 



~:ABLE 9 

CROSS SECTIONS AND PARAMETRIZATIONS--n+Be, 150 GeV/c 

Mass A b Fit 
Region (GeV/c2 ) 

Source (nb/GeV2 c) (GeV/c)- 1 C x2 /D.O.F. 

PT XF 

I 0.21-0.45 Cont (7.10±.85)x104 5.65±.23 6.96± .34 6.2/6 3.0/5 
' II 0.45-0.65 Cont (7.69±.92)x103 4.76±.17 3.76± .24 16. /6 14. /6 

III 0.65-0.93 p+w (7. 09±. 85) x103 4.06±.03 3.77± .14 4.3/6 55. /6 

Cont (3.03±.36)xI0 3 4.06±.03 3.77± .14 4.3/6 55. /6 

IV 0 .93-1.13 4> (l.31±.16)x10 3 4.04±.30 4.01± .51 11. /6 3.9/6 

Cont 393± 47 4.04±.30 4.01± .51 11. /6 3.9/6 

V 1.13-2. 00 Cont 871±104 4.29±.65 4 .47±1.29 2.1/4 3.9/4 

Cross Section (xF>0.15) 
/nucleus /nucleon 

(nb) 

2764 ±332 638 ±77 

978 ±117 226 ±27 

1181 ±142 273 ±33 

504 ± 60 116 ±14 

197 ± 24 38 ± 5 

59 ± 7 11.4± 1.4 

91.2± 10.9 14.1± 1. 7 

Adep. 
used 

.67 

.67 

.67 

.67 

• 75 

.75 

.85 

0) 
00 



TABLE 10 

RESONANCE CROSS SECTIONS (;:] + (~e] + µµ+x IN NB PER NUCLEUS 

Measured Extrapolated 
Energy 

and XF > 0.15 XF > 0.07 XF > 0.00 XF > 0.00 
Beam Flat from 0.07** Exponential in E(do/dx 

p w cfi~, p w cfi p w cfi p w cfi 

225 GeV/c 

p 270 478 93 657 1162 249 1059 1874 402 1295 2292 544 
275* 487* 100* 

+ 383 678 206 747 1321 370 1099 1945 530 1182 2092 575 1T 
383* 678* 225* 

-1T 352 623 129 674 1194 278 972 1721 410 1028 1820 459 
352* 623* 141* 

150 GeV/c 

p 351 622 114 --- ---- --- 1278 2261 462 1650 2920 649 
+ 426 755 197 1131 2002 500 1275 2256 564 1T --- ---- ---

Errors 12% 15% 

* Resonance/total signal ratio used for these numbers was that obtained from the XF ~ 0.15 data 
from the 150 GeV/c sample. Thus, using either ratio (for xF ~ 0.07 or for xF ~ 0.15) the 150 GeV/c 
cross sections are larger than the 225 GeV/c cross sections for xF ~ 0,15. Pion ratios for the p-w 
region are not changed due to larger ratio for the 150 GeV/c data. 

F) 

**For the 225 GeV/c data the differential cross section E(do/dxp) was extrapolated flat to xF=O.OO 
from xp = 0.07. For the 150 GeV/c data the differential cross section E(d /dxF) was extrapolated expo-
nentially to Xp = 0.07 from Xp = 0.15 and then extrapolated flat to Xp = 0.00. 

00 
I.O 



TABLE 11 

RESONANCE CROSS SECTIONS (;:] + [ie) + µµ+x IN NB PER NUCLEON 

Measurement Measurement and Extrapolation 

Energy Xp > 0.15 XF > 0.07 X > 0.00 Xp > 0.00 
and Flaf from O. 07 Exponential in E(da/dxp) 

Beam 
p I.I.) <I> p I.I.) <I> p w <I> p w cf> 

225 GeV/c 

p 52 91 14.4 125 222 39 202 357 62 247 437 84 
52* 93* 15.5* 

+ 
1T 73 129 32 142 252 57 210 371 82 225 399 89 

73* 129* 35* 
-

1T 67 119 20 129 228 43 185 328 64 196 347 71 
67* 119* 22* 

150 GeV/c 

p 81 144 22 --- --- -- 295 522 89 381 674 125 
+ 98 174 38 261 462 96 294 521 108 1T --- --- --

Errors 12% ' 15% 

*see note on Table VIII. A~3 used to convert from nucleus to nucleon in Regions I-III; A· 75 in 
Region IV; and A· 85 in Region V. 

-
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TABLE 12 

CONTINUUM CROSS SECTIONS [::] + (ie) + µµ+x IN NB PER NUCLEUS 

Measured Measured and Extrapolated 
Energy 

X > 0.00 Xp > 0.00 and xF > 0.15 Xp > 0.07 Fla{ from O. 07 Beam Exponential in E(do/dxF) 
Mass I II III IV V I II III IV V I II III IV V I II III IV V Region 

225 GeV/c 
(C) 

p 1220 502 310 59 35 4570 1670 754 158 102 9490 3060 1220 255 158 18200 4460 1490 345 226 
296* 52* 

+ 
'IT 1780 765 396 87 48 4840 1720 773 156 88 9650 2980 1140 224 132 13800 3670 1220 242 169 

~ 

396* 68* I-' 

-'IT 1550 604 359 64 53 4820 1580 687 139 108 9550 2670 990 205 154 13500 3170 1050 230 175 

150 GeV/c 
(Be) 

' 
p 1990 781 376 60 53 --- -- --- --- --- 14100 3930 1370 240 214 25300 5860 1770 337 315 

+ 2760 978 '504 59 91 1f --- --- --- --- --- 13700 2900 1340 150 218 19300 3320 1510 169 247 

Errors 12% 15% 

* See footnote in Table VIII. 



TABLE 13 

CONTINUUM CROSS SECTIONS [::] • [ie) + µµ+x IN NB PER NUCLEON 

Measured Measured and Extrapolated 
Energy 

and XF > 0.15 XF > 0.07 Xp > 0.00 Xp > 0.00 
Beam Flat from O. 07 Exponential in E(dcr/dxF) 

Mass I II III IV V I II III IV Region V I II III IV V I II III IV V 

225 GeV/c 
(C) 

p 233 96 59 9.1 4.2 1050 386 174 24 12 2190 707 281 40 19.1 3470 850 284 53 27 
56* 8.1* 

+ 
1f 340 146 76 13.5 5.7 1120 397 179 24 10.6 2230 687 263 35 15.9 3200 847 283 38 20 

76* 10.5* 

-
1f 295 115 68 9.9 6.4 1110 365 159 22 13.1 2210 618 229 32 18 .6 3120 732 242 36 21 

68* 8.1* 

150 GeV/c 
(Be) 

p 460 180 87 11.5 8.2 --- --- --- -- --- 3260 908 316 46 33 5840 1350 409 65 49 

+ 637 1f 226 116 11.3 14.0 --- --- --- -- --- 3160 670 309 29 34 4460 767 349 32 38 

Errors 12% 15% 

* See footnote in Table IX. 

I.O 
N 



Fig. 1.--The Nl beam line elements. A 400 GeV/c beam enters from 
the left and a 225 GeV/c beam exits at the right. 
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Fig. 2.--The Chicago Cyclotron Spectrometer as modified for low-mass 
dimuon data taking at 225 GeV/c. 
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Fig. 3.--Cherenkov plateau curves for c2 • The curve (b) was plateaued 
at 194 GeV/c during the early portion of the run. When the incominb beam 
was changed to 225 GeV/c the pressure setting was scaled down by the beam 
setting and the curve (a) was rerun to check for errors. c3 and C4 were set 
similarly. 



98 

.8 (a) Set Here >, 
(.) .6 (2.75) C 
Q) 

+ ·u .4 -ti].2 
0o ,5 I 1.5 2 2.5 3 3.5 4 

1.0 Pressure 

.8 ( b) Set 
~ Here u 
~ .6 

+ u ·-5 .4 

.2 

0 
0 2 3 4 5 6 

Pressure 



Fig. 4.--The single particle pulse height spectra for T3 and T4 • 
. The multiparticle peaks were cut on the hardware level and hence do not 

appear in these plots! (a) T3; (b) T4• 
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Fig. 5.--The pulse height spectrum for Ts, the interaction counter. 
(a) shows the spectrum for a muon test beam and shows the single minimum 
ionizing particle peak, (b) is the spectrum from the hadronic beam, with 
Ts downstream of the target, (c) is the Ts spectrum of the event trigger--
the prescaled portion of the trigger can be clearly seen (see Fast Elec-
tronics). 
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Fig, 6.--A close-up of the."upstream" chambers used for the low 
mass analysis. Shown are the 30 cm, 55 cm and 80 cm MWPCs. 
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Fig. 7.--Arrangement and sizes of the J hodoscope elements. 
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Fig. 8.--Arrangement and sizes of the P hodoscope elements. 
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Fig. 9.--Ratio of Monte Carlo hits to real data hits in the P hodo-
scope versus hodoscope element number. 
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Fig. 10.--The logic of the fast electronics. 
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Fig. 11.--The difference in slopes measured in radians in y, deter-
mined upstream and downstream of the Chicago Cyclotron magnet. 
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Fig. 12.--The difference in intercepts measured in mm in y, deter-
mined upstream and downstream of the Chicago Cyclotron magnet. 
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Fig. 13,--The difference in impact parameters determined upstream 
and downstream of the Chicago Cyclotron magnet as measured in millimeters. 
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Fig. 14.--The J' trigger rates divided by berun rates, normalized 
to unity. 
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Fig. 15.--The calculated resolution in z of the vertex analysis. 
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Fig. 16.--A diagram of possible secondary production in the target 
and the extrapolated tracks of all the particles. 
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Fig. 17.--The distribution in z of the final reconstructed vertex 
positions. All z distribution plots are for the large C target. 
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Fig. 18.--The distribution in z of the Monte Carloed vertex position, 
assuming the resolution distribution shown earlier. 
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Fig. 19.--The distribution in z of the most downstream vertex positions. 
Vertices have not been "pulled back" into the target limits for the two "most 
downstream" plots. 
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Fig. 20.--The distribution of the Monte Carloed most downstream pos-
sible vertex position. The resolution distribution shown earlier is assumed, 
as is a charged particle multiplicity of 8. 
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Fig. 21.--The ratio of cross sections obtained by the analysis not 
using the low mass analysis of the long target to the short target as a 
function of xp, at the p- w. A ratio greater than one at low xp would indi-
cate secondary production in the target. 
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Fig. 22.--An example of the computer analysis result of the vertex 
chamber analysis, in both x and y views. Symbols explained in text. 
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Fig. 23.--A diagram of the upstream apparatus, along with some of 
the variables used in the mass calculations. 
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Fig. 24.--A plot of the distance from extrapolated track positions to 
all hits in the 55 cm chamber. The distance is weighted by the inverse of 
the phase space available to the hits (which increases linearly with distance 
from the track). The number of events is weighted by the inverse of the num-
ber of events possible at that distance (which increases linearly with distance). 
Thus a hit, 5 mm away from a track with associated momentum of 20 GeV/c will 
register at 1.1 on the plot. The distance scales roughly with inverse of the 
momentum (a track with double the momentum but still 5 mm from a hit will 
appear at half the previous distance). Superimposed on the plot is a plot 
of the distances using the track positions and momenta from the previous event 
and the hits from the current event ("previous event analysis"). Above the 
uncorrelated signal distance is thus seen a strong real signal. 
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Fig. 25.--The calculated masses associated with the analyses from 
the "previous event" and real-event analyses. 
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Fig. 26.--The "fit" mass--the mass calculated without the low mass 
analysis. The data sample used in the following two figures is identical 
to this sample. 
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Fig. 27.--The mass obtained using the low-mass analysis and assuming 
that the interaction vertex is at the center of the target. 
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Fig. 28.--The mass obtained by using the low-mass analysis and by 
using the vertex obtained from the vertex analysis. 
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Fig, 29.--Mass distributions not weighted for the acceptance or like-
sign subtraction: P induced events only. 
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Fi~. 30.--Mass distributions not weighted for the acceptance or 
like-sign subtraction: 1r+ event~. only. 
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Fig. 31.--Mass distributions not weighted for the acceptance or 
like-sign subtraction: ~- events only. 
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Fig. 32.--Mass distributions weighted by the acceptance: p induced 
events only. 
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Fig. 33.--Mass distributions weighted by the acceptance: 
events only. 
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Fig. 34.--Mass distributions weighted by the acceptance: rr induced 
events only. 
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Fig. 35.--The average weighting factors as a function of xp used for 
the acceptance correction. The numbers were taken from the pC data at the 
p-w mass region. 
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Fig. 36,--A mass distribution plot of unweighted like-sign events 
with opposite sign events from the same data sample superimposed. 
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Fig. 37.--Ratios of number of raw events, in each Xp interval, from the 
long target to those from the short target. Higher ratios at low Xp than at 
high xF would indicate secondary production of dimuons. 
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Fig. 38.--E(dcr/dxp) distributions for the proton and changed pion 
induced events using a carbon target, taken from the p-w mass region. 
Exponential fits to the data are shown. 
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Fig. 39.--(1/pr)/(dcr/dpr) distributions for the proton and charged 
pion induced events using a carbon target taken from the p-w mass region. 
Exponential fits to the data for Pr> 400 MeV/c are shown. 
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Fig. 40.--Empirical fits to the continuum signal for the three 
incident particle types: p induced. 
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Fig. 41.--Empirical fits to the continuum signal for the three 
incident particle types: ~+ induced. 
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Fig, 42,--Empirical fits to the continuum signal for the three 
incident particle types: ~- induced. 
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Fig. 43.--Fit parameters for the transverse momentum fits to the 
(1/pT)/(dcr/dpT) shown as a function of mass region. 
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Fig. 44.--Fit parameters for the E(dcr/dxF) fits shown as a function 
of mass region. 
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Fig. 45.--Dimuon production diagrams for low mass contributions. 
(a) the Bethe-Heitler process; (b) the omega Dalitz decay; (c) the eta 
Dalitz decay. 
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Fig. 46.--The weighted p induced mass distribution with Bethe-Heitler 
and w Dalitz backgrounds superimposed. Then Dalitz signal was then maxi-
mized to the remaining events in the 0.25 < M < 0.35 GeV/c2 mass interval. 
Then+µµ calculated signal is then added. 
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Fig. 47.--The eta Dalitz contribution to the low mass signal calcu-
lated from the n/p cross sections. The calculation is explained in the 
text. Other low mass contributions are shown. Contributions do not overlap. 



186 

6000----------r-----r---.--, 

5000 

4000 

15 3000 Total of Four 
Contributions ~ 

Q) 
..a 
E ::, z 

2000 

. 1000 

0 L__L__~~~-L-.....::..::~LO...LD 

·0,2 0,6 1.0 1.4 
Mass ( GeV/c 2 ) 



Fig. 48.--The (1/pr)/(dcr/dpr) distributions for the data in the mass 
interval 0,21 ~ M < 0.45 GeV/c2 • Superimposed is the expected PT distri-
bution assuming that 20 per cent of the signal is due to the eta Dalitz decay. 
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Fig. 49.--The bremsstrahlung model contribution added to the other 
"expected" low mass contributions and superimposed on the data. 
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Fig. 50.--dcr/dxp distributions integrated over PT< 600 MeV/c for 
the pion spectrum obtained from Ref. 53, and the single muon yield obtained 
from the pC data, The vector meson contribution and the total dimuon con-
tribution are shown. 
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Fig. 51.--The µ-/~ ratios obtained from the previous figure. Vector 
meson and total contributions are shown. Errors are about ±20 per cent of 
the signals. Shown also are results from single muon experiments. 
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Fig. 52.--Differential cross sections evaluated at xF = 0.0 for the 
pion spectrum obtained from Ref. 57, and the single muon yield obtained 
from the pC data, Extrapolations, in E(dcr/dxp), of the dimuon signal to 
Xp = 0.0 were done as explained in the text. Both flat ane exponential 
~xtrapolations [in E(dcr/dxp)J are shown. The~ and total vector meson 
contributions for the flat extrapolations are shown, as well as totals for 
both extrapolations. 
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Fig, 53.--The µ-/n- ratios obtained from the previous figure. Vector 
meson and total contributions are shown for the flat extrapolation and the 
total contribution is shown for the exponential extrapolations. The two 
methods of extrapolations represent the range of the possible values of the 
low xp signal and hence the "errors" in the µ-;n- ratio are represented by 
the differences in methods of extrapolation. The results of single muon 
experiments are superimposed. 
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Fig. 54.--The 80 cm MWPC with side and top fan housing covers removed, 
with transporting hardware (top cross bars and bottom stand) attached. A 
one-foot rule shows the scale. In practice the chamber was hung from above 
to allow the hadron absorber to be rolled out (to the left). 
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Fig. 55.--The 30 cm chambers with supporting stand. The target was 
hung by the box-beam extending to the right. Ts was attached to the frame 
from below. (The hose-clamp used to attach it is seen below the target 
support.) 
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Fig. 56.--An exploded view of the 55 cm MWPC chamber frame and 
plane construction. 
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Fig. 57.--The individual frames used in the absorber chambers. 
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Fig. 58.--An exploded view of the 30 cm chamber. 
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Fig. 59.--A drawing of the 55 cm MWPC frame, without C beam supports. 
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Fig. 60.--The amplifier card used on 30 cm, 55 cm and 80 cm MWPC 1s. 
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Fig. 61.--The component diagram of the amplifier and shift 
register card. 
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Fig. 62.--The efficiency of the 55 cm chamber as a function of 
voltage for each of the four planes. Also shown is the dark current of 
all planes as a function of voltage. 
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Fig. 63.--The timing of the trip-wire signal so as to insure 
suppression of noise signals. 
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Fig. 64.--A schematic diagram of the trip-wire configuration. 
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Fig. 65.--The distributions of hit wires in the 55 cm chamber using 
a ruthenium test source. The x and y distributions are shown, along with 
noise observed prior to trip-sire noise suppression. The noise was sup-
pressed to~ 0.01 per cent of the signal by use of the trip wire. 

Fig. 66,--The distribution of the wire spread (or number of adjacent 
wires struct) in the 55 cm chamber. 
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