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ABSTRACT

Particle production at high energies wasn investigated

by measuring the charged multiplicity and pscucdorapidity
distribution in hadronm-nuclecus interactions in the cnevgy

range

50 to 200 GuV. “The results are conpared with tho

predictions of the hydrodynamic, energy flux cascade,
parton-multiperipheral and two-fireball models. None of

thoes

are in perfect agreement with the data.
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° CHAPTER I

INTRODUCTION

Kany i1deas have becen put forward in an attempt to
understand or at least demystify the various aspects of

2 and

strong interactions. There are the hydrodynamic,l quark
multiporipheral3 models, Somo, for exampla, the guark model,
focus on the systematic trends in the properties of hadrons,
while others arc more concerned with the dynamics of inter-
actions. To date, however, there is not one model which is
in agrecement with all of the data.

The conventional attempts at verifying or refuting
theorics teuil their asymptotic predictions. 1In this par-
ticular context, "asympto:ic" refers to time scales large
compared with the characteristic time scales of strong

23 second. Little effort has gone

23

interactions, i.e. »>> 10~
into investigating tho early behavior (v10° “Y second) of
hadronic interactions.

This experiment (Fermilab experiment number 178) was
an attempt to £ill this gap. 7The experiment consisted of
two dlstinct parts. The first part measured the average
charged multiplicity in 7 -nuclcus 1ntéractions and found a
very weak atomic number dependence -- the n -Uranium mul-

tiplicity is approximately twicP that of a n =-nuclcon
’

interaction at beam energics of 100 and 175 GaV., A crude

angulas distribution indicates that“ the increase in mlt .-
plicity is confined to the region g 2 26°.

These interesting results prompted the second part of
the experiment where the pscudorapidity distributione in
hadron-nucleus iite.actisne vere measured for p, D h? r‘
and 1~ becams at 50, 100 and 200 GeV.

IZ the results aro considered as functioa, c¢f tha
parameter vy, the different beam particles exhibit surpris-
ingly similar bchavior. The common features includce a weak
dependence on the atomic number of the target, a weak cnergy

dependence (vln(s)) and the appcrent simllarity betwcen ihe

regsults of hadron~niucleor: and hadron-nucleus collisiona ia

tho region of high pseudorapiditiy.

Physics Motivation

Rcasonable estimatcs3 of the characterlstic distaace

in strong interactions in the 100 GeV range indicate that

‘it i= of the order of 10 fermis or greater. Ffor example,

from the uncertainty principle one can cstimate the centerx-
of-mass time scale to-be 1= ~ %:, where m  is the mass of

the pion, the lightest known hadron. A 100 GeV proton-proton
interaction in the laboratory’framc of reference has a time
dilation factor y a 7 when compared to the center-of-mass

system. Therefora the characteristic length scale in the

léboratory ig 7 = 71. A 10 fermis.,



Since the width of unstable hadrons is of thé same .
order as the mass of the plon, one would obtain a similar
result by considering the strong decay of such a particle.
8imilar numbers would be obtained also in the context of
some models, @.g. the multiperipheral model, 4

Further confirmation of these estimates is furnished
by the ideas on and tho calculations of a formation zone®
in analogy to the theory of Bremsstrahlung radiation.
Landau and Pomeranchuk6 noticed in 1953 that the Bremsatrah-
lung radiation decrcased if the successive scatteringe were
closer than some characteristic time t. |

Consider Bremsastrahlung radiation from an electron.
The intensity of radiation is given by . .

2

al

~
ax’

1 (kKeX-pt) 3
d xdt

S 3(*:"-) -]

where § = current density of the electron

w = frequency of radiated photon

; = wave number of radiated photon ‘
and the integral is to be evaluated over the path of iﬁe

electron. Since w = |k|, the exponential factor can be

vritten as c'}t/‘ where
R — )
- f ,'
wll-k-v)

If there are two successive scatters separated in time by €

. where t is much smaller than ¢, then the integral vanishes

to lowest order in (t/7). Thus successive scatters are
ineffective in producing radiation if the time separation
is small.

The !ormatidn time t has a ready physical interpra-
tation. .

E E_

Ey(l-k-v) KXP

where [ = ($,E) = 4-monentum of the eliectron
and K o (K,u) = é-momentum of the photon
Xp is the usual dot product of 4-vectors. Evaluating theo

gcalar dot prncuct i~ the rest frame of the electron,

2 b
T =) (=
olectron %0
where wy ™ frequency of photon as seen in the riectron® ™
resc frame,
S0 the formation time t is just tha period of the photon

(as seen in the emitting electron's rest frame) after it haw

boen transformed to the moving Lrama. Tha formula becom.

quite plausible.

This can be translated into the lanyuage of hadronic

_physice simply by covaluating the invarlant dot product for



. the case of a hadron radiating a meson. The formula becomes

. - 2 Ex
(Mx) 2+u
where E = beam energy

M = mass of becam particle

X fraction of beam energy taken by radiated meson
y = transverse mass of radiated meson.

¥or a typical 100 GeV proton-proton interaction,vthis esti-

nmate gives 1 ~ 20 fermls.<

There 18, therefore, compelling evidence that in
interactions of 100 GeV hadrons, the region within 10 fermis
of the interaction contains states that may bhe quite differ=-
ent from the more familiar asymptotic states of hadrons.

So it is reascnable, and indecd nccessary, to investigate the
early properties of hadronic systcms if one is to understand
the strong interaction.

In order to investigate the early behavior of
hadronic systems, one is faced with the problem of having to
make measurements within 10 fermis of the interaction (if
one is not willing to wait for new accelerators to be built
wﬁlch are so powerful as to make this distance a macroscopic
one). This task requires equipment which is capable of
interacting with hadrons in distances short compared with

10 fermis. The onlvy material ¥nown to ‘have this property

10

is nuclear matter. The hadronic absorption lerngths in
nuclear matter are of the order of 2 fermis. This is to be
compared with the diameter of, say, a Uranium nucleus (mis
fermis). It appears, therefore, that hadron-nucleus inter=
acticns can be of great help in discerning the carly
development of a hadronic interaction and in discriminating
among the many theories.

Take the follcwing extreme case as an cxamplie. 5Suppose
that the time scale of hadronic production is actually much
shorter than our estimates. Let the final state hadivors
(mostly pions) matcrialize in, say, 0.01 fermi. These pions,
cn encountering successive nucleons within a nucleus,_w&ll
interact ai.d bring about an intra-nuclear hadronic cascade,
An obvious marifestatioa of this pheromenon is a greatly

increased multlplicity. A naive calculation yields

(a3

> <>

SH3gp, W A,

where <>y and <n>hp are the average multiplicities in
h:dron-nucleus and hadron-nucleon collisiuns respectively.
A is the atomic numnber of the nucleus. At 100 Gev, the

ratio of <n> to <n> reaches 104 for a U-eniunm target.

hA hp
YA more realistic calculation incoiporating energy conserva-
tion and the leading particle cffect still gives ratios of

the order of 100.
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This is also the rapidity of ore frame as secn by the other.
It takes on the values 2.3, 2.65 and 3.0 fcr beam energies
of 50, 100 &nd 200 GeV.

It is well known that in gencral a given angle in
the center-olf-rass cannot be associated with a unique engle
in the Jaboiutur; frame. However, this is possible for a
g1l particle., A p=1l particlu produced at 9¢°® i¢ the center=-
of-mass frame of a 50 GCeV proton-proton interaction has a
laboratory angle of 11.3°. The corresponding angles for 100
and 200 GeV proton-proton interactions are 8.1° and 5.7°
respcetively. The pscudorapidities of these angles are
precisely tho values of u calculated above.

the kinematic )1y alJlowed range of rapidit* for the
necondarf particles depends not only on Ehe ccﬁtcr—of—mass
energy but also on tha masa and the transverse momentum of
the particle, The limits are discussed and tabulated in
Appendix TI, which contains a detailed discussion of the
rapidity and pscudorapidity variables.

A crude estimate of the rapidity range is straiglht
forward. In the labcratory frame of reference, the minimum
rapidity is approximately 0, the rapidity of the target. The
maximum rapidity ims approximately thatlot the beam particle,
i.e. ln(%E)'where m_ is the mass of the beam particle. For
a protun gcun. this is twice the center-~of-mass rapidity u

calculated abova.
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CHAPTER III

PART I OF THE EXPCRIMENT

Intreduction

The first part of this experiment was carried out
near the second focus of the M6 beam line in the Meson
Detector Building of the Fermi National Accelerator Labora=
tory (Fermilab).

Thae initial testing of the apparatus was performed at

the Brookhaven National Laboratory (BNL) and the equipment

was first sct up in the M6 boam line in October 1973. The

data were not taken until Juno 1974. There were several

reasons for this delay. Most of the time, the experimant

had to be run "parasitically,” i.e. the equipment could ba

inpertod into the beam only with the conscent of the primarxy

~user of the beam line. FNAL oxperiment numbers 69 and 96

were the primary users of the M6 beam line at various times
during tﬁe course of this experiment. This arrangcment
rasulted in sporadic running, and nccessitated frequent
testing agd calibration as the beam conditions changed. A
fire in the MGW tunnel (December 1973) introduced a further
delay.

The data presented here were obtained in a period of
5 days (the 14th to the 18th of June 1974) when the beam

line was temporarily in the control of this experiment.
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The interaction of 100 and 175 GeV/c ¥ on nuclear
targets producing_n charged particles was studied:
n +A-*n gharged particles.

Targets ranged from carbon (atomic number A = 12) to uranium
(atomic number A = 238). Data on hydrogen target were
obtained by subtracting tha carbon data from the polyethylene

(cuz) data.

Experimental Set-Up

The bcam wag not a separated »~ beam, but contained a
small aduixture of € , ;~, K and p. Even though the beam
line was instrumented with 3 gas Cherenkov counters for
identifying beam particles, they werce situated downstream
of and were therefore of no use to this experiment, At 100
and 175 GeV/c, tﬁe beam was predominantly 1~ (see
Table 111-1).18

The electron contamination of the beam was ecffectively
climinated by ‘inserting 4/3 radiation lengths of lcad at th;
first focus of the beam =-- see Figurc III-l. The cevere
degradation of the electron's energy prevented it from
reaching the second foéus where this eﬁperiment was per-
formed, The effects of tha other beam contaminations were
takunvinto account during the analysis.

6

Typical beam intensities wore 0.5 10 particles per
|

/

22

sccond. Therc were no observable changes in the data as the

beam intensity varizd from 0.1 10% 5

to 1.0 10  parti=:les per
second.
The apparatus is chown schematically ia Flgure ITI-2.
A counter telescope (consisting of scintillaticn ccunters
BT1l, V1, v2 ard T1) dcfined beam particles. Othér counters
wore used to trigger the data-acquisition system. <“he re=
naining counters, 13 in all, measured the multiplicicy in
two angular bing.
An acqcPtable bean particle satisfied tho £0llowing
requirements:
(1) BTl and Tl recgistered counts in coincidence,
(2) V1 and V2 did not fira,
(3) The pulce height in BTl did rot exceed *..5
times minimum ionizing, anad
{d) No other becam candidate (satisfying ro-
quirements (1) thrcugh (3) above) was
within 150 nanc-seconds (nsec) of this
bcamiparticlc.
A block diagram of the electronics used.to impose these
rcqulrcaents {s shown in Figure III-3.
Requircments (1) and (2) insured that the beam
sparticle was properly incident on the target, The cffects
of doubly~cccupicd RF buckets were minimized by (3). The

lagt requirement was nccessitated by the wide oulso width
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(~100 nsec) of the counter €. This counter was situated in o

the beam and therefore responded to every beam particlo as
well as interaction sccondaries. See NAppendix I for details

of this counter.

The data acquisition system was triggered whonever all

the following requirements were satisfied:

(1) there was an acceptable beam particle as

defined above,

(2} elther dL/dxl or W, flred,

(3) either dE/dx2 or W, fired,

(4) BT2 did not register a count, and

(5) the dacu acaguiuition pystem wag last

triggesed no sooner than 22 psec befoxa.

The dz/dx1 and dE/dxl ccunters had high throwhoids of 1.5
times minimum ionizing. So (2) and (3) together required
elther quf(u—angle particle or more than 1 particle in tha
forward direction. The effect of delta-rays on triggering
was reduced by the presence of the 3/4" of aluminum piaced
in front of the "2 count2r. The aluminum plate had a 2-inch
diame*%er Lole to allow passage of the bLeam,

The counter BT2 was placed about 100 meteis down=-
stream of the target and was isclated'from the rest of the
equipment by Seam-line bending magnets, which deflected
beam zarticles 51.18 milliradiens (mrad), Triggering by

energetic celta-rvays wrs therefores reduced. The otherwise
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uninteraéted beam particle would trigger BT2 and hence fail
requirement (4). The momentum acceptance of the bending
magnets was sufficiently small (Ap/pz1.5%) so that a beam
particle which had undergone a hadronic interaction had a
negligible chance of reaching BT2. The last requirement
guaranteed that the data acquisition system was not busy
processing the previous event,

The multiplicity detector consisted of 13 counters,
the 12 i counters and the C courter, arranged as shown in
Figure III-2. They were made of ultra-violet transmitting
(UVT) lucite, which imposed a velocity acceptance of
20.85 -- see Appendix III.

The 12 H counters were arranged to give a hodoscope
in the shape of a truncated cone. The inside of this cone
wag lined with a 1/2" layer of carbon, which served to
absorb delta-rays produced in the target.

The 13th counter, C, was a 12-sided bevelled slab of
UVT lucite which fitted i{nto the hole of the truncated cone.
See Appendix III for details of the design of this counter,
It measured multiplicity with a novel pulse-height tech-
nique. Details of this method can be found in Appendix IV.

The targets were mounted on two styrofoan wheels, one

' of which was used at ahy given time. Targets were selected

and positioned by remote control, The target wheel, illus-

trated in Figure III-4, was turned until a digital readout
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on the wheel agreed with the numbers previously determined
with the aid of surveying equipment. A closed circuit tele=-
vision camera furnished a check on the choice and position

of the target,

Data

The data acquisition system consisted of two parts ==
scalers and a pulsc-height analyzer. The scalers were used
for

{1) counting the number of beam particles and

triggers to yield cross-secctions,

(2) cstimating "decad-time" corrections to cross~

sections, and

{(3) other diagnostic functions, such as align-

ment of the apparatus relative to the bcam.

The amount of charge in a pulse from the C count was
digitized by the pulse-height analyzer and stored in one of
eight octants. 1If none of the 12 H counters forming the
cone-shaped hodoscope registered a count, the first octant
wag sclected. Xf onc of the 12 H counters fired, the
gecond octant was uscd, and so on. Events with 7 or more
H countcrs firing were stored in the iaat (eighth) octant.
This row.ting was done by a "home-made" device which first
summned tho information from the 12 H counters and then

compared the result with eightfproeet yaluou (0 through 7).
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The appropriate signal was then sent to the pulse-height
analyzer to route the data.
Most of the data were cbtained with the apparatus in

the configuration shown in Figure I111-2, where the d hcdo-

‘scope subtended the angular range 26°<g<ll0°® and the C

counter covered §<26°. The rest of the dcta were from &
different geometry. The entire target assembly, including

the target wheel, the dE/dxl, the W, and the lcést two lLeosu=

1
defining countera (V2 and Tl), wag moved upstrecam approxi-
mately 36 inches. Data were obtained for new angular bins
with the C ccunter covering the forward most 3.5°. In all,
data were obtailned at tl.c pcints given in Table YIi-2.

Several thicknesseos of Lacget were usced 4t eoch
point to allow an extrapclation of the data to zero targat
thickness in order to corrcct for ex»tra=-anucleur cascaidus,
conversion of gamma rays, production cf dclta rayve ‘ctc.
Several differcat thicrxnesses of radiators were uced oa the
< counter to ascertain the cffects, if aay, that the
radiator thickness might have on the observed mulrinlicicy.
No discernable efiects were tound.

At the end of cach run, the information storcd in the
4056~channcl pulae~height analyzer and the scalers was put
on magnetic tape. lience the only information available was

the B spectra (stored in the R octants of the analyzer)

integrated over an entire run. Of course, the scaler infoc-
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mation nad been simifzrly integrated. No event-by-event

information vas available. Typical runs lasted approximately

45 t» 30 minutes.
50, in summary, the experiment produced data covering
these two areas: ' . v
{1) the atomic number dependenco of the charged
multiplicity in the region §<110°® in g -A
interactions at 100 and 175 GeV/c, and
{2) (crude) angular distributions of the secondary

particles in these interactions.

Analysis

The €irst step in the data analysis was the removal
of those events with three or fewer charged secondaries.
This was necessary becausc of the loose trigger requirements.
They accepted events where the beam particle interacted ;n
the C counter (which was measured to be about 10% of an
interaction length) rather than in the target, provided that
it had deposited more fhan 1.5 times the minimum ionization
cnérqy in the counter dE/dx1 or had produced a delta ray
incident on the wl counter. The low-mpltlpllcity data wera
dominated by these spurious events. A correction was later
applied in order to account for the missing (legitimate)
Tew-muitiplicity events. This cut on the data was performed

by fitting to the pulse height distributiors and then

28

statistically removing those events with less than four

charged secondaries.

The average multiplicity and dispersion (<n> and D) of
each of the eight spectra in each run were then evaluated.
See Appendix IV for details of this calculation. The results
from tho eight spectra are summed together frrespcctivae of
which octant the information waas stored in to give the
average multiplicity and dispcrsion for thae forward small-
angle region., Corrections were applied for the missing low=-
multiplicity events, acceptance, systematic bias In calibra-
tion, etc. See Appendix V for details. These two quantities

were then extrapolated to zero target thickness with a linear

extrapolation to give tha final results.

Tha average multiplicity of the large-angle region
was obtained by examining the frequency distribution of
struck H counters. The probability that more than one
particle might have been incident on the same H counter was
allowed for under the assumption that there was no azimuthal
correlation among the wide-angle particles going into the
H hodoscope. Since the information stopped at a maximum of
7 H counters firing simultaneously (the limitation being

imposed by the 8 octants of the pulsc-helght analyzer), all

. events with at least 7 active H counters were assumecd to have

fired exactly 7 out of the 12 H counters. The mathematical

details of this calculation are presented in Appendix VI.
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The results for the entire region g<l10° were obtained by . target. If the data are considered in the form of RA v 0SB
adding together the results of the 2 reglons. A ve an apparenitly encergy-indepcendent linecar relatinaship
Multiplicity distributions (as opposed to.the first ! -.' is observed as shown in Figure III-7. Straight lires have
twvo moments of these distributicns) could not be determined : * ; becen fitted to the 100 GeV and the 175 GeV data scparately
with sufficient accuracy to warrant reporting the results. } ' as well as to the combined data. In all cases, uncertaincies
The difficulties are explained in Appendix V. - é in(; have been included in the fit. However, scale uncer-
The data, analyzed as outlined above, are summarized . } tainties, due to crrors in the average multiplicity for a
in Tables III-3 and III-4. The errors quotcd in the tableg‘ } ; o hydrogen target in the case of RA and errors in the pilon-

do not include systematic effccts such as cutting off the nucleon cross-section in the rasc of v, have not secn

multiplicity distribution at 7 in the angular region f included. The results of these fits are givea in Table ITT- 6,
26°<p<110°. These effects were estimated to introduce an ! : Thr three fitted straight lincs are consistent with belng

uncertalnty of no more than 3%. It is not understood why " the same line. Cosmic ray experiments (using mostly proton
the y -Uranlum multiplicity is lower than the @ -Lead mul- projectiles) also obscrve a similar wcag energy depnndcnee

in RA vorsus v over a much wider energy range though wita
18

tiplicity at 100 GCeV/c.

The results are surunarized in

.grecator uncertainty.

Discussion of Results Table II1I-7.

Figure III-5 shows tha measured absorption cross- This wcak enecrgy dependence has been pointed out by

many other authors, working mostly with enulsions and cosnmic
24,25,26,27

sections and those reported in Reference 19. Table III-5

shows the hydrogon-target results of this expcrimont,.which rays. Figure III-0(a) shows that the data of
were obtained by subtracting the carbon data from tho poly- o this experiment arc compatible with data obtained with a
ethylene (CH2) data, In the same table are the results ) ; _ proton beam 1f Rh versug G is used as the mecasure. The
from hydrogen bubble chanber experimentu.20'21’22'23 Tha i i . . straight line R,=0.62+0.40 v is the best lincar fit to the

agreencnt is satisfactory. Y combined 100 and 175 GeV data of this expa2riment. It should
g

One can sce from Figure III-6 that thoe multiplicity i ba noted that this apparent eimilarity beiween protons and
is a rolatively woak function ?t the atomic number of the | plonn io destroyed if tho atomic number L i3 uscd as tho
/
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independent variable instead of 3. This is shown in
Fiqure III-8(b), where the solid curve is a hand drawn line
through the data of this oxperiment. It should also bé
emphasized that tho valucs of RA’ which has a very small
range, are taken from many different experiments with possibly
very different systematic errors and biases, The obgerved
featurs may be purely crnincidental.

Saveral fcatures of the angular distributions
Wigure ITXI-9) are worth noticiné. For 6¢3.5°, the multi-
plocliy doers not depend on the target nucleus. As the angle

incceases, R, for any given y. also increases. For angles

A’

between 26°® and 110°, R, reaches a valuc of 5 for a Uranium

A
target, So the increase in multiplicity as a function of
the atomic numb:~ of the target is predominantly in the
re2¥yy of larga angles.

The disperpion in multiplicity, D "1¢Cn2>-<n>2, is
plotted against the average multiplicity, <n>, in
Figure I7.-10. Also plotted in the same figure are tho data
of n-p21'22'23'28 interactions. All the points appear to
lie on the s.mc straighv line: DA0.5<n>. The possikle
Bignificance cind@ intcrpretation of this feature is not

29 30 While one .night expact D2 t0 vary linearly

defin.ce.
with <n> in-'a model where particles are produced indepen=
dently, resulting in a Poisson-liko distribution, the

averaging over various categories of events could obscure
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such a dependenca., The averaging over different impact

parameters would have a similar effect, To illustrate the
deviation from a Poisson distribution, Figure III-1ll shows
the topological. cross-sections in 200 GeV/c proton-proton

interactionsJl

anda Poisson distribution with a mean equal to
the average multiplicity. The Poisson distribution has been
arbitrarily normalized to the data at n»6. Since emulsion
experiments and ncon bubble chamber experiments have estabe

lished the phenomenological validity of KNO ncaling,lz'sl'a‘

7 this comparison also spplies to interactions with nuclear

targets.

Thorefore the results of the first part of the
experiment can be summarized as followvs:

. {1) The average charged multiplicity in y =
nuclous interactions is linear in the
parameter v. ‘

' (2) Tha multiplicity ratios, RA-<n>A/<n>p,
can be adequately parameterized by
R,=0.62+0.40 v. This parameterization
appears to be energy independent.

(3) The increasa in multiplicity as a function
‘of the target nucleus appears to be
excluded from the reglon §<26°.
{4) The dispersion of the multiplicity dis~-

tribution in » -nucleus interactions seems

1
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to be linearly related to the average
multiplicity. Furthermore, this linear
dependence is consistent with an extrap-
olation of the dependence observed in
n-p intcractions.
However, this part of the experiment left several
intriguing questions unanswered; such as
(1) Would proton-nucleus and pion-nucleus
interactions yield results that lie on a
common R, versus Vv curve as suggested by
data from different groupsa?
(2) Is R, energy indepcndent as indicated by
the data?
(3) liow is the extra multiplicity in cxcess of
a hadron-nuclcon collision distributed?
Arxre these particles, indcpendent of cnergy,
confincd to the region 0226°?
The answers to thege quastions can be used to discriminate
between the models of astrong interactioh. These constraints

are discussed further in Chapters V and VI,

II1T-1

ITT=2

II1I-3

III~4

III-5

I2I-6
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The hadronic composition at 100 and 175 CeV/c of
the M6 beam line with the polarity set for negative
particles. The numbers are from Reference 18.
Points where cdata were taken.

The average multiplicitics and dispersions in

100 GeV/c w -nucleus interactions. LCala on hydrogen
target were obtained by subtracting the Carton data
from the Polyethylene data.

The average multiplicities and dispersions in

175 GeV/c v -nuclecus interaztiors. Data on
hydrogen target were obtalned Ly subtracting the
carbon data from the Polyetnylenc data.

Comparison of the average multiplicities ard dis=
persions in n -proton interacticns of this
experiment with bubble chamber results. The 50,
100, 147 arnd 205 Gev/c data are from Refererces

20, 21, 22 and 25 respectively, Because of e

.velocity cut in this experirent (820.85), the

observed average multiplicity should oe approxi=-
matcly 0.5 particle less than that in a Lruble
chamber cxperimcnt.35

The results of fitting R, verius v witii a straight

line (a+bv).. Thoe errors on a and b are higily
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correlated as shown by the error matrices,

Tha chi-s¢uared per degree of freecdom of each fit
is also given. A

RA as a function of beam energy in proton-Emulu}on
and proton-Carbon interactiona. The numbers are

froir Roference 0.

IXx-1

II1-2
I11-3

III-4
III=5

CIII=6

III-7

III-8
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. FIGURE CAPTIONS

The location of the ekperiment in the M6 beam line
of Fermilab, Quadrupole magnets are shown schemat~
ically as convex lenses; dipole magnets are not
shown.,

Layout of the equipment.

Block diagram of tha electronics. Note circulitry
used to define acceptable beam particles.
Illustration of the target wheel.

The plon absorption cross-sections measured in this
experiment {+) and those in Reference 19 (x).
Average charged multiplicities in ,--nucleﬁs
interactions at 100 and 175 GeV/c. Secondary
particles with laboratory angles greater than

110° were not measured.

R, versus y at 100 and 175 GeV/c. The line is the

A
best linear fit to the combined data.

(a) Comparison of R, versuvg vy with other experiments.

A
{b) Comparison of Rh versus A with other experiments.
The data for this experiment are given by the

s0lid lines. The data points are:

40 GeV/c n-Carbon, Reference 27 (D)

200 GeV/c n-Neon, Reference 34 (x)

200 GeV/c p~Emulsion, Reference 7 (4 )
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II11-10

III-11
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300 GeV/c p-Chromium {(in emulsion), Refercnce 36 (V)
300 GeV/c p-Tungsten {in emulsion), Refercnce 36 (V¥)
Echo Lake data, Refercnce 9 (0).

The projectiles are 70% p and 30%y at an

avérnqe cnergy of 250 GeV. Targets are

Carbon, Aluminum, Iron, Tin and Lead.
R, versus y for the 100 GeV/c 7 data in different
angular bins. The errors shown do not include
normalization uncertainties due to errors of the
hydrogen point.
Dispersion versus the averago multiplicity in #p
and pA interactions. Low encrgy yp data (o) are
from a complilation by A. Wroblewskl, Reference 28,
The 100 (&), 147 (&) and 200 (Q) GeV qp data are
from Refercnces 21, 22 and 23 respectively. The
high multiplicity data (e) aro from tho 7 A
interactions of this experiment,
Deviation of the topologlical cross-sections from a
Poigson distribution. Tho data are from Referonce
31l. The Poisson distribution has a mcan of 6.54,
the averagae charged multiplicity in 200 GeV/c ;
proton-proton interactions. Tho curve has been

arbitrarily normalized to the data at n=6,
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TARBLE III-1

Beam Compogition

Momentum w w ® P
100 94.2%.8% 3.55.2% 2.0:.153
175 96.5%1.% 3.45.2% 0.3%.05¢

*The n~ componcnt contains approximately 1% of e

and 1% of U~ at both momenta.
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TABLE III-3
100 GeV/c m -Nucleus Interactions
v Average Muitiplicities =~
0<8<3.5° 0<8<26° 26<8<110° 0<8<110°
1.00 3.32 5.72 0.83 6.55
*.30 *+.30 *.20 +.20
1.36 3.37 6.19 1.66 7.85
.10 *.10 *a0 *.10
1.70 3.38 6.24 2.07 8.31
t.20 *.30 *.10 .10
2.14 3.30 6.89 2.83 9.72
*.25 t.30 *.10 .10
2.48 3.22 7.23 3.47 10.7
3,30 .30 *.20 *.20
2.96 3.23 7.98 4.20 12.2
¥.20 *.30 *.10 *.20
3.07 3.25 7.48 4.25 13.9
+.30 *.30 *.20 ¥.20
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TADLE IXI-6

Results of Fitting to R, = a+by

a

9.62%.04
0.63%.05

0.62%.03

c.élt. 01

‘b
0.40%.02

0.40%.03

0.40%.02

0.39%.01

Error Matrix

( .02 =-.001
-.001 .001

( .G02 =.001
-.00L .00l

( 001 -.001
-.00L  .00Q0

“Sule it i3 constrained to g0 th:o&qh the point (;-I,R‘-l),

M i
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TABLE III-7

Energy Dependenca of R, for Emulsion

and Carbon
Enezgy (CeV) R,
Eaulsion 67 1.65 £ .04
200 . 1.73 % .04
200 1.68 ¢ .c6
~1000 1.71 ¢ .31
‘ 43000 1.61 % .17
~8000 i.6) ¢ .12
Carboa - 110 1.18 * .10
200 1.10 ¢ .03
S . 250 1.15 ¢ .11
é10 1.16 ¢ .21
’ €70 1.33 £ .19
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FIGURE III-3
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== LI FIGURE III-il
CHAPTER 1V

PART I1 OF THE EXPERIMENT

Motivation

The first part of FNAL experiment number 17837 ylelded

é scveral pleces of interesting information, First, the

//,'Poisson distribution . '~ average charged multiplicity per inclastic collision in-
with mean n of 6.94,

. } ; creases slowly with the atomic number A of the target.
Normalized atn=6.

This was a confirmation of cmulsion rcsults.a

Comparison with experimont59'26

performed with proton
beams suggests that this bchavior is similar for both n-a

" and p-A intecractions, provided that one uses RA and y as the

§ - l : relevant paramecters. It was decided to explore this apparent

similarity further within one experiment in order to mini-

mize any systematic biascs that might occur.

Another feature cf the data is the confinement of the
increase in multiplicity to the region of low psecudorapidity.
} — _ Therefore another goal of this experiment was to determine

. the pseudorapidity (or angular) distribution of tho charged
secondaries in hadron-nucleus collisions. The differences
(= o 200 GeV pp DQ?O : N ) ) , . between proton and pion induced reactions might manifest
o themselves in the pseudorapidity distribution. K and 5 beans
would also be used.

Over the very limited energy range of 100 to 175 GeV,

O.IO l Jq I 18 L '12 ! Il6 L O—l , " . ) ‘ 4 RA appeared to bg independent of energy. This point would
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be investigated further. The encrgy dependence of the
pseudorapidity distribution would be examined also.

In summary, tho pseudorapidity or angular distribu=-
tions of charged sccondaries in hadron-nucleus collisions
would ba investigatcd as a function of the energy of the
incident beam particle and the identity of the beam particle

as well as the target.

Experimental Sct~up

Tha second part of this experiment (FNAL Lxperiment
Number 178) was carried out at the fourth focus of the MOW
becam line in the Meson Laboratory of Fermilab., Tho equipment
wag situated approximately 600 meters from tha meson produc=
tion target -- sce Figura IV-l.

Sctting up and testing occupied April through June
of 1975. The data to be presentced here were obtained in a
period of 10 days -- August 3 to August 14 with two days
Jost to regularly scheduled maintenance of tho accelorator.,

Running conditions during this period wore poor.
Beam availability was sporadic. Having just attined a
400 GeV/c proton bcam and attcmpting to commision the
'cabacitor tree," the Jccclcrator was'oxporiencing'roliabil-
ity problems, which were cften exacorbated by the summer
heat. Dcam quality was 1lso poor. The spill time wag

350 millisgaconds (mooo) with a repotition cycle of 13
! /
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seconds. "Debunching" was far from complete as almost 4% of
the RF "buckets" werc doubly occupied at a beam intensity of
only 2 105 per spill. This was much nighes t-an that ob-
scerved under previous experimental condicions witlh a

300 GeV/c proton beam iacident on the meson prodycticn

target.38

The dctcctogs were based on the previous sctup with
three 12-eclement hedoscopes added for increased angul:ir
resolution. Relct'v2 ta tnc target, the cone-shaped Leid-
scope If was essentially urmoved. Tha UVT lucito counter C
wag moveu cownstream to accommodate the 3 new ring-uhaped
hodoscupes. Sce Figure Iv-2.

The construction of ona of tha ring-sl.aped houoscozes
{s illustrated in Figures IV-3 and iIV-4, which are the front
and sido views respectively. It was made of two laycrs of 6
counters each. Each counter subtands 60° of the azimuth.
The two layers were rotated 3C° relatively to one ansther
go that the cracks butwcea adjacent counters do not lino up.
The front or upstrcam layer was made of 3/4-inch thick UVT
lucite, while the back or downstream layer was mada cf 1/~
inch plastic scintillator.

There were ceveral reasons for guch a construction.

The front lucite layer imposed a velocity solection of

820.35, the Bama as that imposed by tha C counter and by tha

H hodoscopa. Its thickness also scrved to provent delta-rays
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frcem reaching the uovnytream scintillator ilaver unleas thear

energyles exceeded approximately 8-10 McV.

The threes gas-filled Cherenkov counters uted to
identi{y bcam particles are shown schematically in Figure
Iv-]. Cl was a threshold Cherenkov counter usecd to identify
plons, €2 was a differcntial) Cherenkuv counter uscd to tag
procens, and CJ was a DISC (Differential Iscchronous
Cherenkov Counter)39 set to identify kacnn., Detaxls of
these counters, including their performance characteristics,
are given in Refercnces 39 and 40. These counters made it
postikble to take proton, kaon and pion data simultanenrsly.I

An acceptable beam particle was defined by:

{1) the counters T, TX and TY registered éounts

in colncidence,

{2) veto counters V0, V1 and V2 wero not hit,

{3} the pulse height from the T counter did not :_

exceed 1.5 times minimum ionizing, and

{4) thera was no other signal in the T counter

~120 nsec before or after the coincidence

signal.

The reasons for these requirements are as discugsed in
Chapter III in connection with the first part of this
experiment, -

The beam rate was monitored by a scaler. Tho coin-

cidence rates between this beam signal and each of the three

— — - — —— = -_— —
)
3 |
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gas-filled Cherenkov counters were also scaled. Thus the
beam rate of each particle type was known. Unfortunately,
during the time when the 200 GeV data were obtainea, the
DISC counter was not functioning after being drenched by a
broken water pipe. Therefore there were no data on

200 GeV/c k't or K~ rcactions.

Targets were mounted on the cut-out bottom of plastie
cups, which were manually changed whenever it was necessary
to change targets. The construction of these targets and
thoir holder is illustrated in Figure IV-5. A photograph
of one such target, a 4-inch long block of polyethylene used
only in testing, is reproduced in Fiqure IV-6.

The trigger requirements were as follows:

(1) thero was an acceptable beam particle as

defined above,
(2) there was at least one coincidence count
(between front and back layers) in one of
the three ring-shaped hodoscopes, or there
were large pulses (greater than 1.5 times
minimum ionizing) in both the dE/dx1 and
fhe dE/dx2 counters, and
(5) the data acquisition system was ready to
process this event.
For each event, thg on/off state of the 48 hodoscope

countexs (12 from the H hodoscope and 12 each from the thres
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ring-shaped hodoscopes), the V3 counter which covercd the
region 17, and the 3 particle-identifying Cherenkov coun=-
ters werc stored in CAMAC devices. The pulse heights of the
dE/dxl, dE/dx2 and C counters were digitized and stored in
CAMAC units also. The combined information was then trans=-
ferred to a magnetic tape. The contents of tha scalers

were recorded on tape periodically.

Figures IV-7 and IV-8 are schematic diagrams of the

electronics used to imposae the requircments discusscd above,

Tha PDP11/10 computer used to transter data from
CAMAC units to magnetic tape also performed diagnoastic func=
tions, The number of events that were induced by protons, '
kaons or pilons as well as the number of untagged or
multiply-tagged events were available on-line, The fre-
quencies at which the hodoscope countefs were struck were
also available, Any asymmetry around the azimuth was an
indication of malfunctioning counters or a misalignment of
the apparatus relative to tha beam. The three pulsc height
distributions were also displayed on-line. Frequent visual
inspections ascertained that there was no drift in the
pedestal or the gain. ©Off-line analyses have confirmed
this,

A profile monitor, designed, manufactured, main-
tained and supplied by Fermilab, was used to check the

'boam alignment in addition to iFs general well-being. It
7
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was located within the beam defining telescope ~- sees

Figure IV-2. This device provided a spill-by~spill profile
of the beam in each pf the two direc-ions transverso to the
‘bcam lina. Any significant change in the fields of the beam

lino magnets showed up instantly as a distorted prdfile.

Data

The targets used in 'this experiment are listcd in
Table 1Iv-1. Soyeral thicknesses of each material were u;cd
to allow an extrapolation to zero target thickness. lydro-
gen-target data werc obtained by subtracting the carbon
data from the polycthylene (CHZ) data,

In order to obtain finer angular bins than those
subtended by individual hodoscopes, the relative positions
of the detectors and the target were varied. One of these
positions is chown in Figure IV-2. 7he pscudorapidity
coverage of the detectors in each of these gecometrics is
tabulaCQa in Table IV-2. Tihrce positions woere uscd.

The available data are summarized i, iable Iv-3.

N
Note that there is no kaon data at 200 GeV/c Zu2 to ral-
functiening of the DISC counter.

Typical beam intensicies were 1-3 105 beam particles
ber 350-msec spill. A tvpical run lasted 10-30 minutes
with approximatel: 0000 triggers.

The fractiin of cveuts that were proton {or kaon oc¢
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’
pion) jnduced dipended on the composition of the beam, which
varied w.th the momentum as well as %he po.zz‘ty. The
ratios of .dentified beam particles are given in Table IV=4.
Notice that the fractions of the beam that were X' or p are
very small. The data on these bean particles have much

poorcr stztistical accuracy than ths pvoton or pion data,

Analysis
The first step in the analysis was the selection of
those events which satisfied the followipg three points{ |
(1) there was an unambiguous identification of
the beam particle as a proton, kadn or pion,
(2) the counter V3 was off ~- this counter
covered the region n27.0.
(3) there were at least 3 charged secondaries.
The second requirement was uscd primarily to reject elas;ic
scattering and non-interacting beam particles which de=-
poeited relatively large amounts of energy in the dE/dx
counterp. The third requirement was motivated as in the
first part of this experiment. It helped to reject those
«vents which had a hadronic interaction in the C counter
Culy. .
Th= cut on the data was done without any fitting.
The clear scparation between 1, 2 and 3 particle peaks in

the pulsse height spectrum of the C counter allowed a

.
L.
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straight forward cut. The now missing 0-, 1- and 2-prong
events would be corrected for later in the analysis.

The resulting events were then separated into three

_groups depending on the beam particle identity.‘ They were

treated individually but in identical fashion from this

. point on.

The contribution from target empty interactions were

subtracted. Empty target runs were taken at regular and

. frequent intervals for this purpose. Approximately 10% of

the data were on an cmpty target.
The algorithmo used to find the average multiplici-

éies in the C counter and in the H hodoscope were unchanged

- from the first part of this experiment. Details are given

in Appendices IV and VI.

With the assumption of no azimuthal correlations
within each ring hodoscope, its multiplicity distribution
wag obtained by a fitting procedure. The method is detailed
in Appendix VII, which also offers reasons for the
assumption.

Corrections for the missing 0;, 1-, and 2-prong
events as well as for acceptance were then applied. See
Appendix VIII. The average mulfiplicity for each pseudo=-

rapidity bin was then extrapolated to zero target thick-

- ness. The data from the three different positions are

given in Tables IV-5(a) through IV-3{x). The errors shown
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in these tables do not include uncertainties in the shape of
the psuedorapidity distribution introduced when correcting
for low-multiplicity events. This cffect is estimated to
change the multiplicity of each pscudorapidity bin by no
more than 2-3t. %1

In order to obtain multiplicities for non-coverlapping
pseudorapidity bins, the data were averaged over the 3
geometries as outlined in Appendix VIII. Theoe results are
given in Tables IV-6(a) through IV-6(J). Since data wcre
not obtained for all targets at all pogsitions, only part of
the data could be trcated this way. This i3 the explanation
for having no more than 5 targets in cach of these tables.

The errors in Tables IV-6(a) through IV-6(j) do not
include uncertainties that may have been introduced in thae
correction for low-multiplicity events and those that may
have resulted from tha algorithm uscd in averaging the data
over the different gcometries. Thelr combined effect is
estimated to be less than 34%.

Another approach was also used in the final steps of
the-analycis. After the extrapolation to zero target
thicknesz, but befcre averaging the data from tho £hree
available gecometrics, ﬁhe average multiplicity in ecach
pseudorapidity bin was fitted with a polynomial in v. The
point-to-point uncertainties in v were included in the

fitas, Soma of those fits arc il}uotrntcd in Pigqgures IV-9
’
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and IV-10. Higher order polynomials were tried uvntil an
optimal fit was obtained as mecasured by the chi-squared per
degrea of frecdom. To prevent the choice of unreasonable

fits, a minimun of 2 degrees of freedom.was regquired.

Provided that the average multiplicity in each pseudorapidity

bin i3 a ccentinuous function of thc atomic nwsber A of tre
target, these f£its could be used to deternine che pscudo-
rapidit: distribution and hence the average multipricity

at all values of v. Polynomials ware used in the fits for
easc of computation. No special significance ghould te
attached to this cw.’'ce. The shapes of the fitted iirnes
are not intendcd ty convi:y any spec:al significance eiihuer;
the only purpcsc of the fitg is to allow an cutirute of

the rapiaity discribution and the average multiplicicy *that
one would have obstained using some other target.

These fitted numbers were then averageé over the

three available positions in exactly the same way as the
—original data. The final result: of this procedure arce
given in Tables 1V-7(a) through IV-7(j). The errors cuoted
in thesc tables (Tables IV-7) do rot include the possible
systematic biases that may have been intfoduccd by the
algoritlun of smoothing the data us & function of v, nor do
’thcy include the uncertainties discussed in connect-un

with Takles IV~5 and 1V-6. However, the combined effect

of these uncertainties i cxpectzd to ba no mora than 5%
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for ~rch pseudorau&dity bin.

A comparison of the numbers gilvern in Tables IV-6{(a)
through 1V-6(j) with those given in Tablen IV-7(a) through.
IV-7(J) shows that they are compatible. So the proceduras
for smootning znd interpolating the data for coch.pscudo-
rapidity bin as a function ot v is probahly acceptable,

This inturpolation scheme is necessary in order that proton,
kaon and ;pion reactions may be compared at the same value .

of v.

Discuysion ol nresults

Thz data on hydroge.a target wiere outalned by a
polyethyiene~carbon subtraction, i.e. the da:a on carbon
targets were treated as background for the data on poly-
ethylene (cnz) targets. This has the unfortunate conse-
querce of having a backgfound greater than the signal ~=
the absorption cross-zcectfion of proton on carbon is
approximately 24vu w'llibarns (mb) while that on hydrogen is
about 30 mb. Thus the data on hydrogen targets were poorly
determined. And since the hydrogen data will ofton be used
as a reference for the data from other targets, e.qg. ;he
average multipiicity on hydrogen is thé denominator in the
ratio'RA. trends of the data can be obscured by the poorly
aetermined Hydrogen point. Therefore all references to tha

hydrogen data will be based on the results obtained by the

€8

second technique mentioned at the end of the last section.
In other words, the continuity of the data as a function of
the atomic number of the target was used to arrive at a
slightly better determined result for the data on hydrogen.

Except for the average charged multiplicities, which
are summarized in Table 1V-8, and the ratio Rp» all dis-
cusgsions will be bascd on the results obtained by the
sccond method, i.e. the numbers in Tables IV-7(a) through
IV-7(j). Without this technique, it would be i{mpossible to
test the validity of the usc of y as the independent variable
instead of the atomic number A.

An inspection of Tables 1IV-5(t) through IV-5(x) and
Table 1V-8 reveals that the 200 GeV/c v’ and »” data are
Eonaistent with one another. However, the n~ data were
usually better determined. This resulted from the fact
that at 200 GeV/c, the negatively charged particles in the
beam line were predominantly n_ whercas the positively
charged particles were mostly protons. Unless otherwise
stated, all refercnces to the 200 GeV/c pion data refer to
the n data.

The comparison of averaged charged multiplicities
with hydiogen bubble chamber ::esult:szo'n'22'31"2'”'“"s
is given in Table IV-9. The agreement is satisfactory.
Figures IV-1ll through IV-13 are comparisons of the (pseudo)

rapidity distributions from hydrogen targets. In the case
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4& the bubble chamber

of the 100 GeV/c proton-proton data,
results have beén treated in exactly thea same way as this
experiment's, i.e. there was a velocity cut of g>0.85 and all
events with any track having p»>7 were rcmoved. The agree=

45,47

ment is excellent. In the other cascs, the bubble

chamber results have not been similarly treated. These
distributions are given as a function of rapidity instead of
pscudorapidity. Two points nced to be cmphasized. The
velocity cut of p>0.85 imposed in this experiment in ex~-
pected to result in an average multiplicity that is lower

by about 0.5 particles.Js Intcraction sccondaries, in the
laboratory framo of rcference, tend to have higher values of
pscudorapidity than thelir rapidities. (Sce nppendix II for
details on these variables.) lience one would expect the
pscudorapidity ailstrikutions to be slightly lower and
shifted to the right relative to the corresponding rapidity
distributions. With these cautionary remarks in mind, onae
can sce that the agrecment between the results of this
exporiment and those of bubble chamber experiments is
satisfactory.

‘Figurecs IV-14 and IV-15 are conparisons of the
pscudorapidity distributions of the 200 GeVv emulsion data
of this experiment with those obtained from the opticai
scanning of emulsion atacks.da Tho average multiplicities

15,48,49,50,51

ara comparced in Table Iv‘-lO.r Note that some
/
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ot the emulsion results of this experiment are based solely
on inte-polated values. The agreement is guite gond,

It ghould be pointed out that in the comparison of
{pscudo)rapidity distributions, the normalizations are
absolute. The disutiibutions have not been arbitrarily
normalized to one anotuer; the area under each distribation
caorresponds to the reperted average multiplf:ify ol *®hag
recaction.

Tha recults are now compared with thouu obtaired in
the first jart of thig exporiment. 7The average ¢l.arged
multiplicities wre sumwarized in Table IV-1l. Except for
the data on Uraniun target, the agreemeat is acceprable.
The fact that the previous measurenent gave a multiplieiry
smaller for a Uranium target than for a Lcad target alrcady
renders that particular data point suspect. Note that the
average multiplicitics tabulated in Table IV-1ll do rnot
agree with those given in Table IV-6. The numbers in
Table IV~1ll arc smaller because only the multiplicity &1
the region 6<110° has been included in order to make a faix
comparison.

If onec ignores the Uranium data, there still appeazs
to be a systcmatic difference. The new measurcements give
results higher than tha 0ld mcasuremncnts by 0.3 to 0.5
particlea. While thecco numbers are within the systematic

errors estimated at 5% (not included in tho tables), this
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slight discrepancy is discomforting. For the region g<3.5°
{n>3.5), the two measurements agree. However, it is diffi-
cult to inspect the regions g§<26° and 26°<9<1l10°.: g=26° andA
110° corcrespond to n of 1.47 and -.36 respectively. In both
cases, cspccially in the latter case, the pseudorapidlty
distribution is varying rapidly as a function of pn. Uncer=
tainties in the angular boundaries become greatly magnified
when one inspects the multiplicity. '

While this slight discrepéncy cannot be complctely
resclved, it can be understood on the basis of small mis=-
measurements of the polar angles.

In the region of p>5, the multiplicities repérted
lere do not decrease as the atomic number of the target
increases. This i3 in apparent contradiction to the results

52,53

¢f enulsion experiments, where a decrease in multi-

plicitf has been noticed as Nh increcases. Nh is defined as
the number of heavily ionizing tracks, i.e. those charged
particles with 8$0.7. A more detailed comparison (see
Appendix I%) showe that the data are indeed quite compatible.
The apperent disagreement is simply a2 manifestation that
Hh is not an equivulent measure of the tarcet as its
atomic number.

having established the validity of the cata by com=

pariwn, where possible, with other experiments, attention

will now be focussed on some featurss of the data. The v

72

dependence, the bcam particle dependence and the energy
dependence of the average charged multiplicities as well as
the pseudorapidity distributions will be discussed.

As has been pointed out previously by many authors,
the average charged multiplicity is a weak function of the
atomic number A of the target., Figure IV-16 shows the
average multiplicity in proton nucleus collisions at 50, 100
and 200.GoV as a function of y. v is defined as the average
number of absorption mcan free paths that the target nucleus
presents to the beam particle. For protons, thl/J. De~
tails on y can be found in Appendix I. The data on reac-
tions initiated by anti-protons, kaons and pions show
similar wecak atomic number decpendences.

The rise in multiplicity as a function of v appears
to be excluded from the region of hiéh pseudorapidity. This
is illustrated in Figures IV-17 through IV-19%, whcre the
pseudorapidity distributions for vy=1l, 2 and 3 have becen
plotted for pion beams of 50, 100 and 200 GeV/c. The
proton, anti-proton and kaon results, which are not shown,
exhibit similar trends.

The similarities and differences of the data for the

-various beam particles will now be discussed. It has been

noticed previously that the proton and pion data look

remarkably similar if one uses the scaled multiplicity Ry

'nnd the parameter U as the variables. Figure IV=-20 shows
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the best linear fits to the data of RA versus ; for proton,
kaon and pion induced reactions at 50 and 100 GeV/c. The
paramcters of the fitted straight lines arc given in

Table 1IV-12.

It appears that the kaon data is significantly
different from the proton and pleon data, which are consis=-
tent with being identical. Hewever, such a conclusion may
be premature. First, it should be pointed out that in

fitting the straight lines to R

, vVersuo v only point-to=

point errors have been included. Uncertaintics in both RA

and v have been taken into account. However, overall
normalization uncertainties were not included. For'
example, the uncertaintics in the multiplicities of hadron-
hydrogen interactions were not included in the errors of
RA. It would enter as a scale uncertainty. Similarly;
uncertainties in the hadron-nucleon cross~scctions were not
included in the errors on y. It would enter as an uncer=
tainty in the scale of v. It is unlikely that the first
effect can account for the cbscrved diffcrences. The
cecond effcct is far mora important in this comparison Qf
different beam particles. The scala uncertainties in v

are 2%, 13% and 3% for proton, kaon and pion beams rcspect=
ively. Sca.Appcndix I and Table A-I-1 for further details,
A change in the Vv tcalo for the kaon data by ong standard

deviation (i.e. 13%) would make tho fit,to R, versus v

[}
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for kaon-initiated reactions compatible with those for pro-
ton and pion beams. A mere definitive comparison has %2
await a better mecasurement of the kaon-proton absorption
cross-scction in the cnergy range of 50 to 100 GeV.

The comparisbn of anti-proton data also have to be
postponcd. There aro no published cata on the absorption
cross-scections of anti-protons on nuclei. I1f onec assumed
as in Appendix I that tho values of y are identical fcr
proton and anti-proton beams, ono can concluda that the
proton and anti-proton data aro indistinguishable in R,
vergus v. _

Some models make predictions for the average mal-
tiplicity using power law dependencos orn the ztomice
numbor A. To facilitate futurc comparisons, the dati have
aloo becen fitted to the form RA:RLA“' The results &re
summarized in Table IV-13. These £its gave chi-sqguared
per degree of frecdom systcmatically higher than those in
fits to RA-arbU. The exrors on RA have becen treated the
gamo way as in the previous fits; normalization uacer=
tainties on RA woere not included in the fits. Thé'f;:ccd
values of « appear to depend on the identity of thc bean
particlé.

A further comparison of the threce differe.r ocam
particleca is tha ccmparison of the psgudorapidity dig-

t.ibutions. Fa.gu.es IV-21 througn IV-23 zre thz pocudo-
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rapidity distributions for y=2 at 50, 100 and 20C¢ GeV/c. In

the first two cages, proton, kaon and pion data ware avail=

ablez, while in the last instance there was no kaon Gata. : o

The distributions for the thrce beanm particles‘have aimilar
shapes. Their nc-malization differences are due to the
differeﬁt multiplicities in hadron-nucleon collisjons., 1In
particular, the multiplicities in the forward angular region
(5¢n<7) are independent of the target nucleus and are con=
gistent with the results from hydrogen bubble chambers. It
should be emphasized that in this comparison of different ) .
beam particles, the value of 3 is only precise to within
the scale uncertainties mentioned above.
nttention will now be turned to the energy dependence
of the results. Emulsion experiments have shown that RA is
practically independent of cnergy8 above ~70 GeV. Sce
Tabie III-7. Figure IV-24 is a comparison of the results
ol this experiment and emulsion experimentuzs'dg'54 per- _ ;
formed with incident protons. They are in fair agreemert,
‘ 31though the results of this experiment appear to favor
» strorgy:r energy dcpendence.
Figure Iv-25 shows the best fits tc R, versus v in »
proton- and pion-nuclcus interactions at 50, 100 and 200
GeV/c. The parameters of these fits are given in
Table 1v-1i. Taking into account possible normqlization

vi:ferences in Rpe i.e. uncertaintias in the average mul=-
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tiplicities for hydrogen targets, the lines are compatible
with being energy independent.

Figure 1V-26 shows the ﬂ-Carbon27 and p-EmulsionzG"g's‘
average multiplicities as a function of beam energy. Low
energy data have also becen included,27¢53¢36/57 The data
are compatible with a 1ln(s) behavior, similar to proton=-
proton data,

Figure IV-27 shows the psecudorapidity distributions
of the proton data for y=2 at 50, 100 and 200 GeV. The
increase in multiplicity as a function of beam energy is
predominantly in the region of higher pseudorapidity.
Figure 1V-28 shows the pion data at y=3,

It has been pointed out earlier that the rise in

‘multiplicity as a function of ¥ is confinecd to regions of

low rapidity. The critical value of pscudeorapidity for
this increase becomes larger as the beam energy incrcases.

This is demonstrated in Figure IV-29. The proton data for

" a v=3 target with the pseudorapidity distributions from a

hydrogen target subtracted are displayed for 50, 100 and

200 GeV. Tha increase in width in pseudorapidity of the

excess multiplicity over hydrogen is now more apparent.
Thus in summary,

(1) The linear dcpendence between R, and v

A
scems to be independent of the identity

of the beam particle, with the possible
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(3)

(4)

(5)

(6)
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exceptions of kaon and anti-proten.

RA is at most a wcak function of energy
in the range 50 to 200 GeV.

For the same value of y, the shapes of
the pseudorapidity distributions are
similar for proton, kaon, pion and anti=-
proton beams. There are slight differ=~
ences in their heights, which are
compatible with the differences in the
multiplicities of the different beam
particles on hydrogen.

As the beam encrgy is increascd, there
is a corresponding (though slow) in=-
crease in multiplicity which is pre=-
dominantly in the region of high
pscudorapidity.

At a fixcd becam cncrgy, the rise in
nultiplicity as a function of the
atomic number of the target is con-
fined to the region of low psoudo-
rapidity.

The extent in pseudorapidiéy where

this rise occurs increcases with the
beam energy. The left edge of this

enhancement isg cnoﬁqy independent, while

. 4
the r}gnt edgo goes to higher values of n,

Iv-1

Iv-2

Iv-3

Iv-4

Iv-5

IV-6
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TABLE CAPTIONS

List of targets usecd in the second part oﬁ this
experiment,

Pscudorapidity bins covered in the 3 diffcrent
gecometriey, The range and size of eacl. pseudorapid=-
ity bin are jgiven,

Summary of available data., XNote that there is neo
kaon data at 200 cev/c.

Beam composition at various moment and polarity.
Only thoso beanm particlec which were unambiguously
identified have been included. The total haa <an
normalized to 100%. At 200 GeV/c, kaons were not
detected as a result of cauipment failure.

(a) througl (x)-Observed avcrage charged rulti-
plicitios in each pscucdorapidity bin for all the
xcactions investicated. Uncertaintizs are alsa
included. The juoted errors do rnot include possible
biases introduced b? the ccrrcqgicn for the lca-
multiplicity events. This p-dependent effact is
cstimated to be less than‘3% -- sce text,

(a) trrough (j)-Average charged multiplicities in
cach pseudorapidity bia after averaging over tle

J geonietrics. Tho quoted errors include all

effacts that were included in Table IV-5. Nota
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that this table represents less data than Table
TV=5 -= in many irstances there were not enough
duta over the diffcorent geometries to allow a
meaningful averago. .

(a) through (j)~Average charged multiplicities in
each << 12 non-overlapping pscudorapidity bins.
These numbers ere obtained by an interpolation ==
sre tex. for details. The indicat~d errors do .ot
include systematic biases due to Lnterpolation., The
1ystematic effects are expected to taotal no more
thap 53,

Suwrmmary of average charged multiplicities.
Comp;yison of hadron-proion average charged mul=-
tiplicitics with other crperiments. The hydrogen
bubble chamber data are from:

& V.V. Ammosov et al, Rcference 42

b J. Erwin et al, Reference 43

a

C. Bromberg et al, Roference 44

=%

S. Bariah et al, Reference 21

e G.A. nkopdjanov et al, Reference 20

f E.L. Berger et al, Reference 21

g D. Bogert et al, Referenccl22

h 'V.E. Barnes et al, Reference 45

Becausa of the velocity cut used in this experiment,

the measured average charged multiplicities ure

IV-10

Iv=-11

Iv=12
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expocted to be A0.5 less than bubble chamber
resu1t5.35
Comparison of average charged multiplicitles in
hadron-emulsion experimunts. The emulsion data are
from:

S.A. Azimov et al, Reference 43

a
b J. Babecki et al, Reference 26

P.L. Jain et al, Refecrence 50

Q

(<9

Alma-Ata-Gatchina-Moscow-Tashkent Collaboration,
Reference 48

e I. Otterlund, Reference 51

See Appcndix IX for a definition of <ng>1 it is

similar to the average charged multiplicity of this

.experiment.

Comparison of the average charged multiplicities

in 100 GeV/c x-nucleus interactions measured in

the first and second parts of this experiment.

Note that the numbers in this table do not agree
with those in Tables IV-6 or IV-7. The numbers
hére refer to the angular range g¢ll0°®.

Results of fitting R, versus ; with a straight line
of the form a+by. The quoted errors on a and b
are highly correlated. The typical errors on Ry
that one would have obtained using the full error

matrix are given in the column “errors on RA'.



1v-13

8l

The chi-squared per degree of frecdom are also
listed,
Results of fitting to :A-RlAc. For an explanation

of the errors, sce above, Table IV-12.

Iv-1

Iv-2
Iv-3

Iv-4
Iv-5

Iv-6

Iv=-7

Iv-8

Iv-9

Iv-10
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FIGURZ CAPTIONS

Location of the oxperiment. The M6 beam line splits
into 2 branches ncar the third focus. This experi-
ment was carricd out in the west branch.

Layout of the cquiprent.

Front view of a ring-shaped hodoccope. The solid
lincs outline the 6 UVT lucite counters; the dashed
lines are for the scintillation counters.

Side view of a ring hodescope.

The constructicen of a typical target in its holdcr.

Picture of an actual target holder. The target

shown in Lﬂc picturc is & 4-incua “bicx plece of
polvethylene (CHZ), which wes only uscd fcr test-
ing; actual targets did not exceed 1/G-inch.

Block diagfam of electrorics for the beam defining
logiz.

Block diagram of clectronics for the trigqer logic.

An illarecatichy of tho pelynomial interpolirioa ef

the average multiplicity in each pset'idcrapicdity

bin as a function of V in 53¢ GeV/c m-nicleus
collirions. The points ara the actual data and the
polid lincs are tho best £its as defined L. the
text.

An illus“ration of thu polynomial irterpolation of



Iv-11

Iv-12

. IV=13
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the average charged multiplicity in each pseudo=-
rapidity bin as a function of y in 100 GeV/c
p-nucleus collisions. »

Comparison of the pscudorapidity distribution of
100 GeV/c proton-proton interaction with bubble
chamber results. The solid line io from this
experiment; the dashed line is from tho Michigan=
Fochester Collaboration, Refercnce 46. Cuts'have
been applied to the bubble chamber data to simulate
the conditions of this experiment, Only tracks
vwith §>0.85 were considered., FEvents with any tr;ci
having p>7 and those with less than 3 charged
secondaries were aluo rejeccted.

Comparison of the 200 GeV/c proion-proton pseudo=-
rapidity d!stfibutjon with the rapidity distribution
chtained in a bubble chambecx experiment, Referenca
47. The bubble chamber results were only presented
for the region ycm<0 and have been reflected about
tk: center-ec€-mass rapidity to give the entire
distrlbutlon. Note that the bubble chamber results
{dashed lines) -re in rzpllity a:d do not have any
cuts imposed. .

Comparison of the 100 GeV/c K'=-p pseudorapidity
digtribution of this experiment (so0lid lines) with
the rapidity distribution in a bubble chanber

Iv-14

Iv-15

IV-16

Iv-17

Iv-18

Iv=19

Iv-20
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experiment, Refefence 45. The bubble chamber

results (dashed lines) have no cuts imposcd.

Comparison of 200 GeV/c proton-Emulsion pscudorapidity

distributions. The solid lines are from this exper=
iment and the dashed lines are from Reference 48,
Samc as IV-14 but for 200 GeV/c n -Emulsion
intcractions,

Average charged multiplicities in proton-nucleus
interactiona. The solid lines are the best linear
fits to <n> versus v.

v-dependence of the pseudorapidity distributions in
50 Gev/c n'-nuclous interactiona. Nota that the
increase in multiplicity is confined to the

rcgion n<3.5.

v-dependence of thae pscudorapidity distributions in
100 GeV/c n'-nucleus interactions. Note that the
increase in multiplicity is confined to the

region n<4.

. V-dependence of the pscudorapidity distributions in

200 Gev/c n -nuclecus interactions. Note that the
increase in multiplicity is confined to the

region n<5,

Best lincar fits to R, versus v in 50 and 100
GaV/c hadron-nucleus interactions. Typical errdrl

on the fitted values of R, are shown.
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1v-22

Iv-23

Iv-24

Iv-25

Iv-26

Iv-27

Iv-28
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Comparison of the 50 GeV/c proton, kaon and pion
pscudorapidity distributions for y=2. Typical
errors arc shown.

Comparlson of the 100 Gev/c proton, kaon and pion
pseuddrapidity distributions for vy=2. Typical
errors arc shown,

Comparison of the 200 GeV/c proton and pion pscudo=
rapidity distributions for va=2. Therc was no kaon
data at thig beam momentum. Typical errors are
ghown,

RA versus bcam encrgy. in proton-Emulsion inter-
actions. Results of other experiments (e) are from
References 26, 49 and 54.

Best lincar fits to R, versus v for 50, 100 and 200
GeV/c proton- and pion-nuclecus interactions.

Typical errors on the fitted values of R, are shown.

A
Average charged multiplicitics in g-Carbon and
p-Emulsion interactions as a function of becam energy.
Results of other experimentc are from Rcferenﬁes

25, 26, 27, 49, 5S4, 55, 56 and 57.'

Energy depcndencc of the pseudorapidity distribu-
tions for v=2 in proton-nucleﬁu interactions. Note
that the increasc in multiplicity is mainly in the
region of higher pscudorapidity.

Energy dependence of tho pscud?rapidity distribu~

. .
.

Iv-29
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tions for v=2 in plon-nucleus interactinns. Note
that the jncreaso in multiplicity is mainly in the
regicn of higher pscudorapidity.

Pascudorapidity distribations of thc proton data for

.3=3 at 50, 100 and 260 GeV. The corresponding

pscudorapidity distributions from a hydrogen target
have been subtracted. The excess nultiplicity :iwcves
to rcgions of higher pscudorapidity as the beam
encrgy increascs. This rate 1s approximately the

pame ag that of the kinematic limit on rapicity.
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TABLE IV-1

Targets Used in the Second Part of This Experiment

Target
:rydliun
cathon v
pelyethylena
aluminum
titanium
COpD2Y
mo.ybdenun
5il§er
tungsten
lead

vraniwa

emulioion

Atomic Number

9
12
*y4n
27

48
64
96
108
184
207
238

'Number of Thicknesses
Available

3

N o W U

N B LN DY e W

Pseudorapidity Coverage in the 31 Geometries
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TABLE IV-2

Position 1:

H hodoscope
Ring hodcscope
Ring hodoscope
Ring hodoscope
C counter

Position 2:

H hodoscope
Ring hodoscope
Ring hodoscope
Ring hodoscope
C counter

Position 3:

1l hodoscope
Ring hodoscope
Ring hodoscope
Ring hodoscope
C counter

W N

W N

W N

Range of n

-0.38
1.47
2.30
3.20
4.06

-0.67
1.15
2.16
3.14
5.28

0.56
2.14
2.65
3.35
4.15

to
to
to
to
to

1.31
2.17
3.06
3.96
7.00"

0.68
1.81
2.92
3.91
7.00*

2.39
2.87
3.41
4.12
7.00"

an

1.69
0.70
0.76
0.76
2.94

1.35
0.66
0.76
0.77
1.72

1.83
0.73
0.76
0.77
2.85

'n27.0 is the region covered by the V3 counter. S5ee text.
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TABLE IV-3 : > : TADLE 1V-4
Summary of Available Data . ' Beam Composition
Position 1 Position 2 Position 3 ; Moinentum Polarity p(p) x*(x7) 1.‘(“")
50 Gev/c x* x x | ' 50 Gev/c + 14.6%.23 2.60%.04%  B2.8%.2%
x* x : x ) 100 Gev/c + 36.9%.1% 3,728,028 59.3%.1%
1 .
p X x ' 200 Gev/c . 28.6%,3% ——— 3V.4% 0y
100 Gev/e ' x x x l 200 Gov/o - 7.475010% - 92.5%.2%
x* X ) x X L "
P x x X ] v
200 Gev/c = x x X | !
k" ’ !
’ ;
P x £ X x |
200 GeV/c ¥~ x x (
K i
p Cox x ! E
| . |
1
!
1 @
]
4 /

<1
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TABLE IV-5(a) C P " 5 TABLE IV-5(b)
S0 GEV/C PRUTUN MULTIPLICITIES : o ' ;o ' , 50 GEV/C PROTON MULTIPLICITIES
NU AR PSEURDRAPTDITY PANGE . o i KU BAR PSEUDURAPINITY, RANGE
=038 1.47. 2.30  3.19  4.06 ‘ ; 0,67  l.16 2,17 3,164
1.3¢ 2,20  3.07 3.97 7.00 . o o P 072 185 2,94 3,92
1.00 090 1.74 1.06 0.91 0.93 ‘ . . l.00 =0.17 0.94 N.617 1.3
9.00 Neal 0425  0.23 0.7 0.09 _ 0.U0 0.32  0.18  0.20. 0.20
1.90 1.1l 1.06 1l.46  0.99  0.90 o R 1.50 0.48  0.97  1.5] 1.01
0.01 0.6 0.(B  0.07 0,07 0.06 . - 0.0l 0.08  0.07 0.07 0.06
2.50 2.50  1.72 1.2 1.15  0.90 o = T o ‘ 2,50 1.23  1.67  1.86 1.18
0.02 0.22 0.1 0.14 0.09 0.17 : i 0.02 0e15 0413  0.13  0.09
2.73 313 2.12 1431 1,03 0.97 f K o 3.61 2,01 24,640  2.02  1.13
0.03 0.28  0.18. 0.16 0.07  0.10 : , 0.06 0.26 0426 0419 0.1l
1,61 4,21 2.56  1.88 '0.HH 0,85 o

0.04 Ce44 0.2' 0.19 0,10 Oelb



100 GEY/C PROTON MULTIPLICITIES

HBRAR

1.00
0,09

1.3/1
g.n1

1.56
0.01

1.72
.01

~0.38
“led4

Ce59
0.i5

TABLE IV-5 (c)

93

PSEURDKAPIDITY KAHGE

1.47
2.20

085
0.17

1.17
0.03

1.20
0.02

1.51
N.04

1.97
0,09

2.07
0.10

2430
3.07

122
0.19

1.593
0,04

1.56
G.02

3.19
3.01

llllf
0.16

1.36
0.06

1.31
0.02

1.52
004

S4
TABLF IV-5(d}

100 GEV/C PROTON MULTIPLICHTIES

NU BAR PSLUDURAPIDITY RANGE

=0.67 l.16 2.17

0.72 lei% 2.7

100 0.04 (Gatsly l.3s2?
0.00 0.12 Q.16 0.21
1.90 0.49 0.97 1L.00
0.01 - 0.02¢ 0.03 U.04
2.00 1.18 1.77 2425
0.02 0.12 O.14 0,14
3.1 - 2.30 2.4 2.66
0.04 0.09 .14 D1l
3.7¢6 2402 2,81 2.08
0,05 O.14 0.23 Uulb

1.40
0.33

1.79
0.12

.8l
0.07

1.92
0.10



100 GCY/C PAOTON MULTIPLICITIES

NU [AR

1.00
0.00

1.37
0.01

TABLE 1IV-5(a)

95

FSEULORAPIDITY RANGE

2.13
2.90

1.706
0.41

1.52
0.08

l.e2
0.10

2.35
4.13

1e%4
'1

96

. TABLE IV-5(f)

200 GEV/C PROTON MULTIPLICITIES

NU BAR PSEUDURAPIDITY RANGE

=0.38 167 2.30
1.34 2.20 3.07

1,00 0,22, 0.06  1.13
0.00  0.12 0.13 0.16

1.37 0.62 1.02 1.52
0.01 0.03 0.03 0.04

1.50 "1.06 1.21 1.70
0.01 0.01 0.02 0.02
1.92 .65 l.61 2.05
0.01 0.06 0.05 0.05
2.29 1.84% 1.79 2.7

3.61 4.20 3.12 3.10
0.04 0.12 O.14 Oe.l1

3.76 4,71 3.48 3.32
0.05 0.17 0.16 O0el4

3.19
3.97

3.3
0.0}

345
QQl)

3.25
.18
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TABLE IV-5(g) : - , : TADLE 1V-5(h)
200 GEV/C PROTOM MULTIPLICITIES 200 GEV/C PROTON MULTIPLICITIES

NU AAR PSEUDORAPIDITY RANGE ' _ NU BAR PSEUNCRAPIDITY PAMNGC
=0.67  lel&  2.17  3.14  5.29 . 0.6 2.13  2.65  2.3%

T 0.72  1.85  2.94  3.92  7.00 ; 2435  2.90 3.42 4.1

1.00 0.10  0.7% 1.1 1.46 0.97 ‘ 100 2.14 1.25 1.3 1.31
¢.90 0.11  0.14 0.21 0.19 u.lé6 : 0.00 0.41  0.20 0.30 0.28
1.40 0.45  0.87  1.61 1465 0.89 . ' { el 2. 3R 1.37 1.65 1.u%
ranl 0.02  0.03 0.04 0.04 0.03 0.01 0.05 0.05 0.G4 0.0L4
2.90 1.26  l.7B  2.55 2.26  0.93 ‘ : 1.50 2.2  L.5i 1.74 1.66
0.02 D.06 0.1 0.14  0.10  0.06 gt 001 0.07 0.06 0.06 .06
2.9% l.6l  2.07  2.61  2.32  0.95 ' 1.92 - 3045 1.68 2.12  1.89
0.3 0.08 0.15 0.14 0.10 .06 : S 0.02 0.10  0.09 0.08 0.07
3.41 2.40 2.95  3.12  2.54 1.07 - T 2480 4,70 2.33 2.49 2.15
0.04 .09 0.20 0.l16 0.11 0.06 - , 0.02 0.15 0.11  0.10 0.04
' -, C2.95 5.1 2.60 2.66  2.1b
0.03 0.17 0.l4 0.11 0.GH
3.61 G2 3,06 2.89 2,29

0.04 0:31 0.26  0.20  0.15

3.76 T.06 2.0 2.9 24,57

0.05 0.26 0419 0413 0.1

I
4

oy —

3.00
C.l2

3.09
1404

2.02
0.17
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TABLE IV~S(1)

200 GEV/C ANTI-FIOTON MULTIPLICITIES

HU BAR

PSEUDNORAPIDITY NRANGE

1.7  2.30  3.19
2.20  3.07  3.97

1.09% 1.60 Lot
O34 0.tg 0ebls

100 lat6T 1.958
0.13 N.18 0.18

1.09 1.3y 1.96
33 Da67 [UR R4

2.71 3.48 l1.61.
1

27 1.473 0.9

}o02 3.29 2405
1.720 1.22 0.76

202 2.10 1.15
1.06 1.00 Ve62

2.68 " 1.37 223
1.79 Le74 1.31

4,06

7.00

3.70
0.20
2.22
0.54

3.45
0.23

L0y
1.67

2.71
le34

100
TABLE IV-5(j)

200 GEV/C ANTI-POTON MULTIPLICITIES

NU BAR PSFUNORAPIDITY RANGE

=0.67 lL.16 2.17 J.14
0.72 1.05 2.4 3.92

1.50 1.01 0.71 1.49 1.56
0.01 0.20 0.18 0.28 0.29

2.50 0.99 1.7 1.78 2452
0.02 0.97 0.79 1.01 1.0)
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TABLE IV~5(k)

50 GEV/C K=-PLUS MULTIPLICITIES

NU AR PSCUGORAPINITY RAMGE

=0.38 17 2430 3.19
1.34 2.20 3.07 3.97

1.19  0.83  0.00 1.26  1.04
0,02  0.2) 0.21 0.238 0.2l
1.75  2.37  1.28 1.75  1.36
0.06  0.60 0.36 0,40 0.30
1.98 2.1 l.34 1.73 Ls15
0.0% V.64 0.41 0442 0.20
2.3¢ 3401 lal6 1.87 1.l
0.04 Lol 0.64  0.56 0435

n.0b
7.00

104
0.19

lebte
0.55

1.37
0.34

lo2

TADLE IV-5(l)

50 GEV/C K=PLUS MULTIPLICITIES

HU BAR PSEUDURAPIDITY RANGE

=0.61 1.l 2,17 J.10 5.29
0.72 1.45 2496 3.92 1.00

lely 0.37  lolé 1.4l 1,26 0.31
0.02 0.18 0.19 0.26 0.21 0.0l
1.75 0.94  1.h7  1.62  1.45  0.45
0.04 0.33  1.32  0.34  0.27  0.33
2.30 1,91 2.16  1.81  1.30 0.42
0.08 0.61 0.63  0.53 34 G20



100 GFY/C K-PLUS MULTIPLICITIES

e pAaR

1.10
0.02

e

0.02

1.43

0.02

«

*TABLE 1IV-5({m)

103

PSFUDURAPIDITY RANGE

1.47
2.70

D16
0.08

V90
0.0%

1.75
0.25

1.79
0.21

2.05
0.23

2.24
0.42

120
.06

1.47
0.11

3.19

3.7

104

TABLE IV-5{(n)
100 GEV/C K-PLUS MULTIPLICITIES

NU BAR PSEUDORAPIDITY RANGE

=0.67 1.16 2.17 3.16 5.29
0.12 1.65 2.7 3.92 71.00

1.19 0.4l 0.62 1.17 1.006 0.n1
0.02 0.08 0.07 0.11 0.10 0.0

1.75 0.64  0.76 1.5  1.36  0.70
0.04 0.36  0.30 0,39 .

2.30 2,03 1.56 1.97 1l.64 0.38
0.08 0.27 0426 .25 0,20 019

2.34 : 1.96 2.01 2.00 1-“7 Q.37
0.09 Q.GZ Q.42 0.380 0.32 .25
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TADLE IV-5 (0} TALLE IV-5 (p)

50 GEV/C PI=-PLUS FULTIPLICITIES 50 GEV/C PI-PLUS MULTIPLICITIES
NU pAR PSEUDORAPIDLITY RANGE ' NU RAR PSEUNORAPIDITY RAMGE
-C.38 1.47 2.30 3.19 4.06 =0.067 1.16 2417 J.14 5.29
REEL 2.20 3.07 3.97 7.00 : . . 0.72 1.85 2494 3.92 7.00
1.00 O.hs 1.25 1.7¢6 1.94 0.99 ’ . + 1.00 0.13 g« 'S L.4¢ 126 G.22
0.00 0.23 Ga23 0.31 0.24 0.29 0.00 0.16 0.19 0.29 0.26 0.0l
1.36 1.0¢u 1.05 1.35 1ol 1.05 4 1.30 D.48 Uedl 1.4 1.19 0.29%
0.0¢ 0.06 0.04 0.05 0.05% 0.01 0.02 0.03 Q.04 0.0% 0.05 0.01
2.14 2.20 1.64 1.78 1.30 le13 ' . 2.14 l.98 1.48 1.03 1529 0.36
0.04 0.09 0.08 0.08 0.06 0.09 0.04 0.006 0.07 0.08 0.06 0.05
2.5H 2.55 l1.74 1.R0 1.19 Lol ' " 2,96 2.04 2415 1.96 1.21 0.32
0.06 0.11 0.10 0.08 0.05 0.08 . ) 0.09 0.10 0.9 0.10 C.00 0.01
2.76 3.52 2.02 1.86 1.1% l.13

0.09 0.17 0.16 0.10 0.07 0.02



100 GEv/C PI-PLUS MULTIPLICITIES

NJ BAR

~0e38
1.34

0.63
0.14

0.9
V.03

TABLE IV-5(q)

107

PSEULORAPIUITY RANGE

let
2.20

0.94
0,14

2.30

108
: . TABLE IV=5(rx)
100 GEV/C P1-PLUS MULTIPLICITIES

NU.BAR . PSEUDORAPILITY RANGE

“0.07 ' 1.16  2.17 316 . 5.29
0472, 41,85 2.94  3.92 . 1.00

.1.00 0.18 0.75 1.40 1.51 0.72
0.00 0.12 0.13 0.19 0.20 0O.14

1.36 . 0.43 0.03 10642 lahd [V
0.02 0.02 0.02 0.04 0.03 0.02

2el4 1.07 l.148 1.84 1.67 0.63
0.04 0.09 N.10 0.13 0.1} 0.03

2.96 2.03 2.17 2.28 174 O.61
0.09 © 0.07 0.11 0.08 0.00 0.04

3.07 2.30 2.47 2.44 l.86 0.62
0.10 0.1l 0.17 0.12 0.09 0.06
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TABLE IV-5(s)

100 GEV/C P1-PLUS MULTIPLICITIES

NU DAPR PSFULNRAPIDLITY R

0.56 2.13 2409

235 2.90 3.462

1.00 1.6V 1.10 1.24
N.00 0.613 0.35 0.40
1.20 2.34 1.39 1.56

. 0.02 0.09 0.006 0.07
l.36 2.56 .36 1.63
0.02 0.1 0.08 0.08
1.74 540 tavl 1.04
G.03 0.39 0.18 U17
2.14 3.6 1.93 2.03
0.Nna (VP B 0.17 O.lB
2.48 4.49 2.03 2.N2
0.06 0.23 0.17 O.16
2.96 4.00 1.82 1.82
N.07 0.40 .23 0.18

3.07 5.06 2.17 Zel3
0.10 | 0.%9 0.248 0.26

ANGE

2435
4.13

.17
0.00

2'34
0.0¢

110

TABLE IV-5(t)
200 GEV/C PI-PLUS RULTIPLICITIES
NU BAR PSFULORAPILITY RANSE

=0.30 Lot 2430 317
1.34 2.20 3.07 3.47

1.00 0.16  0.17 0.87 0.6l

0.00 0,42  0.19  0.21  D.23

1206 1,07 1.0%  1.51  1.533

0.02 0.11  0.08  0.11  0.12

1,36 0.96 1.02  1.48 1.6l

= " Q.02 0,04 0.0 UG 0.05

1.70 1.61  1.25 1.92  1.88

0.02 0.12  0.10 ©.13  0.13

1.94 l.bu 1a3% 1453 165

0.03 0.4t 0.28  0.32  G.3l

2.14 2.6 1.76  2.11  2.0)

Qe Q.4 0.31 % 035

) 2 2.36 1.86 Pwi2% )

0.05 0.29  0.24 0.726 0.24
1

: 2.40 2.42  1.9% 2. 2.24

! 0.06 C.05 50 0.52  0.51
]

l 2060 T 2.3 1.TT 2432 1.67

0.04 0.39 s 3G [ D.29

2.56 2.70 2.03 2.69  2.73

Q.09 0 b GO 0.63 057

2.9 3.67  2.59  2.51  2.26

0.09 C.31 0.2z 0.22  0.18

3,07 2,97 3,128  2.79 2.6%

\ 0.10 0.47  0.34 0.31 0.27

4.10
G.08

3.54
0.5%

LR:)
0.41
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TABLE IV-5(u) ‘ Ll ¢ - B _ : - TABLE IV=5(v)

200 GEV/C P!=PLUS MULTIPLICITIES 200 GEV/C PI1-PLUS MULTIPLICITIES

HU BAR PSEUNURAPIUITY RANGE I . o - "NU BAR PSEUDORAPIOITY RANGE

~0.87 .16 2.17 3.4 5.29 ‘ : . ' 0.56 © 2,13 2.65 2.35  4.16

9412 1.37  2.96¢  3.97 - 1.00 L o - 2.35  2.90  3.42 413 7.00

1.20  =0.15  0.3C  0.90 1.i8 =-G.04 ' v 1,00 2.80  0.7L° 1,75 1,48  2.72
0.00 .43  0.17 0.31 0.32 0.7l - _ . . 0,00 1.37 0.39  0.43  0.42  0.6%
1.36 . 0.46  0.A6  1.52  1.61 "1.13 . - I s 1,26 2,27 1.3%  1.47  1.52 3.11
0.02  0.08 0.06 0.10 0.1 0.12 - . S 0.02  0.18  0.10 0.11 0.12 0.26
2.14 1.0l 1.39  2.04  2.18 . 1.25 1.36 . 2.38  1.38  1.59  1.50  3.25
0.04  0.11 _0.18 0.22 0.23 0.2l 0.02  0.23 0.13 ©.15 0.15 0.19
2.4 1.9 1.80  2.36  2.07 .21 1.70 3.10  1.62  1.90 1.76  3.27
0.06 0.3} 0.36  0.42  0.37 +-0.21 0.02 0,30  0.17 0.18 0.18 0.42
2,76 1.94 17T 1,66 1482 1.15 2.16  4.06 2,05 2.02  1.86  3.8%
0.09  0.25 0.25 0.26 0.22 0.22 0.04  0.43  0.22 0.22 0.20 Q.67

2.906 6.52 2.67 3.17 2.01 3.83
0.09  0O.48 0.44 0.43 0.36 V.09

3.07 6495 2.40 3.37 . 2.10 3.2
0.10 Q.75 0,33 0.34 0.27 Q.60



113

TABLE IV-5(w)

200 GEV/C PI-MINUS HULTIPLICITIFS

HU EAR

PSLUNORAPIDITY RANGE

-0.38 1.67 2.0 3.19
1e34 2.20 3.07 3.91

0.54 0.96 1.28 Lot
0.12 0.12 0.15 0.106

Q.27 0.75 1.35 1.49
G.03 0.0%4 0.0% 0.006

Qa6 1.01 162 Y50

U.nl G.01 0.2 Q.02

1.44 1.37 1.79 l.76
0.0% 0.04 0,05 0.05

2.6 1.464 2.14 ?2.00
0.13 0.11 0.12 0.12

2506 1.688 2.20 l.u8
0.11 0.12 0.11 0.07%

114
TALLE IV-5(x)

200 GEV/C PL-MINUS MULTIPLICLITIES

NU BAR PSLUNDRAPIDITY RANGE

=067 l.1G 2.17 3.14
Oel2 l.gih 2. 44 3.92

100 0.15  0.51  0.90  0.93
0.00 0.10  0.1L 0.1% 0.7
1.36 st Dl lake  lwbl
0.02 0.G2  0.02  G.03 0.0
2.14 W97 i P 4 V=87 1.49
0.04 .10 0.10  0.10  0.12
2,48 . 1.33  1.61 2.16  2.02
0.06 0.6  0.11  0.11  0.09
2.96 1.93  2.30 2.53  2.12
0.09 0.06 0.1l 0.09 0.06

5.2
7.00

1.09
Jell



TABLE 1IV-6{a)

MULTIPLIICITIFS IN ;RUTJ\*-UC\EUS INTERACTIUNS AT 3O CEVI_’:

RJ BAR PSEULCRAPIDLTY AANGE Y sULT
—0.57 =3.3¢0 3.5 0.7¢2 1.39 La99 2.2% .70 3.0¥ 3.)8 4.08 5.28
-C. 34 0.56 04553 1.339 L.99 2.¢5 2.76 3.08 3.4 s.ce 5,28 3.0
1.0 0.06 0.0 0.17 u.%8 1.23 C. 48 0.56 0.36 Q.44 1.02 0.6% 0.23 $.69 1o
0.0 0.12 0.24 0.15 Cel5 0.19 0.1l Q.13 0.10 0.09 0.l6 0. 16 0.2) 0.51 [
w
1.50 0.06 0.13 0.28 0. 52 Q. 9% 0.«9 1.01 0.39 0.406 J.8% 0.6% 0.8 4.40
0.0l 0.0) 3.6 0.04 0.0& 0.G9 0.05 0.1C 0.06 0.04 Q.07 0.l1 0.Cl .23
2.%0 Q.14 0. 9) 0.57 0.98 1.55 0.69 1.2» 0.71 0.58 0.97 0.60 0.31 27
0.02 0.06 0.12 c.a3d 0.12 .15 0.ds8 0.1} 0.08 0.05 0.09 Q.23 0.07 0.4)
3.81 O.Z‘r- 1. 60 0.92 1.52 2.28 Q.89 1.38 0.76 0-51 Q.80 0.53% 0.24 11.87
0.04 .10 a.2) Q.15 0. 21 0.27 (o Q.16 0.10 Q.04 0,10 0.24 0.02 0.57
.
o - . .
- -
‘
.
i TABLE IV-6 (b)
RULTIPLITITIES IN PROTAN-AUCLELS LWTERACT IQuS AT 100 GEY/C
NU B8AR PSEUCIAR [OITY RaNw51I Wy AULT
-0.67 =0.34 C.5% .92 1.32 1.99 2.25 2.16 3.048 3.3¢ 4-04 5.28
-n.3* 3.56 5.92 1.39 1.99 283 2.76 3.C3 3.38 ~.2% 5.28 7.29
1.00 ~0.01 Q.35 Q.24 0.52 0.93 0.a7 0.97 0.57 Q.51 .1y 1.33 U. 58 7.35
0.0 [ 0.0y 9.09 0. 16 0.19 Q.10 C. 1% 0.12 0.11 0.1% 0.20 Q.08 0.48
1.30 Q.05 0.3% 0.28 .33 Q.94 Q.50 1.04 0.87 0.59 1.17 1.C4 0.49 7.72 z
0.01 Q.01 0.0} 0.63 0.vs a.ce 0.04 0.08 0.03 0.04 0.06 0.06 0.02 0.16 a
2.53 0.13 .82 a.3% 1.05 1.71 0.78 1.47 c.a7 0.75 1.42 0.96 0.51 11.3)
0.02 0.0% 0.6 0.07 G.1¢ 0.15 0.08 0.11 G.08 .07 0.10 0.10 0.03 0.32
3.61 c.2r 1.65 0.93 1.65 2.52 1.0% 1.76 1.00 0.8) l.44 1.09 0.%9% 18,75
0.0% 0. 03 Q.12 0.39 Q.17 0.20 0.10 G.12 0.09 Q.07 v.10 Q. 09 0.9} 0.38
3.78 0.32 l.87 1.co 1.74 2.69 1.13 1.89 1.07 0.83 1.3) 1.34 .43 15.94%
0.03 o.ar J.18 0.12 0.21 0.2 Q.13 0.17 0.10 0.09 0.12 Q.12 0.0% 3.5




TABLE IV-5§{c)

RULTIPLICITIES IN PROTIN-NUCLEUY INTERACTIUNS AT 200 SF/C

KU aaf POYECUCRAPICITY 4 4NSE RV KULY
b-0.57 <3533 9.5¢ .42 G d™ Vead 2.25 2.73 €y 3.38 4.08 Se29
FoLs c.58 n.92 1.39 1.%2 Zore 2.6 3.u4 3.38 4.03 5. 2F T
-
1.02 —-0.01 0.0 0.15 .37 0.7 0.7 c.et 0.5% 8.5¢ 1.2) 1.57 0.93 1529
0.0 0.04 2.1 0.05 Q.12 .12 v.G7 0.12 0.09 C. Q08 Q.14 Q.22 C.10 > T X |
" —
1.50 0.0¢4 0.3 0.217 C.%3 0.56 0.51 1.08 0.72 0.67 1.%50 1.82 0.90‘ G.34 B
0.01 c.Gl 9.3 0.02 0.04 0.G5 Q.03 C.06 G.C4 0.04 0.07 Q.11 0.03 J.18 =
2.50 0.14 0.87 0.58 1. C6 1.76 0.8%4 1;64 1.05 0.94% 1.99 2.21 0.94 14.01
0.02 0.03 0.0o 0.05 0.09 0.12 0.87 C.ll 0.08 0.CI 0.11 0.20 0.04 Q.34
2.95 0.19 .07 C.68 1.25 2.02 0.93 1.74 1.G9 0.93 1.99 04 0.97 14.35
¢.03 0.04 . Q.09 Q.06 0.11 0. 14 C.ul 0.12 0.0¥ 0.0: 0.11 O.l6 0.05 0.3
3. 61 0.23 1.69 0.97 1.74 2.71 l.12 2.08 1.25 1.09 16 2.23 1.04 12.67
0.04 0.05 .12 0.0a G.15 0.19 0.0% C.14 0.09 l.0¢ 0.12 0.15 D.CS' G.4C
2 _— |
- P
.
|
- 1
- ) -
TABLE 1V-6(4)
MULTIPLICTIIICS I ANDI PROFON-NUCLEUS INTERAZTIINS AT 2050 oiv/
K} baf. PSEUDCRAPIDLITY :LANJE my SJLT
-0.64 -%. 3o .50 [ 1.33 127 2.25 s 16 3.03 3.38 4.0 5.28
=03 . %y i Y 59 1. 89 w9 Lox T8 Nou T N o2 £.29 bR g Fhi
1.50 0.1% 2.55 .24 L.62 0.77 0.45 G.y8 Q.LY 0.63 1.43 1. 69 l1.20 9.1?
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TABLE IV-8

Summary of Average Charged Multiplicities

Beam Energy Target

50 G\ H
C
Cu
Pb

100 Gev H

. c
Cu
Pb

200 Gev A

i00 Gev e

o} |
Ag
Pb

5.24%.27
€.402.23
9.27%.43
1567257

6.24%.16
7-72%.16
11.00%.32
34.75%.38
15.941.50

6.94%.20
9.34*.18
14.01%.34
14.95%.24
18.47+.40

P

7.41%.66
9.19t.59
13..49%2.2%
17.95%2.12
16.04%12.83

<n>

K*
5.82%.56
6.31%.52

9.26%1.45
11.35%1.29

6:032.30

6.32%.33

6.8951.10
12.92%.79
12.938.33

-

n+

5.77%.20
6.54%.18
9.76%.30
11.26%,36

6.91%.18
7-86%,15
10.29%.26
13.217,:30
14.57%.39

T:71%:30
9.43%.27
13.61%.77
14.31%.70

" A617t. 61

n

7.61%.33
8.99%.29
12.60%.52
13.86%.40
16,31%.49

TABLE IV-9
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Comparison of Average Multiplicities in Hadron-Proton

Reactions.

HBC Refers to Hydrogen Bubble Chamber.

Beam

50 GeV/c proton
106 GeV/c proton

102 Gev/c proton

200 GeV/c proton

205 GeV/c proton '

50 GeV/c at

50 Gev/c n
100 Gev/e nt

100 GCev/e 7
200 GeV/ec w
200 GaoV/c
205 GeV/e ¥
100 Gev/a K'

HBC
this
this
usc
unc®
this
HBC
st
this
unc®
HBC
this
e

this

* this

uoc?
HBC
thise

expt

expt

expt

expt

expt

expt

expt

oxpt

Average Multiplicity

5.35%0.11
5.24%0.27
6.2410.16
6.49%0.10
6.32%0.07
6.94%0.20
7.68%0.07
5.89%0.06
5.77%0.20
5.78%0.04
6.80%0.14
6.91%0.18
6.79%0.08
7:77£0%30
7.61%0.33
8.02%0.12
6.65%0.31
6.03%0.30



TABLE IV-10 TABLE IV-11

Comparison of Average Multiplicities in Comnarison of 100 GoV Pion Results

Hadron-Enulsion Intecractions From the Two Parts of Thig Experiment

Beam ' ' <ng> . <n> this expt Terget Avcrage Charged Multiplicity in 0 < 1il®
50 Gev/c p T A g.o1 1 .27 Pcéipér?icggis Pa;;pgrzicgiis
67 Gev/c p 5.3 & .2* ey Ho 655 & .2 6.69 * .2
5,5 & .28 =S5 (o} 785 % 1 7.81 ¥ .2
100 Gev/c p ki 11.28 ¥ .22 Cu : 5.2 % A 10.18 ¥ .3
200 Gev/c p 1,5 ¥ a0 13.36 * .25 Pb ' 12.4 % .2 ‘ 12 ¢ 2 .2
13.6 * .5° = u C 11,7 % .2 : 14.28 % .4
13.8 £ .28 - '
13.8 ¥ 2" e k ,
50 Gev/c x* - 9,02 £ .23 ;
60 Gev/c x¥ 8.6 ¥ .2° ---
100 Gev/e n* - 10.4y ¥ .21
200 Gev/e 1" - 12.92 * .30
200 Gev/c d.8 ¥ A% 12.46 £ .37
13.9 % 2% -—-



Beam

£0 GeV/c ¢
100 C»/c p
200 GeV/c p
200 Cev/c p
50 GevV/c K
100 GeV/c K
50 Gev/c =
100 GeV/c »
20v TeV/e 1
200 GeV/e ¥
All pand ¢
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Results of Fitting to R, = r+bv

(£ i+ I+ 1+ 1+ I+ 0+ 01+ t+ 0+

"+

.07
.04
.04
.16

#23

.12
.06
.04
.07
.07
.02

0.53
0.63
0.57

.75

o o

.83
0.53

b

+

1+

i+ 1+ 1+ 1+

1+

0.49 % L4

.02
.02

.04
.03
.04
.04
.01

Erxor on RA

24188
1.4%

1.2%

X
0.3
0.7
1.8

0.1

_ 2.3
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TADLZ IV-13

Results of Fitting to R

A-

a

th

Beam Rl = Error on Rp xz

50 GeV proton 0.89 * .04 0.16 % .01 2.7 6
100 GeV proton 0.88 ¥ ,02 0.18 % .01 1.3% 19
200 GeV proton 0.92 % ,02 0.18 * .01 1.1% 13
200 Gev anti-proton 0.93 * .08 0.16 * .03 7.0% 1.5
50 GeVv kaon 0.89 * .08 0.12 % .03 7.1% 2.3
100 GeV kaon 0.91 % .04 0.24 % .01 3.6% 4.6
50 Gev u" 0.89 * .03 0.14 * .01 1.7% 16
100 Gov n* 0.87 * .02 0.14 * .01 1.7% 22
200 Gev nt 0.92% .03 o0.14 * .01 2.1 4.6
200 Gev n” 0.89 * .03 0.16 % .01 1.6% 7
All p and x 0.90 ¥ .01 0.16 £ .003 0.6% 17
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- FIGURE IV-4

-FIGURE IV-3
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FIGURE IV-7
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FIGURE IV-~9
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FIGURE iV-1ll
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FIGURL IV-1l8

FIGURE IV-17
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FIGURE IV-20
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FIGURZ 1IV-21
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FIGURE IV=-25
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FIGURE 1IV-27
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FIGURE 1IV-28

Energy Dependence of the Proton Data for 7 =2
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FIGURE IV-29

Rapidity Distributions of Proton Cata for 7= 3
3|— with Hydrogen Distributions subtracted
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‘ |
CHAPTER V. ; Before\a comparison of the theories with experimental
COMPARISON WITH MODELS i data is undertaken, some cautionary remarks ave {n crder.

The assumptions of soma thcories are obwiz.sly invalid in

The discussion here will be focussed on those models ; . the energy range of 100 GeV. These assamnptions represent
of hadron interaction that make definite predictions about . the belier, not always founded on solid evicence, of th
hadron-pucleus collisions. They include the hydrodynamicl ' . authors of these models as to what should or might hazzen in
and energy flux cascade m00018,7 the two-fireball modcl,10 i ' the oft-mentioned but ill-defined asymptotic enlrgy range.
the parton® and multiperipheral models® and Reggeon field ' | One oby lous cxample is the flat and constant rapidity
thcory.g The last 3 are very similar in their simplified ~ platcau that is assumed vo exist in proton-proton iarer-
forms and will be discussed together as though they were ) > actions. Thiz is an input to the simplest verwion of tle
identical. The cohcrent tube modcl58 will be examined for . ; J encrgy flux cascada model, and is an immediate result Jn the
the sake of comparison. An interesting idea due to ' multiperipheral model. llowever, there is no ouvious pluateal
BilaTkowski, Chiu and Tow59 will also be discussed. The oo » ‘even at the energies oI the CERN Intersecting
above by no meang exhausts the list of all modcls.Go ’ ' ' . Storage Ring (151); furthernore, the height of the central
It should be emphasized that the discussion will be L rasgion increases w'ih erergy.

ccnducte ; ; i ; :
cd almost exclusively at a qualitative and gsomctimes rnother examole is the energy dependence GE g

naive level. Orly the simplified versions of the models proton-proton average multiplicity. It is cftern assured

will be considered. The discussion of the more sophisti- T to be given simply by <n>=b 1ns. Tut at 100 Gev, the
cated versions and the fitting of their free parameters % correction to this formula is sukiztantial; i.c.

have beer undertaken by the proponents of these theories : <n> = a+b lns is a rnuch better Iit to tha éaf: ana'7§T is
and can be found in the litcrature. Some of the results ' ' not small at 1CO Gev.Cl N
and their references are contained in Appendiccs X through & . Models and thcories tend to idealize and ovez-

XV.  Until ‘the models have been developed further and the ' pimplify situations as indccd they must. It then becomed

data have become more precise, such a course of action is ' ) important to examine the applicability of there idealized

anly mazginally daatesctive. eituations to actual experimental conditions. The hydro-
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dynamic and energy fluxAcascude models assume séme kind of
->2a.r3l collision as the norm. The beam pcrticle and the
turget nucleon coalesce into 1 single object which eventually
evolves into the final state hadrons. The multiperipheral
model aﬁd the two-fireball model assume that pevipheral or
graziny zollicions are dominant. Something resecmblina the
initial hadrens are present ohortly after the collision.
Nature'a way of doing thin~e is pzeobaLly i{inre:mecdiate

betwean th~se two extrcmes.

Hence, comparisons of theoretical predictions with
the experimental data may pertain more to the assumptions
of th~ mode) than its dynamics.

With ths exception of the coherent tube model, all
the models that ere considexed here have one properiy in
common. They assume that there are multiple collisions in
a hadron-nucleus interaction. The identity and the
propertics of the object(s) that undergo(es) these
collisions are, of course, model depcendent. These modols ‘
are somctimes lnown generically as models with "repeated
collisions.™

All the models have a built-in mechanism for
suppressing the catastrophic cascading4within a nuclecun
that necessarily results from the instantaneous production

" of the tlnél state hadrons. This is achieved in various

wvays, which sometimes differ only semantically.

173

The hydrodynamic and energy flux cascade models
postulate that the immediate product of a nadronic collision
must act as a single object, which can only be described
by collective variables since the many final state hadrons
cannot fit into the spacc occupled by two Lorentz-contracted
hadrons. The degreecs of freedom are thercfore suppressed

and particle cascading avoided. The two-fireball model may

. be considercd as a special case where the collective varia-

bles to be used are the same ones that described the initial
state hadrons.

Thae parton model asscrts that the constituents
(partons) of the final state hadrons exist immediately after

a collision. There is no packaging difficulties since the

'partons are assumed to be point-like. lHowever, “the time

required for these constituents to re-arrange themselves
into physical hadrons is large. And gince the properties of
the partons are different from hadrons, cascading can ke
easily avoided.

The coherent tube model neatly sidesteps the entire
issue by equating a hadron-nucleus collision at one energy
with a hadron-nucleon collision at another (higher) energy.
Cascading within a nuclecus is, by assumption, imposyible.

Beyond this one common bond of a weak atomic number
dependence of the average multiplicity in a hadron-nucleus

collislon, the models are different and few general state-
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ments can be made that apply to all of them. Attention will
row be fccussed on these models individually., Their predic-
tions on hadron-nucleus iateractions will be compared with
the data of this experiment. Constralnts imposed on these
rodels by hadron-nucleon results can be found in the
Appendices where the models are discussed in greater detail.
Landau's one-dimensional non-viscous hydrodynamic

0.19

mcdel predicts that Rp=h and that Ry is ecnergy indepen-

= and exhibit

dent. The data are best fitted by RﬂcO.QA
a very slow but definite increase with energy. The pseudo-
rapidity distributions can be fitted by letting the velocitf
of sourd ¢, to be a free parameter, c02=l/7.5 yields a
recasonable fit. MNote that this valuec for the veloclty of
sound is not that used to predict an A0.19 dcpeﬁdcnce;
c°2=1/3 was uscd. In its simple form, the model predicts
that all hadrons bchave alike and should have the same mul=-
tiplicities and inclusive distributions. This is a result
of not considering the conscrvation and other effects of
quantum numbers (hesides cnergy-momentum) . Further discus=—
sions on the hydrodynamic model can be found in Appendix X
The energy flux cascade model predicts an encrgy
independent RA=2/3+1/33. The data are best {itted by
RA=0.43+0.565 with a weak energy dependence. The extra
multiplicity from the repcated collisiong arce expccted to

populate only the lower 1/3 of the rapidity distribution
7 .

!
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at all energies. This is in disagreement with 4he data.
However, the predictions are sensitive to some input paraa-~
eters and the model cannot be ruled out. Sce Appcnaix bad
for a more detailed discussion on Zhe energy flux cascade
model and the variations in its prédic:iohs lor diiféerent
input paramcters.

The family of parton-multipériphcral rodels make
mostly qualitative predictions, which are in reasonable
agreement with the data. TFor exarple, the increase in
multiplicity as a function of the atomic numcer of the tar=-
get nucleus 18 cxpected to be distributed over essentially
the entire rapidity range with the enhancement being most
prominent in the target freagmentation region. Even though
the data have no obvious central and fragmentation regicns,
the pseudorapidity distributions can be describzd thip way.
More definitive comparisons can only Le made with specific
versions of these rmodels. This is done in Appendix XII.

The two-fireball model predicts an energy-indegendeat
RA=1/2+1/23 which is ccmpatible with experimental results.
llowever, it would be very surprising that tae agymptotic
predictlon should hold at the energy xance under coasider-

ation. In principle, RA as a function of v should be

different for p, K and m becams, but the predicted differ-

cnces are smallexr than the cxperimental uncertainties,

See Appendix XIIT for further comments cn this model,
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The ccherent tube model predicts RA-AI/\z, which is
to be compared with the experimental result of RA"0.9A'16.
The predicted rapidity distributions are much flatter than
ine obse=ved pacudorapidity distributions. llowever, the
'model cannot be completely ignored for two reasons. Firse,
the model’s predictions concern only the produced pions and
cannot be expccted to include the effects of fast knockout.
protong. Secondly,.bccauae of its unique assumptions
concarning the target nucleus, the appzo#imation of y with
n is experted to be much worse than in a proton-proton
collision. Sce Appendix XIV for a further discussion of
this model.

These comparisons of theorctical predictions with
experimental data have been summarized in Tabkle V-1. Only
the predictions at “asymptotic” energies have been tabulated.
The multiperipheral model is omitted from the table because
of the qualitative nature of its predictions.

1t will be ncticed that none of the models is in

complete agreement with the data. This is not surprising.

It rypears that all the models can be made compatible with
1te data bf iudiclcus modifications to the thcory, as noted
in Appendices IX through XIV. These modifications are, of
course, more serious with some models than others, GSuffice
it to say that none cf the above models can be definitely

ruled out, rni’ is there a clear favorite.

sode . 5

" ward by BiaXkowski, Chin and Tow.
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An interesting and novel hypothesis has been put for=
= Hadrons are assumed to
be produced instantancously but cannot initiate a hadronic
cascade because they are "immature.™ The maturity rate,
which is characterized by some time scale 1, is enhanced in
the presence of strongly interacting particles. This is
assumed to be an intrinsic property of hadrons, whose cross=
scctions now have a time-depecndent factor (l-e-t/r). The
data of this experiment can be fitted by picking an
appropriate "induced maturity rate.® Appendix XV contains

a further discussion of this hypothesis.
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CiIAPTER VI

Thé :e:uits of this experiment (in the energy :angé
50 19 200 GeV) can be summarized as follcw:s
(1) The average charged multipilcity fn hadrdn-
nucleus collisions depends linearly on the

Ag -
parameter v(=——hﬂ),i.e. <>, wc+dy where *he

9hA hA
values of ¢ and d depend cn the identity of the
beam varticle as well as the beam energy.
{2) In proton and pion initiated reactions, the

relation between the multiplicity ratio

<n> 3
R, (s A
<n>

A hi
represented by a-universal energy-independent
function: R, = (0.43%0.02) + (0.56%0.01)v.
The kaon and anti-proton data are also consis-
tent with this paramcterization.

(3) The shapesof pseudorapidity distributions appear
to depend only on the parameter y.

(4) The increase in multiplicity as a function of
beam erergy is predominantly in the region of
high pscudorapidity. ' . ‘

" (5) The incrcase in multiplicity as a function of
the size of the target nﬂcleus is confined to

the region of low pseudorapidity.

) and the parameter y can be adeguately
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(6) " The region of this enhancement increases with
beam enerdy and extends to higher values of
pseudorapidity.

(7) The dispersion and the average charged multiplice.
ity in pion-nucléus collisions are lincarly
related: Dn0.5 <n>. This parameterization is
also consistent with n-p data. .'Heavy liquid
bubble chamber results and the data from emulsion
experiments suggest that this relationship also
holds for other beam particles.

While these results are not explicit confirmation or

- refutation of any particular model, they impose constrainta

on the theoretical pictures of strong interaction. The

‘first three points indicate that v is probably a relevant

parameter. This favors models which have repeatecd colli-
sions between nucleons and a projectile that retains the
quantum members of the beam particle throughout the entire
interaction.

The last point argues for a non-zero rapidity
corraelation. f2 (uD2 -<n>) would be zero in the absence of
all correlations. The fact that R, does not dacrease with
energy (point (2)) and the fact that the target-depcndent
part of the pseudorapidity distribution goes out in n as
tha energy increases (point (6)) are indications that there

are explicit long-renge rapidity correlations.



1t appears that hadron-nuclcus experiments offer a
unique way of probing the early dcvelopment of hadronic
interactiona and are capable of putting constraints on models
of hadron-hadron collisions. It 1is unfortunate though ex=
pected that a "first gecneration” experiment cannot com-
pletely refute any of the models.

Future expcriments on this subject should ba more
sophigticated. However, the general approach should s£ill
be dictated by an attitude of scarching for information ;s
opposed to attempting to confirm or refute one particular
theory -- there is little evidence that any theory at
present cdeserves such attention. This may be contrasted
with one's attitude towards quantum electrodynamics (QED).

Several approaches are possible and there is no
a priori reason for picking onc over another. For example,
the progerties of onec of the secondaries can be examined
in great detail and the associated pseudorapidity distribu~
tion mcasured. The leading particle or a high Py particle
appears to be a logical candidate for thae one sccondary
studied in detail. _

Another possible approach would_involve identifying
the protons amorng all the secondary pﬁrticlcs, gince models
are usually incapable of predicting the behavior of these
knock-out protons and concentratae instead on piona. Such

an experiment has becn proposqd62 for ;he SPS facllity
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at CEDNN.

The study of 2 particle corrclations is useful.
However, it probably nceds to be done with rapidity as the
variable; vscudorap’dity is not necessarily a recasonable
approximation. ‘Jhere is no fundamental reason to bcligve
that tho correiacion furction {r pscudorapidizy should at
all resemble the corrcl-tion functioﬁ in rapid.ty. In
fact, the validity of such an approximation reguires !
knowledya of the rapidity correlation furction and the
transverse momentum distribution.

The sinultancous measurements of 2 sets of 4-mementd’
sre certainly willin the capabilitics of present-day
‘techniqucs. Jowever, such an undertaking may nct O
practical. One could use large acceptance spcctfo:utcrﬁ.
Howcver, the existing devices do not have the resclution
required by the high average mult.plicitice ﬁZlS-ZO chzrged
secondaries per event). Two spectrometers vith s.aall
acceptances can avoid this problem. The low ratcs of such
& set-up are unaccceptable for éxperiments intencéd as
surveys. IE appears that the measurements of 2-partinie
rapidity correlations as well as rapidity distributicas
have to await the development of new dctectors.

A third approach is the measurement of multipligity
distributions. The widely-held belief that XKNO s:alin963

is patisficd in hadron-nucleus intcractions is founded on
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less-than-overwhelming evidence.

Obtaining the (pseudo)rapidity distributions for low=-
124 high-mvitiplicity cvents can scrve to test and differen-
tiate between the various versions of 2-component models.
Thie is possible with the data from this experiment. How=
ever, the conciusions will probably be clcouded by the
ambigvitive in the definition of a "low-multiplicity" event.

towever, before embarki:g on any of th~ proposed
experimentn, ore needs an answer to the 1hportant question:

Ia there anything to be learned from the short~time behavior

of a hadronic system that cannot be learncd by suudylng only

the »cywy totic final state? An unambiguous and uncquivo-.
cable answer Jg highlv model-dependent and involves pura
specviation. It will be arcued, with ‘he 2i’ ~f an analegy,
that such a investigation has great potentigl;

Congider the (almost) elastic scattering of a ping
pong ball from a ping pong table. By observations of the
unaid~’ eve am well as by examining the pictures of this
interaction teken with the aid of strobe lights, it is
generalily believed “hat t¢he ping pong ball and the table
actually make contact. The ball beccmes squashed in the
process. It then regains its sphericél shape as it re=-
bounds from the table. The scattering is a result of
actual physical contact betwecen the objects and momentum

is transferred in the deformation process.
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If tha people who investigated this phenomenon were
restricted to examining the asymptotic states (i.e. the
ping pong ball approaching and receding from the table) our
understanding of the scattering process might be gquite
different. If these carly investigators were sc restricted
(eay, by the lack of stroboscopic equipmcnt.and/or Poor
eyesight) and if they were ecquipped with today's models
of hadronic interactions, it is not inconceivable that they
might conclude that the scattering is best described by
the exchange of a Pomeron or some eguivalent object. This
would set physics (and the game of ping pong) back many
years.

Few pcople today subscribe to the view that ping pong
ball-ping pong table scattering is mediated by a Pomeron,

because the immediate vicinity of the interaction can be

‘and has been examined in detail., The results of these

‘investigations have led us away from such a picture of the

gcattering proceéa.61

The analogy with hadronic interactions is, of course,
not perfect, but this exampla of an everyday scattering
process sorves as a rather persuasive argument for con~

tinued research into the early behavior of hadronic systems.
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will interact at all with the nucleus. Hence
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APPENDIX I

Definition of §

vV is defined as the average number of absorption mean

free paths that a given target nucleus presents to an inci-

‘dent particle. Equivalently, it is defined as the average

number of absorption collisions that the incident particle
undcréoes as it traverses the nucleus, provided that the
incident par(icle (or an exact replica of it) re-emerges
from each of these collisions. The proviso appears to be
incompatible with an absorptive collision, but it is essen-
tial for the two definitions to be equivalent. The proviso
simply states that there are no screening effects.

Let 9y be the absorption cross~section of the incident

hadron on a nucleon, and let o, be the absorption cross-

A
section of the same incident hadron on a nucleus of atomic
number A. The probability that the incident particle will
interact with any given nucleon in the nucleus is propor=
tional to One The average nunber of such collisions is
therefore proportional to AUN. The proportionality constant

is simply o the probability that the incident particle

65

A'

Ag
JouN

g
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Notice that the definition of v involves only the
classical concept of a mean free path.l.One should there-
fore be able to calculate U by considering a purely classical
experiment. Take the following. Fill a box (the nuclecus)
with A ping pong balls (nucleons). Let high-velocity
bullets (incident beam) scatter off this box. Further
assume that the box itself i3 transpareat to the bullets.

ranslated to the languﬁge of hadron—nuéleus interactions,
this simply states that the nuclecus is made of nuclcons,
which are bound to one another without an extraneous re-
taining wall. The bullets emerge from each "abscrption”
collision essentially unscathed bccause of their high
velocity. The average number of shattered ping pong balls
is, by dcfinition, V. 1In this particular experiment, it is
obvious that VU ia given by the ratio of arcas (which are

algo the cross-sections), i.a.

ow AX {cross-section of a ping vong ball)
{cross-rection of the box)

wWhen translated to the language of hadron-nucleus collisions,
this gives the formula derived above.

. The actual number of absorption'mcan frea paths that
an incident hadron sces at a given impact parameter is, in
gencral, different from v. Let this value be v. Lot

P(v) be the (normalized) probab§lity of’having the value v,

- w—
)
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“Then
A
v = L vP(v)
v=l

While P(V) depends on the nuclcon distributica withia
the nucleus, v dcpends only on the ratio oflcross~aec:ions,
as demonstrated avove. Given the nuclecon distributipn, one
could calculatao P(v) and also v.

Let the nucleus be represented by a cortinuous nucledas
density p(;). Note that the discrete nature of the nucicons
ig dgnored. At an impact parameter ﬁ, the target thicxnesz
is 1(5), whera

- (+w Ed
1(b) = 5 p (%) dz.
-0
The probability of intcracting exactly v timesz at this imzact
parameter is then given by the Poizson édistribution of mean

s
UNl{b), where ¢,, is the absorption cross-secticn on 2

N
nucleon. Integrating over all impact parameters, cna obtains

tha (upnormalized) v distribution
(o]

( (UNI(Z))v exp(—cwl(z)) 2
d°b

P(v) = vl
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Obtaining the normalized distribution is straight forQard.

This calculation has becn carried out for a Wood-Saxon

disrritv.tion of nuclear ma’cter:66
pr) = py (14 exp (2R))7L

where 8 = (.5 ferni

R= (0.978 + 0.0206 AY3) a3 gormt . .. -,

The furm of o 38 chosen to yield the proper nolmaiizationl

)
g p{r) d3r s A

-]

N

a protor and a piun beem respectively., The rocults of this
talcuilation are shown in Figures A-I-l and a~1--2. The lines
are hand drawn curves to guide the eye. A Monte-Carlo simu=-
lation technique was uped to confirm thesec values of P{(V).
Ihe two calculations agree, Note that even
for the heaviest element available (uranivm) P(1) is the
peak of the distrihbution. 1In other words, the most likely -

value of Vv {3 always 1. This is & result of the diffusa

edge asgumed in the nuclear matter density p(r). The dis=-

o, is assumed to be 32.3 and 21.2 millibarns (mb) for -
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tributions P(v) would, of course, be different if one assumes

- some other form for the nuclecar matter density or if one

takes a model of the nucleus with discrete nucleons.
Knowing P(v), one could then calculate V. The values
of V so obtained are within § % of those obtained using thae

Ao .
formula E—E, where % is taken from Reference 19, The values
A

‘of V used in the analysis of this experiment are obtained

from the latter formula,

In gencral, both P(v)} and V are functions of energy.
However, in the limited range of 50 to 200 GeV, % is
effectively independent of energy. Therefore it follows
that P(v) and V are also independent of energy. The fornulae
for calculating V are given in Table A-I-1, and tne values
of UV for the various targets and projectiles are presented -
in Table A-I-2. Since there are no published E-nucleue
absorption cross-sections at high energy, they have becen

arbitrarily taken to ba the same as proton-nucleus cross=

sections.
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TABLE CAPTIONS

Formulac for v. The proton-nuclecon cross-sections
are the average of 102 and 205 GeV/c data from
Rcfc?ences 43 and 31 respectively. The K-p cross-~—
section is an average of 32 GeV/c data (Refecrence
20) and 100 GeV/c data (Reference 44). The m-p
cross-scction is an average of the results given in.
References 20, 22, 41 and 42. The hadron—nucleus
crosa-scctions arc from Reference 19.

V as a function of beam particle ard target nuclecus.
The tabulated errors do not includo the error on

ON' which is an overall scale factor for cach of the

different beam particles.

FIGURE CAPTIONS

U distributions in protcn-nuclcus interactions cal-
culated with a VWood-Saxon distribution of nucleonyg ==
sce tcxt for §eta11s. The linos are drawn to guide:
the eye. 4

Same as above but for pion-nucleus interactions.
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TABLE A-I-2

Element Atomic No. v(p,p) vxhy Strt,nT)
H 1 ~1.00 1.00 11.00
Be 9 ¥, 3750:2 11055 1.26%.04
c 12 1.50t,03 1.19%.16 (1.36%.04
Al 27 1.92%.03 143519 1.70t.05
T 48 2.29%.04 1.64%.22 1.98%.06
Cu 64 2.50%.04 1.75%.24 2.14%.07
1o 96 2.84%.05 1./92%,26 2.40%,08
Aq 108 2.95%.05 2.98%.27 2.40%,08
W 184 3.47%.07 2.24%.31 2.86%.11
o 207 3.61£.07  2.30%.32°  2.96%.12
u 238 3.76%.08 2.38%.33 3.07%.12

Emulsion 2.45%.05 1.74%.24 é.lzt.os

P (1) (%)

60

30

20
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FIGURE A-I-1
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FIGURE A~I-2
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APPENDIX II

Rapidity and Psoudoranidity

.The longitudinal kinematic variable used in manvy
medels on hadronic interactions is the rapidity y defined as
E + P,,

1 1
¥ =3 1n (m—>7)
< =21

The transverse variable is P, the transverse nementum. The
invariant cross-scction is Ed3c/d93, which can also be
written as (l/n)d3c/dQL2dy. Integrating over P, , ona ob-
tains do/dy, the cnc-particle inclusive cross-section as a
furnction of rapidity. It satisfics the normalization

Sldﬂ.dY,(n)

o ay
where <n> is the average multiplicity,

While the Feynman scaling variaple x = 2?11.//5,
whoro Pll* = longitudinal momentun in the center-of-mass
frame and /3 = cnergy in the center-cf-rass fiame, is useful
for cxamining the high momentum region (l.e., xAl), the
rapidity. y is uscful fer looking at the central region
(i.e. xv0). Figure A-1I-~1 shows the relationship Lotween
% and y fox various valucs of the transverse mass 4 in &

100 GeV/¢c proi  =protca collisicn, whera po= /m2+? 2. rur
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.
p = 0.4 GeV, the avcruge value in a p-p collision, tha region
x>0.5 is mapped Into just 1 unit of rapidity; while the
region 0<x<0.1l ig mapped into 1.5 units of rapidity. 1In
other words, the rapidity variable opens up the central
region while x expands the high-momentum region.

Wille rapidity has the advantage of magnifying the

central region, it has. in practica, a serious drawback. . --

From its definition, it is obvious that one necds to deter=
mine the 4-momenta of a particle in order to find its
rapidity. To do this in a multiparticle experiment, where
there may be as many as 30 prongs, is extremely difficult.
It requireg the ability to track all the particles thfough
magnetic fields to find their momenta. Mass kot vclocity)t
d-t~rminations would also have to be made. Therefore one
Jre '3 a system of Cherenkov counters, time-of-flight
councer3, eleactzoa shower counters, muon counters, etc.,
capable of resclving some thirty particles. The system
must also bé able to recocnize decay products of unstable
gecondaries. 1his lec & formidable task.

raftunalely. the rseudorapidity variablua, n, ia a
good approximatior to y, and its determiuation {nvolvoi orly

the measurement of the polar anglet

n = =ln tan (%)
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The approximation is valid whenever <P*?> >> mz, which holds
on the average. The use of this vuriable greatly simplifiee
the expcrimont. Nelther momentum nor mass determination are
necessary.

The connection between y and n will now be derived,
Thelr Lorentz transformation properties will also be dis-
cussed,

The rapidity y is defined as

E + Pl1

S
E - Py,

1
b'g -2-1n )
Taking the exponential and re-arranging terms, one obtains
the equivalent definitions:

) o/
y = einh-l (—&l)

=1 E

= COs) o
Y cosh (u)
and

- P . -
y = tanh™ 1 (1) « tann 1(511)

2

‘where y = .’m2 + P “ = transverse mass.

The definition of pseudorapidty

n = ~-ln tan (%)

can bo>manipu1ated to give:



and

It should be apparent that the definitions of y and
n are equivalent in the limit mz/PLz becoming very small,
To examine this in greater dotail, use the definitions
Involving inverse hyperbolic tangents.

Expand the inverse hyperbolic tangent in a power
serias:

tanh~l(z) = 2 + 1373 + 155

3 L A |z}<1
P P.. 3 Py, 5
11 1 1 1,11 :
So ( D ) + 3 (—5—) + 3z ( D Y sww
P P,, 3 P, 5
11 ] 1,5
and y = (’E—) +3 () o+ 5 (-E~) o
4
= (2 -,y
P 2p p
P.a 3 2 .4
+32hT a2 By
2p 8p
S 4
oL fud -, By
5 p 2p 8p

+ terms of order (g)s
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2 Pll)n

2'p’ n odd ( P

- 6
+ terms of order (5)

The evaluation of an infinitec geometric serics is well
S

knowni
n
n odd P
2
- (<11 11
( b | FA0Y ( P ) )
P 2
- -3 &)
PPy

To evaluate the other infinite series, notice that

P n P 5
P (2 (H) = (26 (D
n odd P
iy
P D,
Therefore
2 k. 4D
- iX 3. L7 o A1,
.Y n Q(EI) (—5—:*5(5—) \—E;

6
m
+ Ltermg nf order (5)

a

st ®

Byy 2
11
(3 =)

P 2
Pid= =2y 3
[ -4

P
. Since }—%l} $ 1, n is a good approximaticn *o y,
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provided that (m2/P,%)<cl. To check for the validity of
tnts ineqnality, one neceda to find m2/<Pl?>. For pions, this

ratio ‘e about ]/12,16

and thercefore the approximation of n
for y is acceptablo. The approximation is wurse for heavier
particles.  Since hadronic products are prcdominantly pions,
the use of 'n is ‘ustifiable. Wote that one shonld compare
n2 walth ’P;2>, not with <P*>2.

The relative ragnitudes of y and n can be most easily
discerned by examining Py =¥ sinh(y) = P; einh(n). n is
greatcr {s-oller) than y when Pll is positive (negative),
i.e. the absolute value of n is always greater than the
thsclﬁto valur of y.

This has an intcresting consequence. Consider the
center - n -mass rapidity of a proton-proton cecilision. If
this distributlion is indeed flat as the multiperipheral
model would have it, its corresponding pscudorapidity dis-
tribution can be obtained if one assumes some transverse
mon~ntun distribution and can be shown to exhibit a dip-in
the contrsl region if transverse momentum is limited.

Carruthers and Duong-van67

have shown that this dip may not
"heal" for as much as 2 units of rapidity. Similarly, if
the rapidity distribution is Gaussian in shape as predicted
by the hydrodfnamic model, then the corresponding pscudo-
rapidity distribution would appear muéh flatter,

. Under a lorentz transformation along the direction

' where u= tanh™
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of Pll' it can be shown that

»
y+y my+ou
Ls)

and B8 = transformation velocity.

It follows that the rapldity distribution has the same shape
and normalization regardless of the reference frame. Indeed
its simplicity under a Lorentz transformation is one of the
most attractive features of the rapidity variable. The
proof is as follows.
Let Py = E tr,.
Using the definition of y, it can be re-written as

The transformed quantities, by definition, satisfy the

equation

Undor a Lorentz transformation along Pll'

P, +P

* +
" gy ™ Y (1Z8) Pt

»
P‘." P& L P* '
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soy’ = ol pL'z B P "
Now, u = tanh_l(s) - % 1n (348,
Therefore, e'" -‘/%éé = y (1+3)
and e -~/%%% = y{1-g)
Inserting into the equations for Pt.' one obtains
Peiy. - Pt. =~ 0 Pt - e*uPeiy

It follows that y' = y +u
The Lorentz transformation properties of n are moro
qomplicnted, but become greatly simplificed when cortain
assumptions are true. In genoral,
n = sina” (e ,/p)
11774

* -l w -
transforms ton = sinh (Pll /P, )

= sinh"l(y sinh n (148E/P);))

where y and B are the usual Lorentz factors associated with

2

the transformation. If (uz/Pll’

) << 1,’;hcn
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o 2
einh(n™) T y(1 +8 (1 +3%—) ) oinhn
11

o )
= (y(+g) + X2 o) sinn g
Byy

The assumption (uz/Pllz) << 1 implies that n is large, i.e.

sinh(n) = e“/z. This approximation is good to 1% (5%) fecr

particles within 11.4° (25.2°) of the forward direcction.

]
In general, n  nced not be very large. One can still

® § i . a,
solve for n by successive approximation. Taxking the anatural

logarithm on both sides, the lowest order solucion is

2

* s ' !
N =+ In vy + Bl
: Py
2n o+ In (y(148) ) + o —ﬂjl~
11
Note thacu = tanh—l(B) = 1n (Y({1+8))
2
o B8 o uT
BN SN FEF gy 2
11

Making use of tnii =zeroth crier solution, one can thea 1.4

the firot order solution:

1

* -2y

n =n+ u-~ (l-e y 2

12720 4 terms of order (o)
=33



In the average 100 GeV/c proton-proton interaction,
<u2> n 0.4 Gev? and Pil 2 100 Gev?; so the lést torm can be
safely ignored.

Therefore, provided that the energy is dominated by
the longitudinal momentum p11'~n and y transform the same

wayt

y=y+u

n+n+u

vEere u = tanh™l(a). ;

Th* kinematically allowed range of y is most easily

deternined in the center-of-mass frames

el L5 e usionty' '
limax ~ ¥ '° usinhiy ) .

¢* = atnn7?

/S /20
,Imax { Vs/2)

Therefora the full width in rapidity y-2y;a*-2 sinh-llégzb

For Te>), ailah (%) x % eY/2

So ¥ 2in (£5) = 1n (8
) n ( H) (;7)

The maximal value of Y is attained when y = m, i.e. when
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P, = 0. This value of Y is given in Table A-II-1 for pions,

kaons and protons at various beam energies. The approximate

- formula for Y shows that the kinematic limits for different

particles differ by an energy-independent amount. Table A-II-1
shows that this is indeed true.

Figure A-II-2 shows contours of constant y and N in
the P,,-Py Plane. Figurc A-II-3 shows contours of constant
(n-y). The momenta scales are in units of the rest mass of

the particle. When P, 2 2M, y and n agree to within 0.1 unit
of rapidity. Also shown in Figure A-II-3 is the line corre-

sponding to 8 = 0.85. Particles with momenta lying within

" that quadrant of a circle are outside the velocity acceptance

of this experiment.

To test the validity of the approximation of y with n
in actual practice, 100 GeV/c proton-proton data46 were
examlined. Fiéure N-1I-4 shows the rapidity and pseudorapidity
distributions of the reclativistic secondaries (8 2 0.85) of
those events which have 4 or more charged prongs. These
cuts are applied to simulate the conditions of this experi-
ment. The two distributions have similar shapes. The psuedo=
rapidity distribution is displaced slightly to the right of
the repidity distribution. To better illustrate the
similarity between y and n, the frequency distribution of
their difference, (n-y), is plotted in Figure A-II-5.

Figure A-II-6 is the integral disttiSution. For 90% of the
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particles, n and y agree to within 0.3 units of rapidity, and
only two percent of the sccondaries have their rapidity and

pseudorapidity differ by more than 1 unit.

A-II-1

A-II-1

A-II-2

A-II-3

A-II-4

TASLE CAPTIONS

The kinematically allcwed raage of rapidity for
pions, kaons and protons as a function of the
center-of-mass energy /s. E is the eguivalent bean
energy in a protcn~proton collisicon. lNote that

(Y =¥ ) and (Y -Y_) arc independont of energy.
n K n P ]

FIGURE CAPTIONS

The Feyman scaling variakle x versus rapidity
(pscudorapidity) for diifcrent vzlves of (PL).
Contours of constant rapiaity (dashed lincs) and

psecudorapidity (colid lines) in the 2 ?L plaii.

117
Note that the momenta scales are in units of mass.
Contoura of constant (n-y) in the Pll-%L glang.
The guadront of a circle enclosed by the dnshed
linc cxnresponils tn particles with velocity Relow
0.85 and cre thcrefore outside the arceptance of

this expersiment.

* Corparizon of the psecudorapidity distributian (2)

and ropidity distribution (-) in 160 GeVY/<¢ proton=-
proton interactions. A velocity cut of g£>0.85 has

becn apaXied to the data. Aluo events with any
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APPENDIX IIT

The C Counter

The C counter counts particles through a pulse height
technigue. 7J£ cn the averaac one ferticle yields a certain
amcunt of 1ight{'then two particles viil, on the average,
yield twice that amount of light, and rO on. - Tacrefore,
knowing the pulse height distribution of some cvents, ona <an
determine the average multiplicity of these events. The
aly21'tam ig presented in Appendix 1V,

5 pcintillaticn counter appears to bp a logical choica,
for this counter. The laght yield is large, hence the pulse
helight resolution is good. However, it haz a serious draw-
back for this experiment. While all relativistic particles:
give roughly thz same amount of light, & nonrelativistic
particle canrut be distinguished from a large numboer of fast
particles. This is a consequence of the 1/82 dependence of
the ionization rate at low values of B.%2 Since one
might rcasonably expect uome slow multiply-charged nuclear
fragments in a high-energy hadron-nucleus collision, this is
a scrious problem.

The properties of Cherenkov radiugion are well-

known.e3

The light output as a function of velocity is
Jllustrated in Figure A~III-l. The existence of a threshold

vroevents slow rarticles from masquerading as many fast ones.
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The rapid satﬁration of light output above threshold is also
important. All fast particles can be assumed to produce
about the same amount of light. 1In other words, the light
output curve can be well approximated by a step function.
| The choice of fadiators depends on scveral factors.
The amount of light produced, the ease in haﬁdling and
shaping the radiator, and the index of rcfraction are some
important ones.

A gaseous radlator gives the experihenter control
over the index of refraction and hence the threshold velocitye.

This attractive feature is negated by the long lengths of

radiators (and the associated optics) required in order to

- produce enough light. The typically low indices of refrac-

tion result in a small number of photons being produced,
which gives rise to a very poor pulse height resolution.

Liquid radiators can be made much smaller. The need
for the radiator to be shaped and uniformly filled poses a
serious problem.

Solid radiators are the easiest to shape and use. The

' level of light output is also acceptable. The major draw-

back is in having a fixed index of refraction.

The actual radintors used in this experiment were
made of ultra-violet transmitting (UVT) lucite, which is a
solid at room temperature with an index of refraction of

about 1.50. Its threshold and saturation characteristics
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are shown in Pigure A-III-1l. For the sake of simplicity,
the lucite was assumed to impose a velocity selection of
g 2 0.85.

Since this counter was to be used for counting
particles through their pulse helght, uniformity of response
as well as lincarity of response wefe important.

Uniformity of response over the centire cathode sur-
face of the photomultiplicr tuke was achieved by shaping the
radiator so that it was thicker around the circumfercnce .
where the cathode is less efficlent. See Figure A-III-2 for
the design of a typlcal radiator. Radiators of different
thicknesses were used in the experiment in order to deter-
mine thelr effects on the observed multiplicity. None were
observed. Witk these radiators, the variation in pulge
height across the surface of the tube was lass than 10%.

The lincarity of responce dcpends on the choice of
the photomultiplier tube. The RCA Model 4525 photomulti-
plier tube with a S-inch diamecter photocathode was chosen.
This is a l0-stage tube with blalkali photocathode for
high guantum efficiency. The response cuxrves and the
marufacturer's specifications are given in Figure A-III-3
and Table A-III-1. A special voltaqe—ﬁividing resistor
chain was used -- see Figure A-III-4., It had scveral
special features. Tha voltage between the cathode and the

firut dynode was maintained atror nearlthc maximum rated

velue to increase ecficiency as well as resclution. This
was dore with the aid of Zeoner diodes. A sezond reyulated
DC power supply was coanectcé to éynode nunber 7 in orcer to

supply the extra current nceded in the last few stages.

' Capacitors were put between all dynodes to prevent sagging

in high current running, lotc that unlike usual applica~
tions high current could result f£rom not caly high event
rates but also from a high multiplicity per event.

The signal from the anode was sernt into a Lelro)
Reacarch Systems Modol 124 Gated Stretcher. This device
intecrates the charge during the perziod of the gate and then
gives an output pulse whose height is propcrticnal to the
total charge. This pulse wac then digitized by the pulse
helght analyzer. ‘

For the first part of this experimcnt, a Tracecr-
Northern Model NS700 4096-channcl pulse height andlyuzer was
uscd., For the second part of this expcfimcnt, the puylss
height analysis was performed by a LeCroy Rgscarcﬁ Systens
Model 2249 1024-channcel analog-to-digital converter. .A
typical pulse heicht spectrum is shown in Figure A-III-5.
In both cases the lincarity of thuo centire systen was
deternined Lo be becter than approximately 3t (integrall up
to 25 garticles; .Thia waa done with tho aid of pulued
light emitting diodes (LLDu). This calibratlon was sers

formed before and ~fier ecach part of the cxperiment and was
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found to rerroduce itsclf.
According to the manufacturer's specifications, the
RCA 4525 has a rise~time of 18 nano-scconds (nsec). It wase

experimentally observed that the voltage at the ancde re-

turneu t> the gquiescent lovel after approximately 100 nsoc,

Since the counter was situated in the beam and therefore
" responded to all beam p~rticles, this set an upper limit on
the bsam intensity.

whatever radiation damagelthe cathode and the dynodes
Iiight have suffered dﬁring the course of this experiment '
was not observuble in tests on gain and lincarity of
response.

In the construction of the base, care was taken to
keep all the components out of the becam in order to maximize
transmission of the bcam -- see the text for triggering
reguirements. Nevertheless, the counter still presented
10% of an interaction - length to incident hadrons. This was
cxperiventaliy determined by measuring the transmission of
{he beam with thz counter in and out of the beam.

All the counters used in this experiment to measure
:uLLip%icitlcs (as opposed tu trigger counters) were made
of UVT lucite. 7hercfore, thuse counters also had. a

velocity acceptance of 8 > 0.85.

A-III-1

A-III-1

A-III-2
A-III-3
A-I1I1I-4

A-II1I-5
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TADLE CAPTIONS

Specifications of the RCA 4525 photomultiplier tube.

FIGURE CAPTIONS

Cherenkov light output per unit thickness of UVT
lucite as a function of the velocity (or momentum)
of the charged particle traversing it.

Front and side view of the design of one of the
UVT lucite radiators used on the C counter.
Relative sensitivity and quantum efficiency of the
RCA 4525 photomultiplier tube.

Design of the voltage-dividing resistor chain for
the C counter,

A typical pulse heiqht'spectrum obtained with the

C counter. - Notice the clear 3-particla peak.
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TABLE A-III-1

Specifications of the RCA 4525 Photomuitiplier Tube

Quantum efficiency

Cathode material

Dynode material

Dynode atructure

Cathode area

Wavelergth of maximum response
Nurber of stages

Pulse height resolution

25% at 4000 A

Cesium-Potassium-Antimony

Beryllium oxide
Venetian blind

> 15.1 inches?

4000 % 500 A

10

7:5%

(Cs137 source, 3I%x3"

NaI(Tl) scintillator) .
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APPENDIX IV

Obtaining Multiplicity Moments from a Pulse Height

Distribution

Let Pl(x)dx be the probability that the pulsc height
Zrea a pingly-charged relativistic particle ~- the only kind

» particle that will be consldered here -~ is between x and

(&

trti.x)s Then the probability that two such particles will
together yield a puise height x is given by
- ' 1
Pz(x) - g Pl(x-t)Pl(t) dt
L.
Qoo thac El(x) is identically zero when x i3 negative; Bso
tha limits of integration are as shown. hnd 'u general, tne
probabllity that N particles will give a pulue height x is
. :
P”(x) = S Pl(x—t)PN_l(t) dt
a
Therefore a ¥rauwledge of the cne-paztcicle spectrum enables
on: to {ird the pulse-height distribution of an arbitrary
number of particles. Howcvér, the preci=sion with which
these distributions are known decreases with the number ol
particlee N.

vonsider a sample of M events. Suppose theat each of
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ay of these events has one singly-charged relativistic
particle, each of a, events has two such particles and so
on. Then for tnis sample of events, the average multiplicity

is defined as

Ly

L1t 1
D % 148y

134

L izu
<n®s w i

a
i1

Note that the second moment, <n2>, is needed to calculate
the dispersion of the multiplicity distribution, which is

given by

D = V/:n2> - <n>2

To find <n> and <n2>, one would (naively) have to

obtain the a,'s first. This could be done by fitting to

b
tho pulse height distribution of these M events with a
linecar superposition of the various Pi(x)'s. These ai's
can then be inserted into the definitions of <n> and <n2>.
This procedure is correct in principle, but runs into a

host of practical problems.

First note that the distribution Pl(x) }s the only



experimentally accessible quantity among the many Pi(x)'s.
This one-particle spectrum cannot be known perfectly. The
uncertainties propagate and multiply as one performs the
convolutions needed to generate the Pi(x)'s. Errors on the
pedestul of the distribution, 1l.e. the uncertainties in the
zcro of the pulse height scale, have two effeccts on the
Pi(x)'s. First, these derived spectra will be shifted

along the pulse height scale by an amount proportional to i.
In other words, the Nth spectrum will have an error in its
pedestal N times that in the one-particle spectrum. More
importantly, “he pulse height scale beccmes distorted -- an
error on the pedestal also reflects itsclf as an uncertainty
in the gain of the aystem. Actual uncertainties in the gain
used in mcasuring Pl(X) will also manifest itself. Fitting
proccdurce must be capable of determining the pedestal and
gain. This simply introduces two morc unknowns. llowever,
these two unknowns are highly correlated with one another

as well as with the ai's being determined. Morcover, the
problem is not linear in these 2 additioral.variables as it

is in the a An unambiguous solution ig often in doubt.

i's.
Secondly, the maximum number of spectra Pi(x)’s that

are generated and uscd in a fitting procedure is limitecd.
Trirdly, a simple lecast-sgquares fittiﬁg proceduro

will, in general, yield some negative valucs of ai's. Tha

interpretation of thesc ai's and the validity of such a
! -
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fitting proéedure are in doubt. More complicated algozi;hms
can und have been deviced to find non~-negative values of
ai's. The ".i¢-ups" in these algorithms are difficult to
Justify.

It will row be shown that there Is a much simple:
algorithim. A knowledge of the pulse-lheicht mimerts of Py ix)
arnd the spectiuwa under consiceration is sufficient. 1Mo
fitting is required. It will be argued that in ad.icion to
being a more direct and faster calculation this algoritlhua -
affcrds a more iranacealile way of taking inuce account the
uncertainties in the pcdestal and the gain.

Define the average pu15§ height of any spectrun £(x)

by

.o
% L(x) dx
<X>f = ———~&
£} %
13

and_tha dispergion in pulse height by

o

2 2
5 {x —<X>E)£(x) dx
(*]

£ «
S.f(x) dx

Apvly the first formula to PN(x) and obtains
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<x>_ = (x) dx

x( S P (t) Py 1(x-t) dt) éx

[

(.=
i,
S 1(8) 5 (y+t) Py {y) dy) dt_

P (€) (<o 4 +t) at

<> + <x>

N-1 1*

Therefore, <x» =H<x>). Similarly, it can be shown that
.'JN\".‘TDI.

Let £(x), the spectrum to be analyzed, be made up of
3, onc-prony eventi, a, two-prong evénts_and so on. It can
be written approximately aoc a linear supqrpoaitibn of the

Pi(x)'a:
5
f(x) = L ay Pi(x)

The equality becomes exact in the limit of !nfinite
statist..s. The ai's are, of course, unknown &% this voint,.

The averaga pulse height of this spectrum is given by:
- :

& a; g.x P, (x) dx

L P x

{2 X,Pi‘-*’ ax

<x>£-.

i al<x>’,
e ——
E
i%
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z aii
e T,
: M 1
’ <X>
. ‘Therefore <n> = £,
. <x>1

So the avérage multiplicity represented by the pulse height
spectrum £(x) is the average pulse height of that spectrum
divided by the average pulse height of the 6ne—particle
spectrum.

It can be shown similarly that the dispersion of the

" multiplicity distribution is related to the dispersions of

the spectrum £(x) and the ono-particle spcctrum Pl{x)t

2 2 - 2 sz - <m0 ?
DY = <n™> = <n>" » — o
<x>1"

These formulae greatly facilitated the analysis of the data.

The three above-mentioned difficulties in connection with
fitting procedures have becen avoided.

Thoe calculation of the errors on the multiplicity

. moments anre also straight forward. Uncertaintiecs in the

pedestal lead to an additive error in <x>1 and <X>ge

Changns-ia the gain of the pulse hoight analyzing system
lecad to a scale change bctween <x>1 and <X ge This uncer- -
tainty can be taken care of‘by introducing a percentage

~

error on the multiplicity moments.
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puring the course of this experiment, the pedestal
was observed to Se stable to within about half a pulsc height
channel out of a full-scale 512 channels. This was true
(independently) for the two parts of the expcriment. Since
0.1% is much smaller than the ctatistical uncertainties of
the experiment, this effect was ignored.

Similerly, therc was no obscrvable gain change. This
was cdeterrmined by cxamining the ore-particle spectra taken
at regular intervals throughout the experiment. This uncer=
;ainty was also ignored in the analysis.

cor this algorithm to work, two criteria must be
satisficd. First, the entire pulse height analyzing system
zust be uniform and linear. This is essential for the
Pi(x)'a to be calculatcd correctly by the convolution mothod.
The resgonsc must not scturate, otherwica the averago pulse
heights would be systematically biased. These two condi-
tions were met by shaping the radiator (so that the responso
is independent of the trajectory of the particle), by
sclecting a photomultiplier tube with good linecarity, and
by uning a specially designed bace to avoid aaturation_and

engure linearity. See Appcndix III for dctails.
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APTENDIX V

Dctails of the Aralysis for Part I of the Exserirent

For rach run, the eight pualse-heioht distributions
were fitted to obtain the frequercy distribution of the 1 w-
multiplicity cvents, i.¢. those cvents with less thzaa 7
prongs. These fite were restricted to low-multiplz:gty
cvents for scveral recasons. First, low-multiplicity events
were guite abundant and that part of the pulse-height
distribution was ctatistically well determined. Herca the
fits were well behaved. Seccondly, the average multiglicity
and dispersion would eventually be determined by a diffcrent
and more reliable method -- Appendix IV ~- SO thercwis no
nced to obtain thec complete multiplicity distribution.
lastly, restricting the domain of the fits resulted in a
much fazter calculation.

Using this information, those cvents with 3 cr fewer
prongs were removed. The resulting data were then nalyzed
to give the maltinlicity moucnts. <n> end D were obtairad
for each of the 8 spcctra using the technique dGiccussed ia
Appendiy IV,

Results for the angular region covered by the €
ccunter were obtaincd by summing the information from the 8
ppcctra. Tre regicn covered by the L2z H counters was

trcated as in Azpcndix VIL. For information on the combined
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angular region, the 2 results were added together.

The following corrections were applied. First, the
contributicns from empty-target interactions were statis-
tically'reméved. During the experiment data were regularly
obtaincd with the targets removed in order to find the
bacquodnd contributions to the data and the effects of a
posaihly over-efficlent trigger. To obtain data on a
hydrogen target, coarbon was trcated as the “"empty" target
for polyathylene data. In the conetruction of targets,
care v i8 taken to insure that the corresponding pairs of
carpon and polyethylene targets had the same number of
coupor rucled per unit area.

The 7ngu1ur-region covered by thae H hodoscope needed
an acceptancu corrzction. The 12 H countersa formed a cone
but there were nccessarily cracks between the counters. .
Conslistent with the agsunption used in the analysis that
there wau n& azimuthal cerrelations, the observed multi-
blicities were increased by ar amount propoxtional to the
froceion of the solid angle not covered; This amounted to
a ~5% corrxrction.

Tha possibility of hadronic interactions in the‘S/i'
of luczi.2 in the H counters was significant, but resulted in
only minute.crznaes in the multiplicities. The hadronie
'products wite mcst likely contained within lrifvidual H

counters. No corrections were applied for this effect,
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The calibration of the C counter was systematically
biased. The algorithm used in the analysis {Appendix IV}
required the knowledge of the average pulse height of a
hadron coming from an interaction of a beam particle in the

target. The average pulse height of a beam particle was

" used in this calibration. Particles incident on the C

counters would not only be counted but might also interact in
the radiator. Should such an interaction occur, more
particles were produced and hence the light output would
increase. Since beam particles had higher energy than
€hose produced in the target, they would also produce more
secondarics in the radiator. So the observed multiplicity
had to be corrected upwards.

Anothcr correction nceded to be made in connection
with the C counter. Consider an interaction in the taiget.
In general nos are produced a3 well as charged plons. The
resulting photons can produce pairs in the air or in the
radiator of the C counter., These charged palrs will
increase the pulse height, leading to an apparently higher
multiplicity. Making the assumpticn that the average num=
ber of neutral pions is half the number of total charged
particles, the correction factor can be calculated.

The combined correction from these two competing
effects was estimated independently by three people. The

results were consistent, and averaged 3t. Therefore, the
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observed multiplicity for the C counter was lowered by 3%.

The observed cross-sections had to be corrected for
the presence of kuons, anti-protons and nwons in the beam.
liote that there were effectively no electrqns in the becam
because of the 4/3 radiation lengths of lead inserted at the
fizrst focus of the beam. Since rmuons did not interact sig-
nificantly in the thin targets used, the effect wus to
change the beam rate. The cifects of K and p were slightly
more complicated but smaller in magnitude. The beam com-
position as well as the estimated K -A and p-A cross-scctions
were uscd to calculate the correction. The combined effect
" was to raisc the observed cross-section by 3%.

Their effccts on the multiplicity moments were neg-
l1igible provided that the g-A, K A and p-A multiplicity
distributions arc not too dissimilar. Since the fractional
contamination of the becam was small, since the dependence
of the mecan multiplicity on the atomic number of the target

was weak and since the v dependence of appcared to be

R}\
independent of the identity of the beam particle, the
corrections to the multiplicity moments could be estimated.
It was less than al%. NoO corrections were applied because
the uncertainties in the correction were comparable to the
correction. .

Finally, the data had to be corrccted for the low-

multiplicity events which had been removed in the first
/ e
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stage of tho analysis. Two different approaches were taken
and gave indistinguishzble results. The first aligoritha is
asAfollows. From the initial set of fits, the nu ror of 4
prong events i «own. The numbecs cof 2, 2 and 1 pzorng
events were assuned to be 1/2, 1/4 and 1/8 respiectively of
this vaulue.

The s2cond algorithm irvolved an iterative precocurc.
The obscrved mean ultiplicity was used to Getcrminz tiae
value of the parameter X in the hypothetical multiplicity

i) i T

distribution a”¢” . This fun~tiiocnal form is kncwn Lo iU
10

proton-proton data saticfactorily. Tren the preddctoed
numbers of 1-, 2- arnd 3-prong cvants were. aaded to tho cata.
This yielded a new mean multiplicity, which was used to find
a new value of the paramcter A, Tphis procedure was re-
pcated until a coasistcnt set of numpers emerged. Torel
itecrations were usually suificient.

As expected, the two algorithms gave diffecaent awa-
bers of 1-, 2- and 3-prong events. But since they represcac
only a small fraction of the absorption cross-section, the
corrected mean multiplicities were no% very differcat., <he
difference was taken to be an estimate of the systematic
errors introduced in this correction. It was less than 33.

Finally, the data from different runs with the same
target material wzre cxamined. The multipliclity, as ex-

pected, was highor for thicker targets, reflecting extra-=
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3
‘nuclear cascades. This effect was eliminated by extrapolat-
int the data to zero target thickness. inear extrapolations
i'ere used throuyhout. The error introduced in the extrapo-
lation procedure was also incorporated into the final
results. V ‘

It would be more inforrative to have obtained and

presentcd the multiplicity distributions instead of the first
t¥o romenty. The calculatior: have bcen varried out but the

rz.1lts have such large uncertainties as to rendor the dis~

tributions practically useless. The recasons are given below.

A nultiplicity distribution is by definition the
frequemcy of huving an n-prong event where n is any non-
negavive intejer, To obtain this distribution from a
sample of M events, one needs to make the b.s% estimateﬁ.of
the nuwbers of l-prong events, 2-prong cv:n:s and 80 Oh.
There are two ways of getting this set oL aumbers.

An extension of the technique presented in ﬁppendix v
can b~ used to obtain successively higher moments of the
mulciplizity distribution. These moment3s can then be used
to calculate the cerresponding multiplicity distribution.
However, there nare p;actlcal problems. To cplculate the
n-th multiplicity moment, it is necessary to calculate the

n-th pulse height moment:

T 2" f(x
x> = T ?(x;

~ass
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where f(x) is the pulse height distribution. The higher
multiplicity momecnts are progressively more sensitive to the
region of large pulse height, which is the region where the
statistical accuracy of the data is very poor. In short,
this technique leads to results with large uncertainties,
which become magnificd in obtaining the multiplicity
distribution.

Another technique involves fitting to the entire
pulse height spectrum. The multiplicity distribution is
obtained directly. Illowever, the results of such fits have
erormous errors (up to Wloqt). Note that these errors are
highly correlated so that the mean multiplicity can be
determined with much greater precision.

Even if this difficulty could be overcome, thcre is
another obatacle to be tackled. The above procedures yield
the multiplicity distribution for the data obtained with a
target of finite thickness. This distribution has to be
extrapolated to zero tartet thickness. This can be done in
several ways.

The extrapolation can be performed independently for
each multiplicity. The high multiplicity results take on
(what appears to be) random values with large errors so that
they are consistent with any reasonable (and some not-so-
reasonable) extrapolation of the low multiplicity results.

The extrapolation to zero target thickness of these results
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is obviously not reliable.

Another approach would be to parameterize the dis=-
tributions and then extrapolate the paramcter values to zero
target thickness. Note that this ig a ridiculous procedur
unless 3 or nore paramcters arc uscd., If there are only 2
parametcrs, they can be determined by the values of <n> and
D obtained in the analysis. The entire procedure becomes
simply hypothesizing a functional form for the multiplicity.
distribution. In any event, the rcsult would be scrnsitive

to the functional form assumed for the distribution,
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APPENDIX VI

Finding the Average ¥ul*ionlicitv in the H Hcodoscone

To find the average and the dispersion of the mul-
tiplicity distributicn in the angular region covered by the
H hodoscope, one neects to impoce certain assumpiions. In
particular, a knowledge of the azimuthal corrclations is
necded in order to corrzact for the possibility of multiple
hitgs in individual counters.

The assumption used in this analysis is that there
is no azimutﬁal correlation. ¥No justification will be
given, but several excucscs will be offercd. Thae dbservcd
azimuthal correlations in proton-proton interactions is
quite small.71 And since the Il hodcscope only cover a
small fraction of the entire solid angle, cne mighi exrect
the cifect to be even emaller. There is, of coursc, no
reason why the proton-proton data should be at all like thn
hadron-nuclzus data. The overriding reason for making this
ascumption is that it is casy to handle and the corrections
are simple to apply ne could ocffer a fusther afrer=the-
fact excuse. 'The rcsults from the sccond part cf. this
experiment indicate that *he azimuthal correletions within
a small bin of polar arnglz are negligible.

Undcer thisg asswrption, one calculatee the probau’litcy

that two or morc particles will hit tho saxze countzr. Oae
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can then find, on the average, the multiplicity distribution
that gave rise to the observed frequency distribution of
struck counters.

The formula for the'above-mentioned probabilities
will be derived. Let P(r,n) be the probability that n
particles, distributed randomly, will hit r out of N
counters. N has the value 12 for the case under considera-

tion. It will be shown that

NI T eI (e-g)®
(-c) 8" jmg (FT3N DY

P(r,n) =

The proof proceeds as fcllows.

In distributing n pcrticles randomly into N boxes,
there ar§ u" Juos3ible outcomes and there are TF:F¥%—FT ways
3¢ picking the r struck itcms out of N. Bo the desired

probability is given by

N1

o X
Fleom) = % o1 1 940

whzre g(i.) = the narber of ways that n particles ~an hit all
of the r ¢iven counters.

Now let h(j) = jn = the number S. ways that n
particles can hit any combination of the r given counters.

Then
! r-1 y
g(r) = h(x) - & o g(z-3)
=1 (r=3)1 31
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But g(r=-j) can be written in a similar series. After col=-

" lecting torms, one obtains

-

r-1 3
- % L —jﬁ'ﬂ =1) Az
g(r) = h(r) + sy DT h{z~J)

r-1 -1 ) 1

- -430
j=0 (x=3)1 91 i j)

Therefore the required probability is given by

r-1 j n
Ple,n) @ L M _ ¢ (=1)7(e-9)"
Nt (=D j=0 (r-j)1 31

An equivalent rccursive formula can be derived as

‘below, If the first (n-1) particles had alresdy struck

éountcrs, then the last particle would be rcquired to hit
one of these r given counters. If tha first (n-1) particles
had struck (r-1) counters, then the lasgt particle is con=-
strained to hit one of the remaining counters. Any other
combination of hite by the first (n-1) particies would lead
to an outcome different from having exactly r struck coun=
ters. Therefore,

Ple,n) = (DP(ron-1) + EEp oy, n)

Bince P(1,1) is obviously 1 and P(r,n) is zero whenever r is

greater than n or when either r or n is non-positive, this
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recursive formula can be used to generate all the desired
P(r,n)'s.

For N = 12, and r and n not exceeding 12, the values
of P(r,n) are giver 'n Table A-VI-1l.

For the first part of this experiment, therewas no
information on the frequency distribution of struck counters
beyond 7; and for the second part of the experiment the
distribution ended at 12. Except for this one difference,
the corrections were applied in identical fashion, wo only
one casc will be discussed.

Consider the sccond part of the experiment. If the
assurmption of no azimuthal correclations is correct, then
the observed frequency distrlbutions.of struck counters is
simply the (matrix) product of the probability P(r,n) and
the actual multiplicity dictributions. In this case, both r
and n range from 1 tc 12. Hence, the inverse of the 12x12
Tatrix P{r,n) multiplicd to the obscrved frequency distribu=-
tions of struck counters will giva the actual multiplicity
distributions. It i3 then straicht forward to calculate
the moments of this multiplicity disctribution. Note that
the inverse of P(r,n) nceds to be calculated only once. It
is possiblie (though extrermely tedious) to €o chis dnversion
by hand, and avoid the inaccuracies that are incurred when

tho inversion is done numerically by a computer. The

importance of this point becored obvious whon one inspects

t ,

[N
()
(=

the matrix P{(r,n). Its elcments differ by many orders of
maguitude, precisely the situation when computers are most
prone to round-off errors.

- The drawback of this technique is obvious -- it ‘s
impossible to recover any information kbeyord n = 12 as the
algorithm is constrained by the total number of courters
available. In other words, having made 12 measurciencs, 16
is impossible to juggle these numbers to obtain mcre than 12
independent numbers. If one assumes sone azimuthal ccrrela=
tion or if ona zssumes some functional form for the mal-
tiplicity'distribution, then it is possible to go beyord
n = 12.

A check of this method was available ia the second
part éf the experiment. Event-by-cveat infoimation was
available here. Trecating the H hodoscope exactly as one of
the ring-shaped hodoscopes, its freguency distrikution in

the 322 bins was fitted. The regults vars indiscinguizhadle

- from thosa cbtaired ucing the algorithr prescrted here.

Tor details of the alqoritﬁm used in analyzing the ring

hodouscovas, sce Xppendix VII.
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APPENDIX VII

The Average Multiplicity in a Ring Hodoscope

The construction of a ring hodoscope is illustrated
in Figures IV-3 and IV~4. The two layers of 6 counters each
resulted in 12 distinct equal-size azimuthal bins. 1In any
given event, each counter might be on or off, leading to a

total of 212

possible outcomes. Invoking rotational
symnetry (by integral mulﬁiples of 30°), this numbcr was
reduced to 322. Reflection symmetry would have reduced this
number even further, but it was ignored for computational
easa. Therefore the data for each ring hodoscope were
represented by a 322-bin frequency distribution.

In order to find the average multiplicity in a ring
hodoscope, one needs to allow for the probability of mcre
than 1 particle incident upon the same azimuthal bin. This
was done by assuming that therewass no azimuthal correlation
within the pseudorapidity range covered by a ring hodoscope.
The reasons for this assumption are the same as those
offered in connection with the H hodoscope -- see
Appendix VI. An after-the-fact excuse can also be given.
The fits detailed below yielded chi-squared per degree of
freedom close to 1, indicating that the assumptions wefe not
outrageous. In any event, it 1s only reasonable that the

same'assumption be used throughout the analysis.
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Under.the assumption of no azimuthal correlations,
single-prong events were gencrated. Their representation
in the 322-bin histogram was rccorded. Similar histograms
were obtained for higher multiplicities. The possibility
of delta-rays was also simulated. Since most delta rays
were not encrgetic enotgh to completely penctrate the front
layer of the ring hodoscope (a 3/4-inch layer of lucite),
they would only register in the front layer. 1Its signature
wag diffcrent from that of a relativistic hadron which would ‘
be counted in both layers of the hodoscépc. Y-rays produc=-
ing et-e” pairs in tre front layer would not trigger the
front counters 1f the conversion occurred too deecp into the
lucite radiator. However, the resulting pair would trigger
the back layer of scintillation counters, leading to a
different signatura, These spurious signals were also
simulated.

The observed 322-bin frequency distribution was then
fitted with a linear superposition of these simulated cvents
and the simulated spurious cignals. The number of types of
events allowed in the £it wags increcased until the chi-
squared per dcgree of frcedom no longer decrecased with an
additional type of event. -The average multiplicity ang its
exror were then computed.  The quality of thece rfits is
illustrated in Figures A-VIXI-1 and A-VII-2.

Tha chi-cguared per degree of frezdom ranged from
I ’
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approximately 1 for lew-multiplicity data to 2-3 for high-
multiplicity data. This is a reflection of the inability of
the apparatus to resolve a large numcer of particies.

When the statistical accuracy of the 4ata was poory
e.g. for kacn induced cvents, the 322 bins werr vory
sparsely pepulated and the resulting fits were unreliable.
This was ovescome by rebinning the data into a 72 cin hlsto=
gram. The rebinsing procedure was guided by the high
gtatistiecs data and their fits. 1In ti.c high statisries

data, it was noticcdi that some bin3 were popialated 'th

_equal frequency and were fitted by the sam: linear combina-

tion of the simulated events. 7These bins were groupec into
one single bin. To check the validity of this procedure,
small sampleca of the high gtatistics daca wir~ uscd ard they
gave rceults indistinguishable from that given Ly che
standard proccdurc applied to tho entire high statistice
run. This procedure was uscd for all the kaon ard anti-
proton data as wcll as the data on n+ at 200 GeV/c «ni the
proton data at 50 GeV/c.
~As diycussed in the section on the € counter, a

fitting procedure invariably lcads to some negative values
for thd frequency of some tvpes of events. This comment
also applices to this algorithm here. No attemg:t was wade

.

to put a positivity coastraint on the faitting proccdurec. It

should, however, be roticed that these negative values
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.typically had errors that were a2t least 100%, i.e. they were
consistent with zerc. Because of the high degree of corre=-

lation wsony the many fitted values, the error on the

everage nmultiplicity was usnaally quite wmuell, 1-5%.

A=VII-1

A-VII-2
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FIGURE CAPTIONS

The average multiplicity in a ring hodoscope as
given by the algorithm discussed in the text as

a function of the maximum multiplicity per event
allowed in the fit. For this particular sample of
events, 7-prong evénts were nccdcd'to ohtain an
acceptable fit for the first ring hodoscope (0)
while 8-prong events were nceded for another ring
hodoscope (4). Some typical errors on the fitted
average multiplicities are shown.

The number of events of a given number of prongs
that are needed in thae £it as a function of the
maximum multiplicity allowed in the fit. Some
typical errors are shown. These errors are highly
correlated and are not fair estimates of how well
the fits were determinéd.

(a) l-prong events

(b) 2-prong events

(c) 3-prong events

(d) 4-prong events

(e) 5-prong events

(f) 6-prong events
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APPENDIX VIII

Corrections to the Data (Part II)

For each individual run, the missing 0-, 1~ and 2=
prong events were first corrected for. The number of such
events was ‘cstimated from the difference between the known
absorption crosn—sectior—s19 and the measured ones. The
latter have been corrected for decay in flight, muon
contamication and doubly-occupied "RF buckets." The mag=
nitudes of these correcticns depend on the type of beam .
particle and on its momentum. They are summarized in
ma:le A-VIII-1. Those runs that require corrections of
crecater than approximately 10% ° weve . removed from
further anaiysis.

The missing events were assumed to have an averzge

multiplicity‘cf 1.25. The error introduced by this assump=-

tion wa. .2:-imated by inspecting the results one would have

SLtadned had one assumed an average multiplicity of 0.75.
Tniv ranged from about 3% for the data on liydrogen target

to about £.3% for the data on Uranium target. The decrcase

of the error with the atomic number of the target is due to

the Ta.* that the 0-, 1- Snd 2-prong cross-sections becoma
‘incroasingly inrignificant compared with the absorption
crens—-pection. The errors resulting from thie uncertainties

in «he krown as well as measured cross-se~tions were also
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taken into account.

These 0-, l- and 2-prong cvents were further assumed
to have the same pseudorapidity distribution as the higher
multiplicity events. This assumption is almost certainly

incorrect, but it was used for want of a better one. The

low multiplicity events in a sample of hydrogen bubble

chamber data46

were examined to estimate the effects of

this prescription. The pscudorapidity distribution of these
‘events have a depleted central region. Even though the
distribution i3 quite different from that of the higher=
multiplicity events, their lower cross-sections make their
effects on the shape of the pscudorapidity distribution much
less noticeable. The multiplicity of each pseudorapidity
bin is expected to be affected by less than 3%. These n
deéendent errors have not been included im the tabalated
results or in the figures. This procecdure is eguivalent to
keeping the pseudorapidity distribution unchanged in shape
but normalizing its area to the corrected average multi-
plicity.

This correction was performed run-by-run. Then the
data wlth the same target material were grouped together.
For each pseudorapidity (or angular) bin, the average
multiplicity was extrapolated to zero target thickness to
eiiminate extra-nuclear cascades{ y-converaions in the

target and the production of (energetic) delta rays.



The data from the 3 different geometries were then
combined to qivé the final results. This was done as
follows. The data from each position were first smoothed.
For a given range of n, the pscudorapidity distribution
dii/dn was approximated by a quadratic polynomial in n. This
polynonial was constrained to give the mecasured average
multiplicity for that pscudorapidity bin. Its end points
were rcquired to be those given by the average valucs of
AN, An of the bin under consideration and its neighboring
pscudorapidity bins. Sece Figure A-VIII-1. AD, DF and HI
are the pseudorapidity bins of thrce adjacent sets of
hodoscopesa. The heights are the values of AN/An associated
vith these bins. Consider the central bin. The smonthing
algoritrn instructs one to find C and G such that they are
the midpoints of BD and F7 respectively. CEG is the
quadratic polynomial which encloses an arca c¢qual to that
under DF. This guadratic is unique. This procedure was
repcated for all the pscudorapidity bins. The result was an
approximation to dN/dn which had the correct observed
average multiplicity and was continuous in value but had

scveral discontinuities in its slopa. The three different

approxirate forms of dli/dn obtaircd from the three diffcrent

geometries were then averaged to yield the final pseudo-

rapidity distribution. The average multiplicity is given by

tho area under tho curve. 7 ) ’

A-VIII-1

A~VIII-1
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TABLE CAPTIONS

Correctiong to the observed cross-sections., The
fluctuations in the corrections for the effects
ol doubly occupicd RF buckets are due to

accelfrator running conditions.

FIGURT CA2TIONS

An illustration of the procedure used in
approximating the pseudorapicity distribution
with cuadratic polyrcmials. AB, DF and 2} . r:

B

—. C and ¢ are
s

2
the mid-pointe of BD and FG respcctively. The

threo adjacent rmcaseremeats of

quadratic polynomial is given by CEG. The
arca CDE 15 equal to the arca EFC. <er details

of the algorithm, sca the texc.
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TABLE A-VIII-1

to the Observed Cross-Sections

Kaou Jeday

Muon contamina=-
tion of pions

Do) y=xcupied
RF "l.u=rets”

Beam Condition

S0 GeVv/c
100 GeV/c

50 Gev/e
100 GeV/c
200 ~evV/c
200 GeV/c

3 10%/350
1 10%/350
3 1039/350
5 103/350

1.3 105,350

(positive)
(ncgative)

msec
msec
msec
msec
meec

spill
spill
spill
spill
spill

Correction to

Cross-Scction

+5.3%
+2.5%

+1.2%
+1.5%
+4.4%
+0.5%

+0.5 to +1.5%
+1 to 43%

+3 to +7%

+5 to +10%
+8 to +20%

'FIGURE A-VIII-1

A

W
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APPENDIX IX ’ ) hadrons zxe

Emulsion _ ; . Gp o 2.45
The composition of enulsion is given in Table A-IX-1, j ;. - 1.74

Since emulsion is a compisite object, there is a nced to : ' :

define average quantities. Any quantity £, averaged over . ) ) vg 2-12

the constituents of emul:cion, is given by
An effective atcmic number of 21.5 is needed to put

<f» = L 0y E(A)) : the proton-cmulsion absorption cross-section on tha line
T & : _
i ! 46.5A0'691, the best fit to proton-nuclecus absorption €ross=«

sections. Similarly, one nceds to use an effective atenmic

where ny is the (relative) abundance of the element of
' nunher of 22.9 in order to place the pion~emulsion absorp-

atomic number A;,. Thus emulsion has an average atomic 0.728
’

i

1
|
I the besc 1it to
number of 32.9. -
I
1
\
I
1
1

tion cross-section on the line 3G.7A
. . X pion-aucleus absorption crocs-sectioas.
The averasing over the conctituents of emulsion has
3 ; ; Emulsion kas bzen used for many ycars in high encrgy .
to be carried out differently if the quantity.f is only
. . ) physics, both in a_cz2lerators and with cosmic rays. The
defined when there is an interaction, e.g. the average
X = emulsion scrves simultancously s a target ard as a detsctor.
multiplicity and the quantity u. Sceo Appendix I for details
- . . an interaction vccurs within the emulsion s:ieck, 223 the
on v. %ho averaga is row given by :

resulting charged particles ionize the emulsicn and leave

¢ Ingoyg £(ay) tracks, which are rendered visible by a davelopment o LCeSs.
a < _
: ni i ‘ ) These tracks can then be scanned Zor and measured under a

microscope. These last two proccdures arce nct unlike those
% P .\,. ~ne : sy
where g; is the absorption cross-scction of the i-th species + in bubble chankar experiments.

of nucleus. Carrying out this averaging, one finds that P Tracks are usually divided into two main <ategor-es.

the average number of mecan freP paths seen by incident the ghower tracks ard the hezvy treackc. Tha fowm:r are
- /
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tracks with relatively low ionization, corrcspondiné to
velocities of g > 0.7. The heavy tracks are those with
heavier ionization. These latter tracks are aomctimes 
further subdivided into two groups: the gray tracks and
the black tracks. The demarcation corresponds to g = 0.3.
The shower tracks are genecrally believed to be mostly plons
with an occasional fast proton. The heavy tracks are taken
to be slow recoil protons and nuclear fragments.

The number of shower tracks in an interaction is B
dencted by the symbol nos while the number of hcavy tracks
is denoted by Nh. Averages are given by the same symbols
A" angle brackets, thus <ng> is the average shower track
multiplicity.

It has been experimentally determined fhat the dis-
txibutiqn of Nh is esscntially independent of the beam
encrgy; provided that it is above approximately 10 GeV.
This fact is usually intcrpreted to mean that vy is a
reasonable measure of the identity of the struck nucleus
and the ccverity of i{mpact. However, it should be emphasized
that ovn present there is no techniqu2 which can unambigu=
ously identify {he target nuclcus on an ecvent-by-cvent
basis. .

7 is illvscrated in

The typical Nh digtribution
¥’cure A-I(-1. Half of the events have Nh greatexr than 7.

Since the group of light nuclei in emulsion (C,N,0) have no
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more than 8 protons each; the events corresponding to these
nuclei are expected to populate alrost exclusively the left
half of the distribution. On the basis of known cross-
sections, one expects the light nuclei to be involved in
only 25% of the interactions. Thus one concludes that the

heavy nuclei (Ag,Br) also contribute significantly to tha

" region of N, less than 7.

One could find the average shower track multiplicity

for some given value of Nh' The result is a plot of <ns>

~versus N, . It haé been observed that the data with beanm

h
energies ranging from 10 to 3000 GeV can be well approxi-

mated by a family of cnergy-dependent straight lines. This

feature is reminiscent of the dependence of the average

.multiplicity on v in interactions of a hadron with targets

of fixed atomic number. It is therefore tempting to postu="
late a one-to-one correspondence between Nh and V. However,
no such one-to-one correspondence has becen established.

Care ought to be exerciscd in comparing the results for sonme
definite and selected values of Nh with data from expecri-
ments where targets of fixed atomic numbers are used.

. The shower tracks in emulsion have a velocity cutoff
similar to that used in this experiment (g8 > 0.85). 1In
comparison with emulsion experiments, only the shower tracks
are considered. The term "emulsion experiments" will be

used to denote those experimonts where the emulsion served
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both as the target and the detector. Hecnce the data from
this expcriment with an emulsion target would not qualify.
Emulsion experiments have several advantages over
conventional high encrqgy experiments. First, no other
equipment is necessary, thus greatly simplifying the exper-
imental setup. . Until recently, no other cguipment was
used. Secondly, its compactness lends itsclf to high-
altitude balloon experiments, which provide data on very
high enercy interactions -- 10 TeV proton-emulsion inter=-
actions are seen falrly routinoly,72 while prescent-day
accelerators have yet to exceced 500 GeV. Thirdly, the high
spatial resolution of emulsion (of the order of microns) is
invaluable. It can be used to detect short-lived part-

1C1es.73

It can also be used to give a crude dctcrmination
of momenta without the aid of ragnetic fields -- the
meagured multiple scattering arnd thoe known radiation length
furnish an estimate of the momentum of a particle. Attempts
have also been made to measure momenta by undertaking the
exposure of the emulsion stack in the presence of a strong
external magnetic ficld.74
However, it i3 not without drawbacks. Because of
the composite nature of emulsion, it is extremely difficult,
if not impossible, to dctermine the identity of the target

in any one given interaction; cven though one could statis-

tically secparate the events in}o the go-called *light'
/
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36 .
(c,N,0) and "heavy" (Ag,Br) groupc. Recertly, pellets and

wires75

of metals have been successfully inserted into
emulsion to remedy this. But success has only been met With
a foew metals, e.g. chromiun and tungsten. Thesc foreign
objects degrade the spatial resolution in the vicirity oi
the interaction =-- the pellets are ucually of dimensioas
greater than the resolucion of emulsion. See Tigure 1 in
Reference 36 for an cxample of a proton-tungsten inter-
action.

The statistics in cmulsicn experiments are esually
quite poor -- too many beam tracks would make it difficult
to .ocate interactions and measure the prcpe:ties of the
secondary particles. The number of events raage from less
than 100 (as in pellet-cmulsion cexperiments) to several
thousand.

In the cage of cosmig ray experiments, the orirsary
energy is poorly determined. Istimates wn the average bean
energy can be mede, but the projectile's encrjy cennnt Le
determined on an event-by-event basis. This proglcm 133
unknown incildent encrgy is, of course, common to most cosnic
ray e;perimcnts, land tased as well as balloon bornc.

_There is ore point about the data froam emilsion
experiments tla ought to ce investigaced in greater Jeotuil.
The data from cmulsion experiments include tic values cf

Nh ana n for =ach cvent as wcll ags the pscuqorapid.+v
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(n = -1n tan(e/2)) of each of the shower tracks. One of the
more interesting results is the observation thar in the

regior . > 5, the average shower multiplicity <ns> is a

52
h" ~ h
a gulde to the identity of tihe target rnuclevs. it is there-

decreasing funrtion of N and since N, is often used as-
fore tempting to conclude that one ought ‘o sce a similar
decrease in shower track multiplicity as the atomic number
of the target increases.
aN :
Let t(n,Nh) be the ratio of E; (n,Nh) to
%g {h, hydrogen). Note that in emulsicn experiments,
1 .
"hydrogen” refers to thoss events where Nh'ia not grezator
than 1. Tho data can be parameterized by

r(S.S,Nh) 1 - 0.015 Nh

for 200 GeV/c incident pzotons.s3 For Ny = 25, this ratio
is about 1/2, indicating that the pscudorapidity distribu=~-
tion of Ny -.25 events is only half the height of the
corresponding p-p distribution in the ncighborhood of
n™=>5.5.

To estimate the effect that one might cxpect‘inl
reactions with a dcfinita.nucleus (but with nc further
s2paration of the data into different groups bf Nh), one

could make use of the N, distribution (Figure A-IX-1) and

<18 fit to the zatio t(n,ﬂh). r(n'Nh) has been parameter-
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1zed in the form

r(n,Nh) - a(n) C 2 b(n) Nh
53
where a(n) and b(n) are shown in Figure A-IX-2.
Assuming that the Ag-Br data-is that estimated by

Babecki! -- also sce Figure A-IX-1 -~ it can be shown that

averaged over all the (Ag,Br) data, r ~ 0.9 at 5 = 5.5.

n = 5.5 is where the value of r is smallest in 200 GeV

proton-emulsion interactions. One can also calculate the

value of r at cther values of n in the range 5.3 < n < 7,

the highest pocudorapidity bin in this cxperiment. Swming
tho results from the entire pseudorapidity range, one
obtains an estimate of r greater than 0.95, i.e. the
average multiplicity in a proton-(Ag,Br) interaction is
expected to be no more than 5% lower than the proton-proton
average multiplicity in the regién 5.3 ¢n<1.

Two more obscrvations are in order. First, the

so-called proton-proton events in emulsion experiments are

.rcally Nh = 0 and 1 events. In other words, the denominatorxr

in the expression of r(n, Nh) does not nccessarily corres=-
pond to the results of proton-proton interactions.

Secondly, the number of low N events included in the Ag-Br

h
sample is no more than a guess. If one inspects the y

distribution =- Appendix I and Figures A-V-1 and A-I=2 ==
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one might reasonably conclude that the number of Nh = 0 and
1 events in the Ag~Br sample has been underestimated by the
method of Babecki.

Thus the conclusion of this rather protracted dis-
cussion is that on the basis of emulsion data and some not
unreasonable guesses the multiplicity in hadron nucleus
collisions is expected to be approximately the same as in
proton-protcn intcractions in the region of 5.3 < n < 7,
The data from this experiment for the range 5.3 < n < 7
are shown in Figure A-IX-3; the averagc multiplicities are
conéistcnt with being independent of v. Preliminary results

from an optical spark chamber experiment76

using targets of
definite atomic number are in agroement with the observa-

tions of this experiment.

A-IX-1

A-IX~-1

A-IX-2

A-IX~3
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TARLE CAPTIONS

Composition of cmulsion.

FICURE CAPTIONS

”h distribution for 25 to 207 GeV proton-Emulsion
coilisions. The numbers arc from keference 7.
The fitted values of af(n) and b(r) in ta=

formula r(n,nh) = a(n) + b(n) Hh. The curves

are from Reference 53.

Th2 av.rage multiplicities measured in this
exférisest % thn‘rcqion 5.3<n<7 at 50 Gev (0},
100 Gcv (8) ard 220 Gev (O) .

{(a) Pion bezanm

(b) Proton beam
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T!BLE A-IX-1

Composition ofvsmulnion

Atomic Number

Relative Dcnsitxujmn_

1
12
14
16
32
80

103
127

0.32519
0.13851

£ 0.03183 -

0.09485
0.00131

0.10039

0.10096
0.00057

Frequency
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FIGURE A-IX-1

Np distribution for 25 to 200 GeV
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FIGURE A-IX-~2 218
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APPENDIX X ' : 2 . transverse coﬁpression. Within the context of the one~
HYDRCODYNAMIC MODEL . . ; B diménsional model, transverse motion is due to the thermal

motion within the hot hadvonic mass, which leads to an

1,67,77,78,79,80

The hydrodynamic model describes exponential p, depcndence.

Lhe dynamics of hadron-hadron interaction through cheir There are two free parameters in this theory. One

eneray rmomentuw tensor. It is assumed that the immediate is the speed of sound in nuclear matter, usually Ggiven the

resulc of a collision {2 a stationary (in trc conter-of- symbol cye It is specified once tha equation of state is

masgg freme) f£lat disk of hadronic matter of very high C _'-', given:
tcmperature, the value of which is determined by the initial . .
hedron energics., The volume of space that thia hadronic ' ) .c % o g%
muttor accupiea is a disk of thickness equal to the thlickness

of 2 Lexw e ; . ] T
ESiints eoftzacted ladrand. Thiy highly compresse§ where p and E are the momentum and energy densities. The

ha : 2 & A rd i : i ; L
dronic matter to¢n ex;ends according to the laws of . other parameter is the critical temperature at break-up,

(relativistic) hydrodynamics and cools down simultaneously. T In the original version of this model put forward by
o

There is, by assumption, no viscosity. Aas the temperature Landau,l the equation of state is

reach28 some critical value, pions condense out of this
O

hadronic matterx.

wir

Mozt of the calculations have been carried out for

the one-dimensional version of the model. The relativistie which is the same as for black-body radiation. It follows

hydrodynamic equation in three dimensions is very diffi— that.the specd of sound is given by cc.2_]_/3. The breakup

- #nlh ko solye and, dn geperal. Eelpblcy 0u i et tempcrature is assumed to be of the order of the energy

numerical calculations. It is argued that the one-dimen= density of a physical pion. In other words, when the

mional maRel 18 sok unressonabdn becaEe khe ladtiad hadronic matter has expanded to the point where its enexgy

compression takes placa longitudinally and the pressure density becomes comparable to that of physical pions,

gredient is therefore anisotropic. There is little or no pions are expected to materialize. Indeed, the laws of
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hydrodynamice cannot be justifiably applied after this stage.
In subscguent works by other authors, differcnt equations
of statc are sonctimes assumed. Others leave c,as a free
parameter to be determined from experimental data.

There are two prominent predictions of the hydro-
dynanic model concerning proton-proton collisions. First,
the average multiplicity depends on the ceatcr-of-mass

energy to some powarsi

[

l-c0

2
1+c0

L
2
<n>pp < 8

In Landau's original version of tho model, this becomes

<n> « 51/4 « E1/4

PP :
The propo:tionality constant 1s, as far as can be ascor=-
tained, incalculable.
Tha other major prediction concerns the rapidity
distribution. Thoe hydrodyazamic model predicts a Gauosian
shaped rapidity distributicn. In Landau's verslon, this

distribaticn is given by1

,2
(%% - <n>__ SPI= 1 gL)
PP PP (2q1)

1 s
whore L = = 1ln (—)
? 4m;

and y = ccnter-of-mass rapidity.
The average multiplicity in proton-proton collisions

1/4 in the energy range of 50 to 1000 GV

2
<

can be fitted by 2E

=1/3 is5 favored.

In other words, Lardazu's assumption of ¢©
Howcver, this spced of sound leads te the aosove formula for
the ropidity distribution, which is in disag.ecement with
the dota from the CERM Intersecting Storage Ring(ISR) ¢a
the width of the rapidity Qistribution. The data zan be
fitted much better by a Gaussian with a wider width. LBY
allowing the bre: kip temperaturc TC to be a free paramgclr,
Andersson, Jarlukeg anl Damgaard7q achieved a romewhat

better fit with a single speed of souna. Ho~ever, the

inconsistency can only be reduced (but not elinminate '} -t

the expense of limiting the range of rapidity and trans-
verse momentum where the comparicon is made. Thic is not
very satisfactory.

The model can Se applie’ %o hadron nucleus colli-
sions. As vicwed in the laboratory, the first haiwen=
nuclcon collision produces a hot hadronic mass which goes

forward and interacts with other nucleons. Since the

‘ . 5 . &
expansion time is lorng compared with the transit tiae

between collisions (at ~100 GeV), the subscguent .i.ter-

actions are between ruclecons and a slightly expanded lct



nadronic mass. A new hot hadronic mass is generated at each

collision. After the last collision, this mass is finally
allowed encugh iime te expand to the point where picns

cenLen e cut.

On thke bas’s o” Landau's hydrodynanic model, it hac

77 0.19

been predicted that RAEA

cf the %a.¢et. 7he quaatity R, is expected to be indcpen-

A
dent of enercy. This is in apparent disagreemert with the
data. waich shuw a weak but definite energy dependence.

>The hyd-cdynamiz model has no provision for the
consesvation and dyramical effects of quuAcum numbeQu
besides encrgy and momentum. In particular, th: model
predicts no differcences between reactions initiated by a
proton, kaon or pion beam.

9 considercd the pseudorapidity

r'irguda and Weiner
" distributions of hadron~nucleus collisions and found
. adequate fits to the resuits of this experiment with
c02-1/7.5. fhiﬂ is significantly different from the valuae
of the cpeed of sound required to give good agreement with
the proton-proton multiplicities.

It appears that the one-dimentional hydrodynamic
model cannot account for ;11 the data with a single set of
parameters. The three-dimensional model, which has been
deronstrated to fit the proton-proton data quite satia-
factorlly,78 haa not becn investigated in detail for its

predictions on hadron-nucleus interactions.

» vhere A is the atomic number
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APPENDIX XI

ENERGY FLUX CASCADL MODEL

The energy flux cascade model (EFC)lo belongs to the

‘class of models which attempt to describe a hadron-nucleus

interaction through the properties of each of the many
repeaﬁed indcpendent collisions., It is closg-to Landau's
hydrodynamic model in spirit:

- "The energy flux of hadrpnic matter is the
esscential variable that governs the early
evolution of the system, and it is a cascade
of this flux, and not of conventional
hadrons, that occurs in a nuclear inter=~
action."

The model views a hadron-nucleus interaction as a series
of intcractions with discrete nucleons. The first colli-
sion is "conventional” in the seﬂse that it is a hadron-
nucieon collision, while ali subgequent collisions ate‘
between the gcnerated energy flux and nucleons.
.. In order to obtain definite predictions, two
postulates wero put forward:
#(1) Subsequent to a p-p collision, hadronie
matter is contained in a cylinder ex-
panding uniformly from a disc at t=z=0;

the stress tensor in the cylinder is
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dcternined by projecting the
observed asymptotic flux kackward in
t via the classical trajectories of
free particles.
(2)_ This flux scatters from nucleons as if
it were a set d(t) of conventional
radrons, H(t) being determined by : i
dividing the flux into slices each of : ;
which has the spatial thicknezs appro-
priate to a hadcron moving with the
mean rapidity of that slice."™
The reasons for making these two particular postu=- . :
lates are discussed in Reference 10. Given these two
postulates and a knowledgc of the asymptcoctic properties of
hadron-nucleon interactions, one could, at least i
principle, predict all the properties of a hadron-nucleus
interaction, Note that the model dcals only with the
longitudinal direction 2z and ignores the transverse
dircctions.
Consider a proton-nuclcus interaction where exactly
v nuclecns are struck. Assume that the inter-nucleon
distances are also given;
Tre first collision resembles in every respect a
The result of this

p-p collision at tho samc beam energy.

collision is postulated to be the instantancous creation

-w e - -

of an ecnergy f£lux vhose dynamical properties are the samg as
the asymptotic propeirtlcs of the p-p £inil state. Its
spacial property is, by assurption, charactcrized by o “irce
ef zero thickress. The exact transverce dimensicas are
unimportant since the model only decals with the longitudinal
dimension.
As thie flux propagatcs tcward the raext ruclcon, its

thickness increascs. This is duc to the different veloc.t
Thus at the instant of the

componentsg in the cnergy flux.

sccond collision, the energy flux is an extendcd oblecx.

. The sccond postulate instructs’one as to how this eacrgy

)

flux-nucleon collision should be treated.

Consider the rapidity distribution of this flux.
It is, by assumption, given by the obscerved rapidity
distribution orf p-p intcractions. (That the rapicdity is
choscen as the dynamical variable inurcad of, say, the
longitudinal momentum or the scaling variable x is for easec
of computation as well as for convenience in cemparing the
predictions with experimental data.)

_ Figure A-XI-1 is & schematic {llustration of the

dcvelopment of the enexgy flux. Consider the region in
rapidity between Y, and Yy The erergy of che enclosed

flux is

cN
u(ay) cosh(y) dy
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wher p o= N/m2+p 4 is the transverse mass and is, in gencral,

no% a constart, while its longitudinal wmomentun is given by

Py - u(gg) ginh(y) dy

So the longitudinal velocity of this energy-flux is

(7, e
i .
¥, ”‘ay’ sinh(y) dy

P
11
By ™ &

Y .
1 an
S ulay) cosh(y) dy
)

Now, that part of the flux with rapidity Yy would have
reached tha point % while the part of the flux with
rapldity y2 would have only reached the point z, as shown
in Tigure A-XI-1. The postulate instructs one to find the
rapidity Y, such that the thickness (zl—zz) is the Lorentz
sentracted thickness of a hadroun moving at the vaolocity

c iculated above. The rest~frame thickness of hadrons is
known to be about 1 fermi-

ftaving found Yoo the boundary between tho first

"hadron” and the second “hadron" within the energy flux,
one could repcat the process and obtain Yqe and 50 on.
{aus c.ae obtains the set L{t) of "conventiénal hadrons"®
" that exists at ths vecond collislon. Each of these "con-

ventional hadrong,”™ or slices of the original energy flux,
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- will undergo an "ordinary" hadron-nucleon collision and

_gencrate its own energy flux. Each of these new fluxes is

again divided up'into "conventional” hadrons at the third
collision. This process is repcated until onc has finished
treating all the collisgions.

Several features of this recipe are worthy of
emphasis. First, it should be noted that the slicing pro=-
cedure 1s not Lorentz invariant. In other words, an
observer in a frame moving relative to the laboratory frame
will decide, according to the same prescriptions as have
been used in the laboratory frame, that the first slice
should not terminate at a laboratory rapidity of Yy It
is casy to‘see that this is true. Gottfried has shown that
when the maximum rapidity Yy is large, then Y, is approxi~
mately 1/3 of y; for a flat rapidity distribution. How-
ever, under a Lorentz transformation, the rapidity y
changes by an additive constant.

One is therefore restricted to work in one particular
frame of referenco, say the laboratory frame. But there is
still another problem. It is clear that as time prcyresses,
the enérgy flux becomes more and more extended. Without
any further restrictions, one could slice an infinite
number of hadrcns from it. This is a highly undesirable
property of any model intended to doscribe nature as it is

now known. It is therefore assumed that each slice must
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occupy some minimum thickncss in rapidity. This thickness {is
thosen to be the average rapidity thickness of hadronic
secondaries in p-p interactions.

A third point is that cach of these slices will, in
general, have an unphysical invariant mass. In itself, this
is of no grcat_conccrn. But it lcads to a rather strange
situation -~ the sccond collision may have a center-of-mass
enercy higher than the first collision.

Another difficulty lies in the assumption that the |
Ircediate preduct of a hadron-nucleon intcraction has no
spatial thickness. While it may be small, this thiékness
cannot be zero. Since all longitudinal dimensions (e.g.
the thickness of cach of the slices of "hadrons") are
Lorentz contracted, the initial thickness is not neccssarily
negligible in comparison. A somewhat more realietic picture
of an initially extended objecé makes it iﬁpossible to
calculate the boundary Yy between the first and the sccond
slice of "hadrca™ unless further assunptions are made con=-
cerning the correlations between the spatial and rapidity
distributions.

While the exact consecquences are dependent on tha
details of the assumptionﬁ, it igs caey to scce that drastic
modifications to the praedictions are pocsible. Consider a
proton-proton collision where the incident proton has an

energy E. It is reasonable to assume that the cnergy flux
/ . :

has an initial thickness of the order c¢f 1/E fermi, where

E is cxpressed in units of GeV, A pion that eventually
materializes from this hadronic flux may have an ¢nergy com=
parable to E; however, its thickness wculd be only 1/7F
fermi. Thercfore it aopears that it is possible to have the
fastest pion materialize quite carly.

Two more questions may be raised. Where 15 the
initial flat disc of cnergy flus located? When doex the
next collision take place? Whnile thece uncertainties ena
inter-collision distances probably do not exceed 1 ferami,
they are not negligible compared with the mean frge Fathe
And sinca the boundury Y, is time dependent, thesc uncer-
taintics may affecl the final results,

For the time being, one muy disregard tn2se objections
and complications, and zimply inquire iﬁto the conseguerzes
0f such a simple picture of hadronic rcaczion., In pru.-
ciple, the rolel has been completely specified ard caloulas
tions can ke macde; howoever, in practice, one neceds 2
paramcterizaticn of the proton-proton £inal state configul-
24‘on. In Reference lou, it is assumed that the asyrmprouic
PP final state is described by a flat rapidity cistriou-
tion of height cgual to the experimentally czierved valie
(2.9) and that zll succescive collislions are separated Yo
one mean frec path. It is further assumed thot the cifoces

of leading particles can bo zpproximated by delta-functi~n=
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in ti:e rapidity distribution. For this particular rapidity

distribution, it can be shown that y., ~ y,/3 and
£ 23 Y1
-1 Y1*Y;
a1 = tank {—=77) | purthermore, the enargy contained in

the first slice H, is

1

w2 2/3

(L= (==) 3

E inc 8

1" E

where 1 io the nucleon mass and E is the energy of the

inc
beam particle. That is, the first slice contains essen~
tially the full incident cnergy. Additionally, in the
100 CeV range, the rapidity distribution is too narrow to
allow the existence of H3. .
The second collision is therefore betwqen the target
nu:!.on and a set of 2 hadrons, Hl and Hye Hy has an '
encxgy
2/3 1/3
inc 's = 2
where s is expressed in Gev?, H, is, thorefore, incapable
of irnitiatin? it3 own energy f£lux. The sccond slice H2
8irz1ly propasates through.the nucleus ané materializes
1nto physical hadrons far oatside the nucleus. The first
slice. i, is practically ldentical to the initial hadron.
A new epergy flux is therefors produced. If y nucleons

participate, then thern are (y-1) Hz‘s produced in addition

293

to the entire energy flux resulting from the last collision.
From the assumption that the multiplicity in hadron-

nucleon collisions depends on the energy through a 1n(s)

dependence, it follows that the multiplicity is given by

1/3

n )

= npp(a) + (y-1) npp(s

PA

s no(s) (14 % (v=10)

whore n(s) is the p-p multlplicity at a center-of-mass

energy of ¢s. Thus the ratio of multiplicities is given by

n
R, = =22 = 143 (v-1)
PP

Reference 10 then assumes that for a target of fixed atomic

" pnumber A rather than a f£ixed number of collisions one

simply replaces y with the average value vy in the eguation

for multiplicity ratios.
The predictions of the simple EFC model can be

summarized as follows. The ratio of multiplicity in a p-A

. interaction to that in a p-p interactlon is given by

.

1 -

. which is obviously independent of energy. Tha rapid%ty



294

aistribution has an énhanccment over the corresponding dis-
" tribution in a p-p interaction. This enhancement is
vestricted to the region of rapidity lecs than 1/3 of the
maximum rapidity. This factor of 1/3 is expected to be -
indepcndent of energy. .

Some unjustified assumptions will now be pointed out,
First of all, the proton-proton rapidity distribution is
distinctly different from that assumed in the calculation.
Secondly, collisions are, in gencral, not scparated by
exactly ore mean frce path. The average multiplicity in a
proton-proton interaction is better approximated by a+b 1ln(s)
in the 100 Cev range. Tho final step of transforming the

quantity y in the formula for R, into the parameter , cannot

A
be justified without making some assumptions about the
target nucleus. A more realistic calculation requircsa an
averaging over the leadﬁng particle spectrua, which has
bcen taken to ke a delta function in this calculation.

The sensitivity of the model's predictions to some
of the assunptions will now be examined. Consider the
interaction of a 100 GeV proton with y successive nucleons
spaced apart by RO’ where Ry is the rest-frame thickness of
a hadroan. The rapidity distribution is assumcd to be flat
as in Refurence 10. And let the proton-proton averaga
charged multiplicity be given by60 <n>pp = ~J.5+1.27 1ln(g).

The enhancement in the rapidity distriputions ig indeod
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corfined to the region less than 1/3 of the maximim rap.dicy.
i

Howaver, if ore parameterizces R; AS
RA = 1+ ¢ (v-1)

the parameter ¢ has the value 0.42 instead oi 0.33 as ‘n
the simple model.

If the rapidity distridbution is essuned to be Cuusalan
in shape rather than rectangular, cne would obtain 0.3/ Jor
the value of ¢. The cnhancement in the rapidity cdictribu-
tion is still confined to some region of low rapidity. The
form of the Gaussian is assumcd to be

g% = <n> OXD (-y2/2L)//2nL

X s
where L = 5 1n (——5)

Mp

y = center-of-masa rapidity
<n> = average multiplicity in a p-p collision at a
centcr-of-mass ¢nargy /s.

Repcating the calculations at 50 and 200 GeV shows
that these observations are inseasitive to the initial beam
encrgy. She encrgy and y dependence of the rapidity ais-
tritutions are illustreted in Figures A-XI-2 and R-%I-I.

Notico in }lcure A-XI~3 that %§<is a slowly de-
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creasing function of v in the region y25. The multiperiph=

erz] mode’ zxpects a similnr depletion -- ses Appendix XII.
However, this feature may be jue 2ntirely to the assumed
s~dependence of the average multiplicity and rapidity
distribution. _
The predictions of the EFC model are quite sensitivé

Lo the inter-collisien distance. 1If the inter-c»llision

distance 1s increiccsed from R, to ZRO, the value of c becomes .

0

0.52 and 0.49 r<spect.vely for the f{lat and Gaussian rapid- -

ity distributions. The rapidity width of the enhancement
alsou increases. And in the case of tﬁe Gausslan rapidity
distribution, the extra multiplicity is not obviously con-
fined to wome region in rapidity. These effects are illus-
trated in ?iqure A-XI-4 for the case of v=3.

It is obvionus that the predictions of the model
change dramatically when the assumptions are modified. The
rodel is actually not as parameter frxree as the author would
have the readers belisve,

The above discussicns and calculations are intended
only as guldes to the different predictions of the model
under various assumptions. They arc not meant to bo a fit
to find the most appealingy set of parameters, Thua, it
can be concluded that a value of ¢ different from 1/3 does
sl peceszeTily exelude the EFC model; nor does the

absance ¢f an abrupt chiange in tha rapidity distribution

in the region of 1/3 of the maximum rapidity. Sincae all the
known corrections to ¢ increase its Qalue, an experimental
value of less than 1/3 would be incompatible with the &rC model.
The best experimental value at this point is approximately
1/2,

There has been a lot of interest in this model and
many discussions can be found in the literature.al ¥ore
sophisticated calculations have also beenmade.82 Howeve?,
the most serious objection to the model, its failure to
incorporate Lorentz invariance in the slicing procedure,

has not been resolved.
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FIGURE CAPTIONS

Illustration of a hadron-nucleus collision in tha

enerqgy flux cascade model.

(a). Just before the collision, the target nucleon
has rapidity Yq and the beam particle has
rapidity Yy

(b) Immediately after the first collision, there
is a flat disk of lhadronic matter =-- the .
cnergy flux =- which has some distribution
in rapidity. For simplicity, it is illus-
trated as a flat distributicn from Yo to ¥y

{(c) Prior to the second collision, there are 2

"hadrcns™ H, and H..

1 2

(d) The H,-nucleon ccllision results in a new
ernargy flux. At an incident boam energy of
A100 GeVv H2 is not encrgetic enough to
initiate {ts own encrgy flux. The recsulting
rapidity distribution has an enhancement
between Yo and Y-

Results of a Monte-Carlo calculation of the

rapidity distributions at 50 and 200 GeV. It is

agsurcd that there are 3 participating target

aucleons separated by RO‘ tha rest-frame thick- "

nesg of a hadroa. The Fop greph is the result
¥

A=XI-3
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when the p-p rapidity distribution is assumed to

be Gaussian. 7The lower graph is the regult of a
flat distvibution.

Results of a Monte-Carlo calculation of the rapidity
distributions in 200 GeV hadron-rucleus collision
as a function of the number of interacticus v.
Successive intcractions arz assured to be scparated
by the rest-frame thickness of a hadron. The ugper
and lower grachs are for Gaussian and flat p-p
rapidity discributions.

Rapidity distributions for »=3 1n 200 GeV hrlroa-
nucleus collisions as a function of irnter-cotli.len
distance 42. The upper and lower grapas are for
Gaussian and flat p-p rapidity distributicas.
Notice in the top graph that there is no ohvious

Wxink®™ i A2="EO.
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_ _ FIGURE A-XI=-2
T . I . Energy-Dependence of the Energy Flux
A L . Cascade Model for v = 3

FIGURE A-XI~1
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FIJURE h~XI-3

v-Dependence of the Energy Flux PIGURE A-XI-4

S” —~_ Cascade Model " Predictions of the EFC Mcdel for vy =3 asa
¢ B Functicn of [nrcr-zoilision cistonces
4
P 0HZ « Roe
N ——— NZ % 2fn
\
o \ where
T dN \\ L7 s inter-coitisicn disiguer
87 Ro = rest-frame InickNEss
21— cf hadron
. \\‘
o 1 [
- 0 | 2 3 4 5) 1)
Yy
5 _— L %
i -7 4 .
4 - i i l :‘
i | 3 [ ’
r"—{ ................ 1 QN. i |
o [ : er [
gN L | !
9y R —— | , ‘
2 i | I !
I |
1. | P TN Y AN SN S S S
I | o 1 2,3 4 v 0
|
o) I .| | | | ! ! |
-i 0 1 21, 3, 4 5 6




304

APPENDIX XTI

MULTIPERIPHERAL MODEL, PARTCN MODEIL.
AND REGCEON TFIELD THEORY

For (ihe purpoees of this discugsion, which will be
carri.d on at the qualitative luvel, the multiperipheral

11 and Reggcon field thcory12 are

mcdel.3 the parton model
essentially oguivalsnt. The detailed mathcmatics of various
versions of these models are obviously dlfferen, but they :
will act e entered into here,’ for they are beyong the

scope of this *hcsis as well as the ability of its author.
in the following the jergons of thes~ three c asses of
theories will be used.interchangeably and f2i-ly loosely.

A hadron can be viewed as a superposition of point=:
like partons or as one or more multiperipheral chains. It
{8 a Fasic nssumption that only small momentum transfurs
are involvedl a% euch step of the ladder. Equivalently,
cnly partons with si~ilar monenta can interact, i.e. only
the "wce partons® can interact significantly with the
target. The energy E, of the i-th parton ig a fraction of
the energy of the (i-1)-th parton, i.e.

-

Ei v K Ei-l

whers k is a constant fraction independent of i,
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An immediate consequence of this is that in hadron=-
hadron interactions, the rapidity distribution of final
state particles will be flat and of a height independent of

energy. These two conditions should be satisfied at

“nsymptotic energies, It is, of course, not definite what

"agymptotic" means. ‘It should be noted that the rapidity

distribution.

an . 1 do
dy Uin dy

. is neither flat nor constant in height up to ISR energies,

8v2500 chz. Since the width of the rapidity distribution

_grows logarithmically with enecrgy, the nodel algo predicts

& ln(s} decpendence of the average multiplicity. The exper=

imental data on protonOproton multiplicities can be fitted
much better by the form a+b1n(s)._61

The multiperipheral ladder is dcpicfcd in Figure
A-XII-1 in the form of a conventional Feynman djagram.
However, the space-time development of the ladder is
obscured. Figqure A-XII-2 shows the same ladder in a

space-time picture. It illustrates the evolution of the

" beam hadron into a sct of partons in the target's rest

frame. An estimate of the time scale is given by



where £ and m are the energy and mass of the beam particle
and Tg (of the order of fermis) is the characteristic

strong intcraction time scale. Since E kEi, the tima

in”
interval between the emission of successive partons decreases

as one approaches the “"wee partons.” This is illustrated in

Figure A-XII-2. This time ¢ is of tho order of 10 fermis
lat 100 GeV and is the explanation for the relative unimper-
tance of the 2 Reygeon diagram in high energy clastic
gcattcring, Figure A-XII-3. The so-called Mandelstam dia-
gram, Figure A-XII-4, may still contribute. It is topolog-
ically diffcfent from the diegram of 2 scquential elastic
scatterings,

Now consider an inclastic hadron-hadron collision,
This is shown schematically in Figures A-XII-1 and A-XII-2.
The identities of the exchanged and produccd objects,
corresponding to the vertical and horizontal lines in
Flgure A-XII-), depend on the particular model under con-
gideration. The class of multiperipheral models generally
assunes that the produced objccts which.cvcntually becor.e
the final state hadrons are praducced in some indcpendent
emission process. This leads to a Poisgon-shaped multi~-
plicity distribution. The data are in drastic disagrecment
- with this prediction. Sce Figure III-1l.
This problem can be easily remedied by the so-called

2-cornponont models., The high jmultiplicity component is
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given by a multiperipheral process while tte low-multiplicity
part is accounted for b a diffractive process, ¢.3. the
mechanism inveoked in the 2-fireball model. Yowever, il on¢
interds to stay within the mulviperipheral picture and to
rot invoke other processes, this can be interpreted 2§ an -
indication that a single chain is not cempatible with data.
The possibility of multiple chains has to be entertained b3
the model is to sarvive.
Another consequeance Of the presumed dominance of a

single Regge pole is that the inelastic cross-gections ghould

factorize, i.ec.

a

; o,
in, pA _, _in,pp

%in, na  %in, wp

The right hard side is app:oximatcly 3/2, whlle the left
hana side approaches 1 for heavy nuclei. So the data tend
to rafute ractorization and therefore reguirsc that Tuliti-
Regge poleos be included in calculations with the irocdai.

_For the time heing, assune that the ¢issociation of
the beam hadron i-to maltiple chains is relatively unimpor=
tant. * Applyirg ¢ae basic {é¢cas to a hadroa-nucleus

.

collision, onc errivcs at the €ollowing sitvation.’ A
beam hadron of cnergy E approaches the target npuclang.

which is at rest in tho laboratory fra@u of cefero. ce.
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+

This target nucleus occipies some region of gpace from zy to

Z,s a3 shown in Figure A-XII-5. Recalling that oaly "wea
partons™ may interact with the target, one can conclude that
if th» 2 ia to be an interaction at all. the beam hadron
twusk start dissociatirg in‘o its constituent partons at a
tire -y, where t=0 har been chosen to be the time when thn
beam particle is coincident with the target nucleus.

Suppoze that the first collision occuig at Z1e
iricwation propagates back toward the fast partons at the
rate indicated by the dashed line in Figure A-XII-5. 1t isa
th: time wnen recombinaticn is exprcted ?f the scatterihg ‘
were elastic. Until after this time, :ach parton mus£
fcnain as a constitucnt of the original bean particle in the
rense that it 1s incapable of generating its own mﬁlti—
pe-ipheral ladder. This property has been endowed oxclu=
aively upor hadronsy indeed it may be vicwed aig tho !
definition of a hadron. This can be cast in a slightly
more sophisticatcd larguage. f%he emission of a multi-
peripheral chain by a partoun is governed by the triple-
Regge coupling constant, which is usually taken to be very
small. However, after the partons have re-arranged them=-
selves into physical hadréns, the emission of a chain is
no longer suppressed by this small coupling constant.
Therufore, the slze of the target (zz—zl) determines which

group of partons (or produced hadrons) could conceivably

This
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take part in rescattering. The cutoff rapidity is denoted
by > in Figure A-XIT-5. Thosec partons with rapidity ¥>Ye
simply traverse the nucleus without interacting at all,
jdentical to those in hadron-nucleon scattering. Therefore
the rapidity distributions for nucleon and_nucleus targets

are cxpected to be different only in the region y<y.. See

Figure A-XII-6. The value of Ye should increasec with the

size of the target but is expeccted to be independent of
energy as illustrated in Figure A-XIXI-7. The height of the
rapidity distribution in the region y<y. {8 higher than
that in hadron-nucleon interactions,

An estimate of the amount of increase in multiplicity

over a proton-proton collision can be made easily by com-

'pariaon with the energy flux cascade model (Appendix XI).

‘Translated to tbe language of the parton model, the EFC

model assumes that the fast partons rescatter and glve rise
to an extra multiplicity. Its predictions on the atomie
number dependence of the multiplicity are weaker than that
observed. The above multiperipheral picture would have the
slow gomponent rescatter. And since the average multi-
plicity is lower when the beam energy is lower, the pre=
dicted- atomic numﬁer dependence of the multiplicity is
much too gradual to be compatible with experimental results.
This difficulty together with the difficulties the

model has in connection with p-p interactions leads one to
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the conclusion that if the multiperipheral modcl is ko be
“valid, graphs with multiple ladders are important and cannot
be ignored. The inclusion of multiple chains (but excluding
Reggeon interactions) have been studied by many authors.

J. Kopiik and A. Mueller83 have investigated the
connection betwecen elastic and inelastic processes in hadron-
nucleus interactions. 1In the simple picture where cne is
restricted to a single ladder, the central plateau in
rapidity (if it exists) should be the same for hadron—nucieon
and for hadron-nuclcus interactions. An increased height
in this central plateau for hadron-nucleus interactions is
a measure of the probability of having multiple chaine in

_existcnce simultaneously. These coexisting Reggeons are ths
generalizations of tha Mandelstam graph shown in Figure
A-X1I-4, and tLhey can contributec to the elastic cross-
gection, unlike Reggcons that exist scquentially. Thus
Roplik ard Mueller were able to derive bounds on the ratio
of elastic to total cross-scctions as a function of the
height of the central plateau in hadron-nucleus inter-
actions.

Let r be the ratio of clastic and diffractive croos-
sections to tho total créss—ncction, and let Rc bo the
ratio of the heights of the central plateeixin pA and pp

collisions, i.c.

" Tha connection between r and Rc is given as follows. If n

is such that

2y ~1=n
e o e L (=)
2 0y ,l-n "2 Ty o7
. > n-1 2r-1
then Rc Z n+l + 2 ( l—r)

The black disk limit, r=1/2, is achieved when n becomes
infinite. RC alse beecemes infinite. It follows that if
tre data shows that v=1/2 ard Rc:l, multiperipheral modcl
need major modifications to remain viable.

Present data indicate that nuclei, especi:lly heavy
onas, arc guite black to incident protons, thercfore the
model predicts that the rapiditﬁ dictrilbutica in gi inter-
actions should be as illustrated in Figure A-XII-{. The
projectile fragmentation region hay be depleted as 2
result of momentum corncervation., Some cascading may occur
in the target frugmentation region., The central region;
which ‘has sc far not been observed to exist, chould show a
distinct enhancemont winen cowparcd to a p-p intcracticn,
&4 3 have arrived at eimilar

J.H. Wolas and C.A. Winbow

conclueions.
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In another verslon of the multiporiphcrhl model,
A. Capella ard A. Krzywickigs made the assumptions (1) that
the incide.v. hadren dissociates into several eguialent .
ladders, the n:ber of which is determined by thoe number of
interactions that the proijectile actunlly undergoes as it
traversa2s the nwcleus, and (2) that chie partition of encrgy
amona the chains is completely rawdeow. The assumptions
sirply state that a proton~nucleus interaction invielving y
ccllisions a2t a bean energy E can bo vizowed ags y parallel
protor-proton collisions each with an energy E, such that
the total bean energy is E. This pictuxé haé been used to
£it the 200 GeV proton data of this cxperiment and has .
Fuccecded remarkab]yBS ~~ the predicted pseudorapidity
aistributions are in almost perfect agreemcnt with the data.

gome objections to the model will now be raised.
The partition of energy among the many hypothetical “"pro-
tons® has bcen taken to be random, and these sub-encrgicﬁ
add up to E. Then the leading particle effect should be
greatly suppressed for heavy nuclel because it would
requirea partition of energy that is highly asymmctric.
This is difficult to reconcile with the fact that intence
high-momentum secondary béams can be made from a tungsten
target. More definitive statements could only be made
when there ere additional data on the multiplicity

agpociated with a high-momentum leading particle;
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.This problem can be avoiced if one first partitions
the energy into a shara for the leading particle and another
share for the multiple collisions. Then the sum of the sub-
energies should not add up to the incident beam energy E.

There appears to be a further dtfficylty with the
differences betwecen a proton beam and a pion beam. To argue
that a proton-nucleus collision may be equated with many
parallel proton-nucleon interactions, it is necessary to

assume that the number of virtual multiperipheral chains is

v large, i.e. much larger than y. It follows that the cross=

section of each chain on a nucleon is smaller than the
hadron-nucleon cross-section by a factor of the order of

the number of chains. Since the quantum numbers of the beam

‘barticle reside mostly in the fast components (in order to

have a2 leading particle) and since only "wece" partons inter="

act with the target, a proton and a pion bcam differ mainly

“in the numbers of virtual chains that each one has. 1In the

limit of a large number of chains each with a small proba=
bility of interaction, one would expcct the same A-depen=
dence for the absorption cross-sectiona of p-A and n-A
interactions. Diffcrent A-dependences have been observed
experimentally.

The ability of this particular model to fit the
data of this experiment cannot be denied, but its ALffi-

culties with hadron-nucleus cross-sections and with the

leading particle effect are disturbing.
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FIGURE CHPTIONS

Feynman diagram for an inelastic reaction in the

context of the multiperipheral model.

A spacé-timc diagram of the same reaction.

Two scguentiar elastic intevactions. There is a
minimum value for the spatial scparation of the
two nteraction points. '

Two parallel clastic interactions. There is no
constraint on the gpatial scparation betwecn the
two interaction points.

Re-scattering of the slow component. The dashed
line reprcascnts an ecstimate of the times at which
the partons becomo hadrons and start emltting
thielr own multiperipheral chaina. The critical
rapidity Yo 13 a function of the distance between
the two scattcrings.

The expectations of the hadron-nucleus rapidity
distribution as a result of tho re-~scattering of
tha slow component.

The encrgy and target dependences of the hadron-
nucleus rapidity distributicn as a result of ro-
scattering of the slow comnponent.

Illuatration of the predictions of the multi-

peripheral model in tho prﬁpcnca og multiple chains.
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FIGURE A-XII-3
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APPCNDIX XTII

TWO-FIREDALL MOJCL

3 assumes that in a proton-

The two-fireball model1
proton collision, one or both of the protons becomes highly
excited. After a comparatively long period of time, the
excited object decays into the final state hédrons. This
decay is usually assumed to. be isotropic in the rest frane

of the excited object. These excited objects are assumed to

retain the quantum numbers of the beam and target, i.e. a

" Pomeron is exchanged in the interaction, and have all the

propertics of initial particles until they decay.

It predicts that in hadron-nuclcon collisions the
e:ons-section for producing n particles approaches an
acymptotic limit as the encrgy increases. It is expected
that the low multiplicity part will rcach this limit
earlier than the high multiplicify part. This is in appar-

ent contradiction to data. The 4- and 6-prong cross-

" sections are decreasing with energy after attaining a

maximgm.86 Another prediction concerns the topological
cross-sections for large values of n, i.c. n greater than
the average multiplicity. These cross-scctions are pre-
dicted to behave like 1/n2. The data exhibits a much faster
fnll-off.es These predictions on the topoligical cross=-

sections are similar to those in the hypothesis of limiting



fragmentatiOn.a7

In a proton-proton c¢illision at sufficiently high
energies, thc model expect:c to sce two distinct peaks in the
rapidity distribution corr¢. o5nding to the two fireballsg
going off in opposite dirc-*ions. The data from the ISR
display only one central peak. Cosmic ray data at an average
beam encrgy of ~1 TcV appear to have a dip in the central
region of the pscudorapidity distrlbutlon.ga Decause of
the transformation properties between rapidity and pseudo-
rapicity =-- Sce Appendix II -- this observation is consig=
tent with a £flat or slightly peaked rapidity distribution.’
In other words, the cosmic ray data are not definitiva on
this point.

All these difficulties could be attributed to a
non-asymptotic energy. If that is the cacse, the model has
no relevance to prescent-day accclerator data and its
efficacy can neither be confirmed nor denicd. Less drastic
mecasurcs to salvago the model {nclude the introduction of
asymmatric decay of the fircballs. Another approach
irvolves changing an input assuwption. The average mule-
tiplicity has becen assumed to havo a 1ln(s) dependenca.
Modifying this will change the predictions.

This model can te applied very simply to hadron=-
nucleus collisions. <he first collision batween the beam

hadron and a targol nucleon prﬁpgccs 1 or 2 fireballs.
. !
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The beam hadron or its daughter fireball has nct decayed by
the time it has traverscd cne mean free path. It then

undergoes another collision. By assuuption, the beem fire-~

. ball has the collisional properties of the original beam

hadron. Therefore the cecond collision resembles the first. -
This process is repcated until the beam hadron ¢r fireczall
oxits from the nuclcua. After a sufficiently lcag time, all
the fireballs decay to yield the final state hui:éns.
Consider the simple case where two fireballs are
alwvays produced in any one collision. If there arc a total
of y collisions, there will be (y+l) fircwalls. A hadron-
nucleus c¢d'lision produces two fireballs which cecay into
<n>hp particles, therefore, these (y+l) firchballs will
dccay, on the average, into (321) <n>hp particles. It has
been tacitl assuncd that the erergy is high enougn that all
fireballs have atvained thcivr acymptotic properties. 7This

lcads to a prediction of

1 -
+ 2y

o
g
o[

The data arae ccrpatible with this predictlion.
. This agrzcemen® ia rather surprising. At Fermilab
cnergies, it is known that tue leading particle {as fire-

ball) has an enerqgy which, on the aveorage, is halt tae

incident beam erergy. The second collioion i3 thereiora
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Le'weesn a target nucleon and a beam hadron of only half the
initial beam earrgy. The fireralls produced in this sccond
interaction should, on the average, have a lower multiplicity
than the first intcraction. 1In other words; the fireballs

are not all identical. The predictions of R, would have to

A
b apy:»p:iately modifind.

The prediccions of RA depend ona thie iicntity of the
beam particle. For a proton beam, all firz2Lalls have the
game qua.kum numbers and the above prediction holds. How=
ever when 2 nion or kaon becam i8 used, on~2 fircball has a
different set of quantum numbers. This effect can be
estinated. Counsider 100 GeV/c bear perticles. The average
clisrged rultiplicity of 6.5 in procon-proton 1ntéractions
implies that each proton-like fireball eives r'sa to 3.25
charged particles. A n+—proton averiage charged multiplia’ty
of 6.8 implies that a pion-like fireball gives rise to 3.55
chaveed particles on tha average. This leads to a predic=-

tion ot

R, = (3.55 + 3.25 v)/6.8

= 0.52 + G.48 y

for a pion Leam. The difference batween the 2 predictions
are probably smaller than the‘finiﬁe energy corrections.

And ir any event, the accuracy of the data is not sufficient

—
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" to pinpoint this small effect.

Since the decay of the fircballs are indepealnnt, the
multiplicity distribution in a hadron-nucleus interaction
is expected to be simply convolutions of the multiplicity
distribution in hadron-nucleon interactions. However, the
multiplicity distribution predicted for hadron-nuclcon
interactions appears to be wrong. If the theory can be
modified to give agreement with the proton-proton multi-
plicity distribution, then one should attempt a comparison
for hadron-nucleus interactions.

At asymptotic cnergics, the rapidity distribution in
hadron-nucleus collisions is expected to rescmble that in
hadron~-nucleon interactions for the region ycm>0. The re=
gion ycm<0 is expected to be v times higher than in hadron=
nucleon collisions. This simple-mindcd picture where each
participating target nucleon behaves as the target nucleon
in a hadron-nuclcon collision is not in agrecment with data.
The increase in multiplicity is not confined to the lower
half of the rapidity digstribution.

Tho aimplicity of the two-fireball picture is very
appealing, but it appears that it cannot accouht for data

in tha 100 GeVv range without modifications.
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APPENDIX XIV

COHERENT TUBE MODEL

There is a model which attempts to describe hadron=-
nucleus data using the results of hadron-nucleon collisions
as input. It makes predictions on.the atomic number depen=~
dences of various processes, but makes no statcements on the
properties of the basic dynamics of hadronic 1nteraction.
This model is included here only for the sake of complete-

ness.

58 is based on two

The so-called cohercent tube model
assumptions, In a high encrgy hadron-nucleus collision,
those nucleons that lie within a tube of cross-scctional
area g along the path of the projectile arec assumed to be
the only ones to interact with thn beam particle, and they
do 50 coherently, {.e. they act as a more massivae "proton”
target. ¢ s taken to be the p-p total cross-section. If
a beam prbton of energy E is8 incident on such a tube with 1
nucleons inside, the center-of-mass cnergy-squared is now
given by sL-ZSHpE. The seccnd asswiptioa states that tho
results of this collision are identical to the results of
a proton-proton colllsioﬁ at the center-of-mag3 encrgy /Bi'

After performing an average over the possible tubes

for a nucleus of definite atomic number A, one obtainux89

f /

LY <n(AL/° a)>

(1) :n(s)>pA e

So if the average multiplicity in proton-proton interactions

-4
can be paramecerizei by <n(5)>P n 8% then RAf»A /3. The

P
data favors a va'ue of i/a for « in tho cquation for c.e

average multiplicity.

(2) KNO scalirg is satisfied in hadron-nucleus intirancions
if 1t iag satisfied in hadron-nunleon interaccions. In

particular

D_,({s)

)
L4t
DA A )

" DPP
If Dpp(s):a <n(s)>Pp. as it appears to ke the casc, 4“hen
Dpﬂ(s)a <n(s)>p\ should hold for interact.ons with nuclear

targets.

an
ay

(Al/3 8,

=

an
{3) (@ (a,y))p‘\ A 1n A+y))p9

132 unser

A value of 1/4 for « gives rise to R, « A
is in violent disagrecment with the cdata. fThe predict -3
rapiity distributions are also in pcor agreement wivh the
dati.

.0On the positive side, XNO scaling appcars to

hold’32,33,34

and the dispercsion and the avecase of the
multiplicity distributions secm to bo linear.47 Yote that

if the prediction on XNO scaling is satisficd, the pre-
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diction ¢rn Lhe dispersiorn is a necessary consequenca. ‘The
convergse is not n.cossarily true.

The tailures of the model's predictions on the mul=-
tiplicity and on the rapidity distributions can bec overcome
by meking rome not unrcasonable assumptions about fast knock=
out protone. Thelr frequency and angular distribution are
such that the predictions and the data are more compatible.
Theose detaaled manipulations of the model will be left to its
ardent proponcnts, IX£ this model proves to be of merit,
questlons are ralsed concerning the general propertles of
the strong force and.our understanding of speclal relativity,
The presumed coherence of the target nucleons, over distances
¢f as vuch as 1¢ to 15 fermis, is hard to reconcile with the
raage of the strong force (~several fermis) and the concept
vf causzlity.

Conventional arguments insist that nuclear binding
i too vk to b2 of any consequence when the becam energy
i3 of the oréer of 100 Suv. The first episcde in e hadron=
nucleus interaction is well appicximated by the proiauvtile
striking a [{ree ruclecrn.

Consider the unlikely case where f:he nucleons ara
not effectively free. Thén tne nucleax tosids cannot be
jgnored. 0ne would then expect the entire nucleus tovroact
céherently. (Coherent-ball model?) It is not obvious why

the cohurent tube model assumzs that the lorgitudinal
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nuclear bonde are impertant whereas the transverse bonds may
be ignored. Any mechanism that is invoked to explain this
agymmetry must also be compatible with the existing knowledge

on nuclear physics.
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APPENDIX XV

Tne Model of Biafkowski, Chiu and Tows9

A model has been proposcd where the properties of
hadrons are time dependent. This hypothetical "maturity"
time is of the order of the strong interaction time scale.
Thus the cross-scction of a hadroa is given by

alt) = gy (1-07%F)
where 1 i3 the maturity time scale.

Such a time dependence is very familiar in classical
physics and appears quite plausible. Since the propecrties
of hadrons arc meacured long after thelr creation, thore are
no explicit data contradicting this point of view. It
appears that the only tests of this model will have to come
from hadron-nucleus interactions.

Trhe model Attcmpts to explain the small value of Rp
on the basis of this time dependence. It is hypothesized
that the final statce hadrons are produced instantanecusly
in a hadronic collision. However, these produced particles
are "immature” in the scnee that their interactions cross-
scctions are smaller than the asymptotic values., A full-
fledged hadrcaic cascade is thercfore avoided.

The model, as stzted ab?ve, caneot be reconciled
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with the data of cthis experiment. dowever; by assuming that
the maturiZy rate is enhanced in tnc prescice of nearby

strongly interacting matcrizl (as insicde a nuclecus) and by

_treating this "induccd wmaturity rata" as a free parameter,

an adequate fit to the results of this experiment .is been
¢btained.

It is not obvious why the maturity rate should depaeid
on the cnvironment, nor is it obvioug why tha enhanceticut
should take on the form ascumed by the authorg:

N

. b
= i =
T > (A T)

where X is the induced maturity path.

If the dectailed mochanisms and mathematles are
ignored, it will be noticed that the mocdel ig quite =similar
to some of the models mentioncd carlier, except for cermantic
differences. Consider the parton model. The immatire
hadrons may be rcgurded as the partons before the latter
re-arrancge themselves into physical hadroas. The tize
dep endent cross-secticn may be ruqgarded ©d a particular
way of parancterizing thig re-arrarncerant.

. In the languazge of the energy flux cascadez w.da2l,

.10(t) can be concidered 4s a way of partiticning the flux

into some number of nadrons each with the correct asywprotic

crogs-pection. In the framework of the two-firerall model,
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