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Abstract

Proton reaction cross section measurements on various stable and neutron rich nuclei (\textsuperscript{4,6}He, \textsuperscript{7,9}Li, \textsuperscript{9,11}Be, \textsuperscript{21-24}F, \textsuperscript{22-26}Ne, \textsuperscript{25-29}Na and \textsuperscript{29-32}Mg) were performed via the attenuation method at intermediate energies (\textasciitilde{} 35-75 A MeV) and using a cryogenic hydrogen target. The results are discussed in the framework of different approaches of the nuclear interaction potential.
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1 Introduction

Reaction cross sections are of fundamental interest in nuclear physics, since they provide a measurement of the size of the nucleus. They are an effective tool for revealing unusual features in nuclei such as extended halo or neutron skins [1, 2, 3, 4]. At low energy, they also complement elastic scattering data to obtain information on the nuclear interaction potential. Indeed, absorbing processes affect the elastic scattering angular distributions, therefore reaction cross sections can place restrictions on the amount of absorption, as represented by the imaginary potential [5, 6].

The nuclear interaction potential has been studied extensively through nucleon-nucleus elastic scattering measurements. Concerning the stable nuclei, a vast amount of experimental data for nucleon-nucleus elastic scattering was interpreted in the framework of phenomenological and microscopic potential models with the adjustment of no or only a few parameters [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17].

With the advent of radioactive beam facilities, elastic scattering measurements are currently extended to neutron rich nuclei close to the drip lines (e.g. see ref [18, 19, 20, 21]), by using inverse kinematics (secondary beam incident on a proton target). However, because of the low beam intensities, such studies often span a narrow angular range and cannot define unambiguously the interaction potential.

We report in this work on measurements of proton reaction cross sections for a series of isotopes, some of them stable but most of them unstable, aiming at a better understanding of the potential for neutron rich nuclei. The measurements were performed, using inverse kinematics and cover the intermediate energy regime (35-75 MeV/nucleon), while previous measurements, even for stable nuclei, existed only for energies lower than 48 MeV or higher than 100 MeV [22]. The data were compared to theoretical predictions based on either global phenomenological parameterizations [9, 11, 12] or the microscopic JLM approach [7], using different types of density distributions.

2 Experimental details and results

The secondary beams were produced by fragmentation of a 60 MeV/nucleon 48Ca primary beam, delivered by the Ganil accelerator complex, and incident on a 0.5 mm thick Be production target, backed by a Ta layer of 250 μm. The secondary beam ions were selected by the spectrometer LISE [23]. Measurements were performed at two different magnetic rigidity (Bρ) settings, in order to optimize the transmission of the light (Z ≤ 8, Bρ = 2.71 T.m) or heavy (Z ≥ 8, Bρ = 2.40 T.m) fragments. Since the reaction cross section was measured
simultaneously for different secondary beams at the same magnetic rigidity, the projectile energy was dependent on the considered species.

The reaction cross section $\sigma_R$ was measured by the attenuation method [24]. In this technique, one simply counts the number of beam particles of each species incident on the target ($N_i$), and the corresponding number of outgoing particles which have not undergone a reaction in the target ($N_f$). This last number includes the residual beam nuclei as well as elastically scattered nuclei within the acceptance of the detectors. The difference between ($N_i$) and ($N_f$) represents the number of reactions ($N_{reac}$) which occurred in the target. The reaction cross section $\sigma_R$ can then be deduced from the reaction probability through the relation

$$P_R = \frac{N_{reac}}{N_{inc}} = 1 - \frac{N_f}{N_i} = 1 - \exp\left(-\sigma_R \frac{Nd}{A}\epsilon\right),$$

where $d$ is the target density in g/cm$^2$, $N$ the Avogadro number, $A$ the target mass number, and $\epsilon$ the thickness of the target in cm.

2.1 Detection system

The experimental set-up is schematized in Fig. 1. The incident ions were counted and identified by the $\Delta E$-TOF method. Their energy loss was measured in an ionization chamber of 10 cm diameter, 10 cm thick, and filled with isobutane at the 300 mbar pressure. Their time-of-flight was measured with respect to the RF of the cyclotrons with a position sensitive microchannel plate detector [25]. Finally a 2 mm thick plastic scintillator, with a 13 mm diameter hole was used as an active collimator.

Downstream of the target the ions were counted and identified by $\Delta E$-E method in a telescope, located 6.5 cm behind the target and composed of a thin microstrip, position sensitive, Si detector (surface 50x50 mm$^2$, thickness 500 $\mu$m), a standard semiconductor Si(Li) detector (surface 50x50 mm$^2$, thickness 3500 $\mu$m) and a thick CsI scintillator (surface 50x50 mm$^2$, thickness 4 cm). These detectors were part of the detector system CHARISSA [26]. The light fragments were identified by using the energy loss measured in the Si and Si(Li) detectors and the residual energy in the CsI detector, whereas the heavier fragments did not reach the latter and were therefore identified by their energy loss measured in the Si detector and residual energy in the Si(Li) detector. The absence of results in the present data set for 5 $\leq Z \leq$ 8 nuclei and for some of the isotopes with $Z \leq 4$, such as $^{11}$Li is because those nuclei were stopped near or in the region of the dead layer of the Si(Li) detector.

2.2 The cryogenic target
In the present experiment it is impossible to use as a proton target hydrogenated material such as polypropylene since there would be no possibility to differentiate between reactions on the protons from that on other elements in the target. It was thus necessary to consider a pure hydrogen target. The use of a gaseous hydrogen target was rejected because of its low specific density. To obtain a reasonable reaction probability such a target would have to be rather long and not adapted to our detection system.

Rather, a cryogenic liquid hydrogen target was built. This target uses the cold head of a cryogenic pump Leybold RW5 [27]. The target and the cold head are represented in Figure 2. The cryogenic head, supplied with a turbocompressor, is composed of a 80K stage with a screen, and a 20K stage. Through thermic contact with the latter, gaseous hydrogen arriving through the capillaries to the target cools down and liquefies. The temperature is measured with an AsGa resistance fixed at the lower part of target. The target is operated at atmospheric pressure where the liquefaction temperature of hydrogen is 20K. During the experiment, the temperature of target stayed below 14K. This temperature was reached within one hour, starting from room temperature. Heating resistances were installed on the 80K screen, so that the time for heating up the target from liquid hydrogen temperature back to room temperature was also of the order of one hour.

The target itself is formed of two parts, 0.5 cm and 1 cm thick, respectively, each of them having a diameter of 2 cm. The windows are 4.4 µm thick havar foils. The total thickness of the windows is 7 mg/cm², compared to 70 mg/cm² of liquid hydrogen for the 1 cm thick target. The corresponding reaction probability on the havar window was of the order of 1% of that for hydrogen and could be exactly subtracted by empty target measurements where the target was heated up to remove hydrogen. A 1 mm wide hole on the left of the target was used for effective target thickness measurements, performed by energy loss differences. In measurements with hydrogen in the target, the target windows were deformed, due to the hydrogen pressure. The average target thickness was found to be equal to 1.12 ± 0.01 cm for the 1 cm thick target and to 0.607 ± 0.006 cm for the 0.5 cm target. Furthermore, in a series of measurements, where the spectrometer settings were optimized for the heavy nuclei \( B_\rho = 2.4 \) T.m, the liquefaction was not achieved in a homogeneous way, and bubbles appeared. For these measurements, due to the important energy loss of the secondary beams in 1 cm thick target, the reaction probability was measured only in the 0.5 cm target. The average thickness measured in this case by energy loss differences between the full and empty target, presented a slight and regular variation for the different nuclei: from 0.500 cm for \(^{21}\text{F}\) up to 0.538 cm for \(^{31}\text{Mg}\). This variation was due to the fact that the different secondary beams did not, on average, hit the target at the same position, and therefore saw different effective thicknesses. These different thicknesses for the different nuclei have been considered in the subsequent analysis.
2.3 Experimental results

Two typical identification plots for $^{10}$Be incident ions with the 1 cm thick target and with empty target are displayed in Figs. 3 and 4, respectively. These two plots were obtained with the conditions that all detectors upstream of the target, except the active plastic collimator, have fired and that the incident particles have been identified as $^{10}$Be. Downstream of the target, the identification was obtained by using the sum of energy losses in the Si and Si(Li) detectors and the residual energy deposited in the CsI detector. In Fig. 3, the highest intensity peak corresponds to the $^{10}$Be nuclei which did not undergo any reaction or which were elastically or inelastically scattered to the bound excited states of $^{10}$Be. This $^{10}$Be peak is superimposed on a $\Delta E = \text{constant}$ line which has two origins. For $E_{\text{CsI}} \leq E_{\text{CsI}}(^{10}\text{Be})$, it originates from the reactions inside the CsI detector, whereas for $E_{\text{CsI}} \geq E_{\text{CsI}}(^{10}\text{Be})$, it is due to the pile-up in the CsI detector. Two Be lines can be clearly distinguished: one corresponding to the kinematical line of elastic and inelastic scattering to bound excited states, starting at the upper left edge of the $^{10}$Be peak, and the second one corresponding to the one neutron stripping $^{10}$Be(p,d)$^9$Be reaction. In the lower part of the identification plots, two lines corresponding to Li isotopes (proton stripping) are observed as well as the line corresponding to the $2\alpha$ decay of $^8$Be following the $^{10}$Be(p,$\alpha$)$^8$Be reaction. Finally $^{10}$B fragments are also detected, originating from the $^{10}$Be(p,n)$^{10}$B charge exchange reaction. The number of nuclei which did not undergo any reaction in the target was obtained by taking the $^{10}$Be residual peak, the line of reactions in CsI and pile-up (except the counts attributed to the $1n$ transfer reaction along the $^{10}$Be(p,d)$^9$Be line, determined using a fitting procedure), and the elastic line. The same identification plot obtained with the empty target is shown in Fig. 4. The final reaction probability is obtained by subtracting the reaction probabilities of the empty from that of the filled target runs. The total error on the experimental values is ±5%. It includes the error on the determination of the target thickness which is of the order of 1% and the error on the determination of the reaction probability, which is mainly depending on the definition of the graphic cuts for the subtraction of reactions. The statistical errors are negligible.

The obtained reaction cross section results, are summarized in Table 1 together with the predictions of the empirical formula of S. Kox et al. [28]. Former results for the stable nuclei measured in the present experiment exist only for energies either lower than 48 MeV or higher than 100 MeV [22] with the exception of a recent measurement for $^9$Be at 65 MeV [29]. This result ($\sigma_R = 290.9 \pm 6.9$ mb) is in very good agreement with our value. Existing measurements for the stable isotopes as a function of energy are shown in Fig. 5 together with the present measurements. Our results are compatible with the trend of the previous data, thus giving a further support to our experimental technique.

Our results are compared in Fig. 6 with the Kox values via the strong
absorption radius $r_0^2$. The horizontal line in the figure corresponds to $r_0^2 = 1.21 \text{fm}^2$, a value which was shown by Kox to hold for all the stable nuclei. Most of our values are consistent with this prediction. A lower $r_0^2$ value is deduced for the $^4$He, $^9$Li and $^{21}$F isotopes. It should be noted that $^4$He is not a standard nucleus and that it is not completely surprising that its reaction cross section does not fall in the systematics. In particular the energy dependence of cross sections for $p+^4$He, is opposite to the common behavior (see Fig. 5) due to the very high reaction threshold for $^4$He. A relatively small radius was also found in previous measurements at higher energies in the case of $^7$Li [1]. On the other hand the larger value of $r_0^2$ obtained for $^6$He, $^{11}$Be and $^{28,29}$Na may reveal the unusual nature of these nuclei. Similar enhancements in the cross sections were also seen previously for $^4$He, $^{11}$Be [2] and for the $^{28,29}$Na nuclei [3, 4] and were attributed to the presence in these nuclei of a halo or neutron skin.

3 Analysis and discussion

3.1 Macroscopic calculations

Our results are first compared with the predictions of the optical model using macroscopic phenomenological potentials CH89 [9] and GLOBAL [11, 12]. Optical model calculations were done with the code ECIS [30]. Varner et al. [9], have developed a phenomenological optical potential (CH89) which uses standard Woods-Saxon form factors for the potential, with the depth and geometry determined from a set of experimental data for stable nuclei. The potential includes effective central, surface and spin-orbit terms with energy and nuclear asymmetry dependent parameters which were obtained by fitting measured differential cross sections for proton and neutron elastic scattering on nuclei in the mass range $A = 40-209$ and for the energy range $E = 10-65$ MeV. Recently this parametrization was also extended for proton elastic scattering off light stable nuclei, such as $^7$Li [18]. The present reaction cross section measurements provide a further test of this interaction potential for light exotic nuclei.

In the GLOBAL parametrization, the standard scalar-vector (SV) model of the Dirac phenomenology is used. The obtained parametrizations include energy and/or mass dependence for nuclei in the mass region $A = 20-209$ and in the energy region $E = 21-1040$ MeV. The global potentials are available through the program GLOBAL [31], which provides the scalar and vector potentials as well as the Schrödinger equivalent central and spin-orbit ones. This parametrization was used successfully previously by Ingermasson et al. [29] to describe a series of cross section measurements of 65 MeV protons on various targets from $^9$Be to $^{208}$Pb. The interpolation of the parametrization to targets such as Sn and Ni was successful. However the attempted extrapolation to $^9$Be was not satisfactory.
Thus, we did not use this parametrization for the light isotopes He, Li and Be.

The predicted reaction cross sections with these two interactions are included in Table 1 and compared to the experimental results in Figs. 7 and 8, respectively. For the light nuclei (He, Li and Be), the reaction cross sections obtained with the CH89 parametrization consistently overestimates the experimental results, except for the halo nucleus $^{11}$Be.

For the Fluor, Neon, Sodium and Magnesium isotopic chains, Fig. 8 shows that the isospin dependence of the CH89 parametrization is in very good agreement with our results; however the absolute values are systematically overestimated by 20 to 40%. It should be reminded that the domain of validity of this CH89 parametrization is restricted to mass $40 \leq A \leq 208$. The present results show that, even if the results obtained for elastic scattering angular distribution were quite satisfactory for nuclei as light as $^7$Li, the extrapolation out of the mass range where the parametrization was established should be considered with extreme caution. Conversely, the reaction cross section values obtained with the GLOBAL parametrization present an isospin dependence which is somewhat too weak, especially for Fluor and Neon isotopic chains, but they are in very good overall agreement with the data, except in the case of the neutron skin nuclei $^{28,29}$Na, for which the experimental values are strongly underestimated. We can conclude that the macroscopic GLOBAL description can be extrapolated to light neutron-rich nuclei with $A \geq 20$, except in the case of nuclei exhibiting special features such as neutron skins.

### 3.2 Microscopic calculations

Microscopic calculations were performed using the effective interaction derived from the nuclear matter calculation of Jeukenne, Lejeune and Mahaux (JLM) [7]. The starting point for computing the JLM potentials, is the Brueckner-Hartree-Fock approximation and the Reid hard core nucleon-nucleon interaction which provides, for energies up to 160 MeV, the energy and density dependence of the isoscalar, isovector and Coulomb components of the complex central optical potential in infinite matter.

The optical model potential of a finite nucleus is obtained in the local density approximation (LDA) by substituting the nuclear matter density with the density distribution of the nucleus. The improved LDA (ILDA) takes into account the finite range of the effective interaction by folding the potential obtained within the LDA approximation with a gaussian form factor, with a range $t \sim 1$ fm. The JLM potential has been extensively studied previously [14, 15, 32, 33]. It has been particularly successful in describing elastic proton and neutron scattering [14, 15] as well as inelastic proton scattering, total reaction cross sections and $(p,n)$ angular distributions for stable nuclei [32, 33].
We have performed several types of calculations within the above framework. Initially, the code provided by F. Dietrich [34] has been used, assuming real and imaginary normalization factors $\lambda_v = 1.0$ and $\lambda_w = 0.8$. These values were deduced from proton and neutron elastic scattering data on stable nuclei and will be referred to as the "standard values" in the following. An isovector adjustment was also applied, $\lambda_{isov} = 1.4$ and $2.5$, for the unstable and stable nuclei, respectively, in agreement with the conclusions of [33]. We used the same normalization factors for both the real and imaginary isovector parts. An important input in these calculations is the density distribution of the nucleus of interest. Several density distributions have been used in the present analysis. For all stable isotopes, typical Fermi type densities were constructed by using electron scattering results [35]. For the exotic nuclei, we used Dirac Hartree-Bogoliubov (HB) density distributions [36]. The results are summarized in Table 1 (column JLM) and in Figs. 7 and 9.

Table 2 also presents the results obtained for He and Be isotopes assuming different density distributions. For $^6$He, in addition to the Dirac HB density distribution of [36] we used density distributions obtained in the extended shell model approach of S. Karataglidis et al. [37], and in the three body cluster models of K. Arai et al. [38, 39, 40] and of the Surrey group [41]. A complete picture of this nucleus was given before [42] through a simultaneous study of elastic (p,p) scattering, (p,n) exchange reaction and the present reaction cross section. The "best fit" normalization factors for the potential, compatible with all three sets of data, are given in Table 2 together with the calculated cross sections.

For the $^{9,10}$Be nuclei, Hartree-Fock (HF) densities developed by H. Sagawa et al. [43] together with microscopic cluster densities from K. Arai et al. [38, 39, 40], were also used. In the case of $^{11}$Be, only the HF density was available. For the $^9$Be nucleus a standard potential was assumed, while for the $^{10,11}$Be nuclei the potential was extracted from previous elastic (p,p) scattering data [44]. The adopted potential for the best description of both reaction cross sections and elastic scattering data are given in Table 2. The general trend observed for $^6$He and the Be isotopes is that the imaginary part of the potential has to be increased in order to reproduce the reaction cross section values, while the real part should be, at most, slightly reduced.

In the case of the nuclei with $Z \geq 9$, we used the microscopic potential calculated within the JLM approach, but including the recent modifications of E. Bauge et al. [45, 46]. These modifications are related to the validity domain, which could be extended up to 200 MeV, to the treatment of the LDA, and to the spin-orbit term. The initial JLM potential included the spin-orbit term of the M3Y interaction [47], with only a real part and for which the results became less and less satisfactory above 65 MeV. Different prescriptions were tested [48, 49, 50], and the Scherbaum model yielded the best results for a
large data set. In this model the spin orbit term is written in the form

$$U_{SO} \sim \frac{1}{r} \frac{2}{3} \rho_n + \frac{1}{3} \rho_p$$

(2)

which favors the density tail in the optical potential.

The validity of this modified JLM optical potential is a priori limited to nuclei with mass $A \geq 40$. By fitting a large set of data in the mass range $40 \leq A \leq 209$, the normalization factors were adjusted and, for proton energies near 45 MeV, the obtained parameterization gives values of $\lambda_w = 0.98$ for the isoscalar real part, $\lambda_w = 1.15$ for the isoscalar imaginary part and $\lambda_{e1} = 1.5$ and $\lambda_{e1} = 1.2$ for the real and imaginary isovector parts, respectively (see (6) of [46] for a more complete description of these parameters).

The reaction cross sections for nuclei with $9 \leq Z \leq 12$ were calculated within the above approach and with two types of density distributions: HF + BCS density distributions calculated with the density functional of Beiner and Lombard [51], and HFB densities [52] based on the density dependent and finite range DIS Gogny force [53]. The results are displayed in Table 1 (column JLM and JLMB, respectively) and with dots in Fig. 9 (open and closed dots, respectively). The reaction cross sections calculated with both sets of density distributions are very close to each other, but they exceed the experimental values by roughly 25% on average. It should be reminded that these calculations were performed with an imaginary potential normalization factor $\lambda_w \approx 1.15$, compatible with the best fit value found by fitting a very complete data set on elastic scattering differential cross sections, analyzing powers and reaction cross sections for nuclei in the mass range $A = 40-209$ [45, 46], much larger than the standard value $\lambda_w = 0.8$ adopted previously for lighter nuclei [14, 15]. Note that in [46] errors bars of the order of 10% are assigned to the normalization factor for the imaginary part of the potential, allowing for a better, yet not satisfactory, agreement between data and predictions. In order to account for the remaining differences between the standard normalizations and those of [46], the increasing role of non-locality or dynamical effects with lower masses has been invoked [54]: for heavy nuclei these effects mostly average out whereas for light nuclei they become important. The same calculations, repeated with the standard normalization factor $\lambda_w = 0.8$, were in close agreement with our data. The standard normalization factor can thus be understood as a factor that includes specific non-locality or dynamical corrections for light nuclei.

The influence of the deformation was also studied with the HFB density distributions. In the case of even-even nuclei, the reaction cross sections were calculated assuming four different prescriptions: i) a spherical ($\beta = 0$) density distribution used in a spherical optical model framework (SOM), ii) the monopole part of an axially deformed density distribution, in the SOM framework, iii) axially deformed density distribution in a coupled-channel framework (CC) coupling the ground state of the considered nucleus with its first excited state in a rotational model, and iv) the fully dynamically calculated density.
distribution also using CC. For non even-even nuclei, the last type of calculation could not be performed. In the case of CC calculations the normalization of the imaginary part of the potential was readjusted by an additional factor 0.85 to avoid double counting of the inelastic channels explicitly taken into account. The values reported in Table 1 and Figure 9 correspond to the CC calculations, fully dynamical in the case of even-even nuclei or axially deformed in the other cases. The dynamical calculations which make no assumption concerning the reaction model, give approximately the same results (within 1%) as the CC calculations with the axially deformed densities (iii) showing that the reaction model has a limited role in calculations of the reaction cross-section at the projectile energies investigated here. The effect of the deformation on the reaction cross-section values is larger but still rather weak: it increases the values by at most 5%, even for deformation parameters as large as $\beta = 0.46$ in the case of $^{32}$Mg. This effect is mostly due to the increase of the root mean square radii of the densities with increasing deformations since the difference between reaction cross-sections calculated using either the monopole part of axially deformed densities in SOM (ii), or the full axially deformed densities in CC (iii) is only of the order of 1%.

The leading role of the rms radii in reaction cross section calculations motivates the comparison between the rms radii predicted by the different nuclear structure models considered in the present paper. Table 3 displays such a comparison in the case of $^{24}$Ne. This table helps to disentangle the effect of nuclear rms radii and of the imaginary normalization factor on the calculated reaction cross section. First let us note that the Dirac HB calculation predicts significantly lower rms radii than the other calculations (HFB, HFB+collective dynamics, HF+BCS). These lower rms radii translate into lower reaction cross sections when put into a microscopic optical model calculation as illustrated by the comparison between JLMB-SOM results obtained using either Dirac HB or spherical HFB densities. Thus, the rms radii differences between Dirac HB and HFB lead to reaction cross section predictions that differ by about 6%. Conversely, the influence of the imaginary normalization $\lambda_w$ is illustrated by looking at JLMB-CC calculations performed using $\lambda_w = 1.15$ (standard for $^{32}$Mg calculations) and $\lambda_w = 0.8$ (standard value for light nuclei). The effect of $\lambda_w$ on $\sigma_R$ is dramatic showing that the $\lambda_w$ values valid for heavier ($A > 40$) nuclei should be used with increasing caution when $A$ significantly decreases below 40.

4 Summary and conclusions

The proton reaction cross sections have been measured in inverse kinematics for stable and neutron rich nuclei in the mass range $A = 4$-32 on proton. The $^3\lambda_w$ is the normalization before applying the 0.85 correction factor for CC calculations, thus $\lambda_w = 0.85\lambda_w$.
target was made of liquid hydrogen, and was used for the first time in this experiment. For the stable nuclei $^4$He, $^7$Li and $^9$Be, only one single data point existed previously for $^9$Be in the energy range between 48 and 100 MeV. The experimental values obtained in the present work therefore fill this gap and are in good agreement with the general trend observed at lower and higher energy. The first measurement of the reaction cross section on a proton target in this energy range was also obtained for the halo nuclei $^6$He and $^{11}$Be. The value measured for $^6$He can be reproduced within the JLM approach with normalization factors very close to the standard values for the isoscalar part of the potential, provided that a normalization of 1.4 was applied to the isovector part, thus confirming the weakness of the isovector potential in the JLM approach [33, 46, 58]. It should be noted that a simultaneous analysis of elastic scattering and charge exchange angular distributions with the present reaction cross section data for $^6$He showed that the three data sets could be adequately reproduced with these normalization factors [42]. A significant increase of the imaginary part of the potential was necessary in order to reproduce the $p+^{11}$Be reaction cross section.

For the heavier nuclei studied in the present work, the values calculated with the CH89 parametrization of the optical potential systematically overestimated the data by 20 to 40 %, while the GLOBAL parametrization yielded very satisfactory results. Two types of calculations were performed within the JLM approach. The results obtained within the original approach with standard normalization factors were in rather good overall agreement with the data, while the values obtained within the modified approach significantly overestimated the experimental results, due to the larger strength of the imaginary potential. It should be mentioned that the modified JLM approach produced results in much better agreement with the present data when the imaginary normalization factor $\lambda_w = 0.8$ was used. This result is an indication that the imaginary potential deduced from data for nuclei in the mass range $A \geq 40$ cannot be directly extrapolated to the lighter nuclei considered in the present work. This may be due to non-local or dynamical effects, as well as unappropriate local density approximation. One can speculate that a more sophisticated type of LDA might be more relevant in the case of lighter nuclei, like for example the gradient-based LDAs described in [59] in the context of atomic and molecular physics.

Finally, the large body of information collected in this work highlights the usefulness of reaction cross section measurements in assessing the relative merits of different structure and reaction models, beyond what can be inferred from elastic and inelastic scattering.
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FIGURE CAPTIONS

Fig. 1. Schematic representation of the experimental set-up in the reaction chamber.
Fig. 2. Front view of the cryogenic hydrogen target.
Fig. 3. ΔE-E matrix for $^{10}\text{Be}$ with the 1 cm thick hydrogen target.
Fig. 4. ΔE-E matrix for $^{10}\text{Be}$ with the empty target.
Fig. 5. Previous cross section measurements (closed symbols) for the stable isotopes $^4\text{He}$, $^7\text{Li}$ and $^9\text{Be}$ as functions of energy, displayed together with the present measurements (open symbols).
Fig. 6. Square of the strong absorption radii $r_0^2$ deduced from the present reaction cross section derived from the Kox parametrization of the reaction cross section.
Fig. 7. Experimental reaction cross sections for $\text{He}$, $\text{Li}$ and $\text{Be}$ isotopes compared to calculated values obtained with the CH89 optical potential (closed diamonds) and with the JLM approach using Dirac HB density distributions. The open diamonds correspond to standard normalization factors for both real and imaginary potentials ($\lambda_v = 1.0$, $\lambda_w = 0.8$), while the open circles correspond to the normalization factors obtained from the best fits to the elastic scattering angular distributions in the case of $^6\text{He}$ and $^{10,11}\text{Be}$ (see Table 2).
Fig. 8. Experimental reaction cross sections for $\text{F}$, $\text{Ne}$, $\text{Na}$ and $\text{Mg}$ isotopes compared to calculated values obtained with the CH89 and GLOBAL optical potentials.
Fig. 9. Experimental reaction cross sections for $\text{F}$, $\text{Ne}$, $\text{Na}$ and $\text{Mg}$ isotopes compared to calculated values obtained within the JLM approach using different density distributions (see text for the definition of subscripts a,b,c).
<table>
<thead>
<tr>
<th>nucleus</th>
<th>E/A (MeV)</th>
<th>present</th>
<th>Kox</th>
<th>CH89</th>
<th>σ_R (mb)</th>
<th>JLM_A</th>
<th>JLM_B</th>
<th>JLM_C</th>
</tr>
</thead>
<tbody>
<tr>
<td>^4He</td>
<td>81.1</td>
<td>131±6</td>
<td>158</td>
<td>80</td>
<td>100</td>
<td>368</td>
<td>268</td>
<td></td>
</tr>
<tr>
<td>^6He</td>
<td>36.2</td>
<td>410±21</td>
<td>368</td>
<td>436</td>
<td>368</td>
<td>368</td>
<td></td>
<td></td>
</tr>
<tr>
<td>^7Li</td>
<td>56.1</td>
<td>295±14</td>
<td>282</td>
<td>312</td>
<td>268</td>
<td>268</td>
<td></td>
<td></td>
</tr>
<tr>
<td>^9Li</td>
<td>43.1</td>
<td>365±17</td>
<td>341</td>
<td>425</td>
<td>354</td>
<td>354</td>
<td></td>
<td></td>
</tr>
<tr>
<td>^11Li</td>
<td>34.2</td>
<td>367±17</td>
<td>448</td>
<td>533</td>
<td>456</td>
<td>456</td>
<td></td>
<td></td>
</tr>
<tr>
<td>^9Be</td>
<td>67.4</td>
<td>287±13</td>
<td>304</td>
<td>327</td>
<td>246</td>
<td>246</td>
<td></td>
<td></td>
</tr>
<tr>
<td>^13Be</td>
<td>54.9</td>
<td>375±18</td>
<td>361</td>
<td>424</td>
<td>309</td>
<td>309</td>
<td></td>
<td></td>
</tr>
<tr>
<td>^11Be</td>
<td>45.4</td>
<td>591±30</td>
<td>490</td>
<td>516</td>
<td>412</td>
<td>412</td>
<td></td>
<td></td>
</tr>
<tr>
<td>^21F</td>
<td>47.1</td>
<td>405±23</td>
<td>544</td>
<td>660</td>
<td>504</td>
<td>527</td>
<td>654</td>
<td></td>
</tr>
<tr>
<td>^22F</td>
<td>42.7</td>
<td>531±29</td>
<td>575</td>
<td>719</td>
<td>540</td>
<td>589</td>
<td>713</td>
<td></td>
</tr>
<tr>
<td>^23F</td>
<td>38.8</td>
<td>610±31</td>
<td>638</td>
<td>778</td>
<td>576</td>
<td>650</td>
<td>769</td>
<td></td>
</tr>
<tr>
<td>^24F</td>
<td>35.4</td>
<td>648±35</td>
<td>685</td>
<td>833</td>
<td>613</td>
<td>729</td>
<td>835</td>
<td></td>
</tr>
<tr>
<td>^25Ne</td>
<td>48.2</td>
<td>499±28</td>
<td>566</td>
<td>682</td>
<td>527</td>
<td>537</td>
<td>646</td>
<td>671</td>
</tr>
<tr>
<td>^24Ne</td>
<td>44.1</td>
<td>592±32</td>
<td>590</td>
<td>739</td>
<td>560</td>
<td>594</td>
<td>715</td>
<td>721</td>
</tr>
<tr>
<td>^25Ne</td>
<td>40.4</td>
<td>539±33</td>
<td>642</td>
<td>795</td>
<td>596</td>
<td>670</td>
<td>771</td>
<td>782</td>
</tr>
<tr>
<td>^26Ne</td>
<td>37.1</td>
<td>703±38</td>
<td>688</td>
<td>842</td>
<td>627</td>
<td>746</td>
<td>845</td>
<td>846</td>
</tr>
<tr>
<td>^25Na</td>
<td>49.1</td>
<td>592±33</td>
<td>586</td>
<td>704</td>
<td>551</td>
<td>546</td>
<td>641</td>
<td>692</td>
</tr>
<tr>
<td>^26Na</td>
<td>45.2</td>
<td>581±22</td>
<td>609</td>
<td>758</td>
<td>581</td>
<td>619</td>
<td>705</td>
<td>747</td>
</tr>
<tr>
<td>^27Na</td>
<td>41.7</td>
<td>603±34</td>
<td>647</td>
<td>810</td>
<td>611</td>
<td>691</td>
<td>769</td>
<td>864</td>
</tr>
<tr>
<td>^28Na</td>
<td>38.5</td>
<td>825±47</td>
<td>799</td>
<td>861</td>
<td>643</td>
<td>756</td>
<td>849</td>
<td>865</td>
</tr>
<tr>
<td>^29Na</td>
<td>35.6</td>
<td>873±50</td>
<td>744</td>
<td>909</td>
<td>675</td>
<td>818</td>
<td>924</td>
<td>920</td>
</tr>
<tr>
<td>^29Mg</td>
<td>42.8</td>
<td>644±38</td>
<td>653</td>
<td>828</td>
<td>631</td>
<td>704</td>
<td>807</td>
<td>820</td>
</tr>
<tr>
<td>^30Mg</td>
<td>39.7</td>
<td>634±39</td>
<td>705</td>
<td>877</td>
<td>661</td>
<td>764</td>
<td>886</td>
<td>870</td>
</tr>
<tr>
<td>^31Mg</td>
<td>36.9</td>
<td>695±39</td>
<td>750</td>
<td>923</td>
<td>691</td>
<td>821</td>
<td>913</td>
<td>923</td>
</tr>
<tr>
<td>^32Mg</td>
<td>34.4</td>
<td>786±41</td>
<td>788</td>
<td>968</td>
<td>721</td>
<td>875</td>
<td>1014</td>
<td>970</td>
</tr>
</tbody>
</table>

**TABLE 1.** Experimental proton reaction cross sections compared to the Kox empirical parametrization values and to the results of various macroscopic and microscopic calculations (see text).
<table>
<thead>
<tr>
<th>nucleus</th>
<th>$\lambda_{	ext{ex}}$</th>
<th>$\lambda_w$</th>
<th>$\sigma_R$</th>
<th>density</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{6}\text{He}$</td>
<td>1.4</td>
<td>0.82</td>
<td>1.0</td>
<td>410 Dirac HB[36]</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.9</td>
<td>0.88</td>
<td>406 cluster model[41]</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.89</td>
<td>1.0</td>
<td>406 cluster model[39]</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.88</td>
<td>0.85</td>
<td>407 shell model[37]</td>
</tr>
<tr>
<td>$^{9}\text{Be}$</td>
<td>1.4</td>
<td>1.0</td>
<td>0.8</td>
<td>246 Dirac HB[36]</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>1.0</td>
<td>0.8</td>
<td>252 cluster model[38]</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>1.0</td>
<td>0.8</td>
<td>243 HF[43]</td>
</tr>
<tr>
<td>$^{10}\text{Be}$</td>
<td>1.4</td>
<td>0.88</td>
<td>1.2</td>
<td>393 Dirac HB[36]</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.914</td>
<td>1.3</td>
<td>390 cluster model[40]</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.84</td>
<td>0.96</td>
<td>367 HF[43]</td>
</tr>
<tr>
<td>$^{11}\text{Be}$</td>
<td>1.4</td>
<td>1.0</td>
<td>1.43</td>
<td>551 Dirac HB[36]</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>1.0</td>
<td>1.48</td>
<td>613 HF[43]</td>
</tr>
</tbody>
</table>

**TABLE 2.** Reaction cross section values calculated within the JLM approach with different density distributions. For $^{9}\text{Be}$, the standard normalization factors have been used. For $^{6}\text{He}$ and $^{10,11}\text{Be}$ the normalization factors have been obtained from a fit of the corresponding proton elastic scattering angular distributions [19, 44].
TABLE 3. Comparisons between the neutron and proton rms radii for $^{24}\text{Ne}$ predicted by the different nuclear structure approaches used in the present study. Total cross sections calculated from these densities with different optical models are displayed in the last column. *) In this special case, JLMB-SOM means that the calculation was performed with HB density distributions and the normalization factors of [46].

<table>
<thead>
<tr>
<th>Method</th>
<th>$r_p^{\text{rms}}$ (fm)</th>
<th>$r_n^{\text{rms}}$ (fm)</th>
<th>$\sigma_R$ (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dirac HB $\beta = 0.0$ [36]</td>
<td>2.733</td>
<td>2.941</td>
<td>JLM_A: 594</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JLMB-SOM: 649</td>
</tr>
<tr>
<td>HFB $\beta = 0.0$ [52, 53]</td>
<td>2.861</td>
<td>2.974</td>
<td>JLM_B: 687</td>
</tr>
<tr>
<td>HFB+coll. dyn. $&lt;\beta&gt; = 0.36$ [56]</td>
<td>2.909</td>
<td>3.054</td>
<td>JLMB-CC: 715</td>
</tr>
<tr>
<td>(597 with $\lambda_w = 0.8$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HF+BCS [51]</td>
<td>2.840</td>
<td>3.061</td>
<td>JLM_C: 721</td>
</tr>
</tbody>
</table>
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