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Abstract

In the scope of the strong ongoing data analysis efforts of the CDF col-

laboration at Fermilab, we present a search for the production of mas-

sive W ′ bosons decaying to a top and a bottom quark in pp̄ collisions at
√

s = 1.96 TeV. To perform this search, we select events with large Missing

Transverse Energy plus two or three jets, in which the W generated from

top decays leptonically, and either the e or µ is lost or the τ is reconstructed

as a jet. A complete study of the selected sample is discussed, including

the creation and subsequent optimization of a Neural Network-based mul-

tivariate tool to reject the QCD multijet background from the signal region.

Finally, we perform a likelihood-based multichannel Bayesian fit procedure

on the invariant transverse mass of the Missing Transverse Energy and jets

to extract 95% CL limits on σ(pp̄ → W ′) × B(W ′ → tb) for MW ′ = 200

GeV/c2.
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Sommario

Nell’ambito dell’intenso sforzo in analisi dati attualmente in corso da parte

della collaborazione CDF a Fermilab, viene presentata una ricerca di pro-

duzione di bosoni W ′ massivi che decadono in un quark top e un quark

bottom in collisioni pp̄ a Tevatron. Per effettuare la ricerca, selezioniamo

eventi con alta Energia Trasversa Mancante e due o tre getti adronici nello

stato finale, in cui il W proveniente dal decadimento del quark top decade

in leptoni, e il e o il µ non sono identificati, o il τ viene ricostruito come

getto adronico. Viene discusso uno studio completo del campione di dati

selezionato, inclusa la realizzazione e la successiva ottimizzazione di un

strumento multivariato basato su una Rete Neurale per rigettare il fondo

di multigetti QCD dalla regione di segnale. Per ultimo, una procedura di

fit multicanale Bayesiana viene applicata alla distribuzione della massa in-

variante trasversa dell’Energia Trasversa Mancante e getti per estrarre lim-

iti su σ(pp̄→W ′)×B(W ′→ tb) per MW ′ = 200 GeV/c2.
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Introduction

W ′ and Z′ refer collectively to Beyond the Standard Model (BSM) parti-

cles that are heavier counterparts of the W and Z of the Standard Model.

Searching for W ′ and Z′ bosons provides a versatile tool to probe a broad

spectrum of different BSM scenarios, since their existence is predicted by

several theoretical models. Searches for W ′ and Z′ have been performed in

the past both at Tevatron and LHC, the only machines capable of producing

such massive particles, setting upper limits on the production cross-section.

These analyses are sensitive also to other massive resonances that share the

same final states, so they can serve as a benchmark to search for other more

elusive particles. For these reasons, updating the previous searches with

the full CDF II dataset in order to set more stringent limits is very interest-

ing, especially since CDF has higher sensitivity than LHC experiments for

low W ′ and Z′ masses.

For this analysis, we focus on a W ′ that decays to a top and a bottom quark,

and the W from top decays leptonically, but either the lepton (electron or

muon) is not identified, or the tau is reconstructed as a jet. We thus se-

lect events with large missing transverse energy ( 6ET) and jets with high

transverse momentum (pT) in the final state: this is known as the 6ET plus

jets channel. This channel is complementary to the lepton plus jets chan-

nel, in which an identified high-pT lepton is required along with missing

transverse energy and jets. In recent years, the strategy of the CDF collab-
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oration has been to carry out several analyses in the two channels simul-

taneously. Performing the same search in a statistically independent data

sample provides an independent confirmation of the results; last, and more

importantly, combining the results from the two separate channels a higher

overall sensitivity can be obtained.

The absence of an identified lepton makes analyses in this channel more

challenging. QCD multijet, in which the missing transverse energy is due

to instrumental mismeasurements rather than being intrinsic of the phys-

ical process, is the main background process with a cross-section roughly

106 greater than the processes which are to be studied. This requires the

implementation of ingenious techniques for background simulation and

rejection in order to reach a high sensitivity.

This discussion is organized as follows. In Chapter 1, the theoretical frame-

work of the thesis is set. First, a general description of the Standard Model

is given. Then, an overview of the strategies for the search of W ′ and Z′

bosons is presented, including a review of previous analyses and the fea-

tures of the theoretical model used as a reference for this search.

A correct understanding of the experimental setup is mandatory for any

scientific activity; for this reason, a rather detailed summary of the exper-

imental apparatus is provided. Chapter 2 describes the Tevatron collider

and the CDF detector, while Chapter 3 describes the techniques employed

at CDF to reconstruct physical objects from detector information, with a par-

ticular focus on those most relevant for the scope of this analysis.

In Chapters 4 and 5 the main analysis is reported in detail: features of

the datasets used in this analysis, signal and background modeling, prese-

lection requirements, background rejection techniques and the main tools

used to implement them are described.



During my stay at Fermilab, as a member of the CDF Top/BSM Physics

Group, I had the opportunity to actively take part in all the stages of the

analysis, including initial strategic planning, and and presenting periodi-

cal status reports on the progress of my work at group meetings. My ini-

tial effort was spent in learning and subsequently optimizing the analysis

framework under the instructions of my supervisor. My work then focused

on the creation and optimization of a multivariate tool, based on an Artifi-

cial Neural Network, to reject the QCD multijet background in the selected

sample. Because of the overwhelmingly large contribution from this back-

ground process, a multivariate approach is essential to ensure high rejec-

tion performance without sacrificing signal efficiency. Then, we developed

a novel way to estimate pre-fit normalization for QCD multijet and V + jets

processes, improving the background modeling in the signal region and

significantly reducing uncertainties on background contribution estimates.

Eventually, in collaboration with my supervisor the final fit, which is de-

scribed in Chapter 5, was performed. in this Chapter the adopted statistical

techniques and the considered systematic uncertainties are also addressed.
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Chapter 1

The Standard Model and theW ′

As of now, our knowledge of Nature is based on the existence of four fun-

damental forces: gravitational, electromagnetic, weak and strong nuclear

forces. Most of the efforts in theoretical physics are directed towards the

unification of all interactions under a complete theory. Currently, three out

of four (electromagnetic, weak and strong nuclear force) are included in a

larger frame called Standard Model (SM) of the fundamental interactions.

Since it does not include the gravitation in a complete ultimate theory, the

search for a universal model is still ongoing.

The SM is an elegant and calculable theory that describes most of the ele-

mentary particle physics processes. It successfully predicted the existence

of new particles later discovered in high-energy physics experiments, like

the W and Z bosons and the top quark. In March 2013 the discovery of

a new particle of mass about 125 GeV/c2 was announced at CERN, with

features as expected as the Higgs boson predicted in the Standard Model.

Although not yet conclusive, the on-going studies to ascertain its nature

seem to confirm that this particle is indeed the SM Higgs boson ([1, 2]).

A vast amount of different models, usually referred to as Physics Beyond

the Standard Model (BSM), are being proposed to replace or extend the SM.

21



Currently, no experimental evidence of physics processes characterized by

large discrepancies with SM expectations has been found.

1.1 Particles and Fields: a Gauge Theory

The SM is a quantum field theory in which particles are treated as lo-

cal quantum fields interacting via the exchange of force mediators (each

type of force has its own mediators), that are introduced in order to con-

serve local symmetries i.e. the theory has to be gauge invariant under local

trasformations [3]. The SM is based on gauge symmetry group SU(3) ⊗

SU(2) ⊗ U(1): SU(3) describes QCD (Quantum-Chromo-Dynamics) the-

ory of strong interactions, SU(2) describes weak theory and U(1) the QED

(Quantum-Electro-Dynamics) theory of electromagnetism.

As summarized in table 1.1, elementary particles are divided in two funda-

mental groups by their spin: leptons and quarks, with half-integer spin,

and bosons, with integer spin. Quarks and leptons follow Fermi-Dirac

statistics and are called fermions, while bosons follow Bose-Einstein statis-

tics.

1.1.1 Fermions

The matter, as we know so far, is built up by fermions that are divided

in two classes: leptons and quarks. For each fermion exists a correspond-

ing anti-particle with same mass and opposite quantum numbers. Each

class can be ordered in three generations, also called families (see table 1.1).

Only first generation particles can form stable matter, while second and

third generations fermions are created by high energy processes and sub-

sequently decay into first generation states.

Quarks exist in six different types, called flavors, as shown in table 1.1, with

a fractional electric charge of 2/3 and -1/3. They interact through EM,
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Name Symbol Spin (h̄) Charge (e) Mass (MeV/c2)
e neutrino νe 1/2 0 < 2 · 10−6

electron e 1/2 -1 0.510998910± 0.000000013
Leptons µ neutrino νµ 1/2 0 < 0.19

muon µ 1/2 -1 105.6583668± 0.0000038
τ neutrino ντ 1/2 0 < 18.2

tau τ 1/2 -1 1776.82± 0.16

up u 1/2 2/3 2.49±0.81
0.79

down d 1/2 -1/3 5.5±0.75
0.95

Quarks charm c 1/2 2/3 (1.27±0.07
0.09) · 103

strange s 1/2 -1/3 101±29
31

beauty b 1/2 2/3 (4.19±0.18
0.06) · 103

top t 1/2 -1/3 (172.0±0.9
1.3) · 103

photon γ 1 0 0
Gauge Bosons W boson W± 1 ±1 (80.399± 0.023) · 103

Z boson Z0 1 0 (91.1876± 0.0021) · 103

gluon g 1 0 0

Table 1.1 – Elementary particles in the SM and their properties (from [4]).

weak and strong interaction. Quarks can be arranged by strong interac-

tion in bound states, called hadrons, of qq̄ pairs (mesons) or three quarks

(baryons). Pauli’s principle prohibits fermions in the same state, therefore

quarks must have a new quantum number, that is called color flavor and re-

sults in three different types: red, yellow, blue. Bound states of quarks are

color-neutral. Gluons, the strong force mediators, carry the color number

itself, hence are self-coupled. This causes an increase of the force strength

with the distance, so that quarks are tightly forced to be bound in hadrons

(confinement) and they cannot be observed free.

Leptons interact via weak force and, if they carry electric charge, also via

EM. They carry a leptonic number that characterizes each family. Neutrinos

were originally assumed as massless while several measurement showed

the presence of non-zero mass [5, 6]. So far, no direct measurement of ν

mass exists [4].
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1.1.2 Bosons and interactions

Interactions between particles in SM are mediated by spin-1 particles called

bosons: photon (γ) mediates electromagnetic interaction, the W± and Z0

mediates weak interaction and color-carrying gluons (g) mediates strong

interactions. Those particles are needed in the SM in order to maintain local

invariance of the Lagrangian density function of the physical system. In

fact, local phase transformations of the free Lagrangian density produce the

need of introducing gauge fields (i.e. the gauge bosons) to preserve local-

gauge invariance. The invariance can be seen as a symmetry of the function

and, according to Noether’s theorem, when a symmetry is introduced in

the system a conserved current verifying continuity equation is induced:

∂µ Jµ = 0 (1.1)

Since the conservation of a current is associated with conservation of a

charge (the time-component J0 of 4-vector Jµ integrated over the space),

it means that each interaction force has to conserve a quantum number:

the electric charge Q in EM, the weak isospin charge IW
3 (and the associated

weak hypercharge Y = Q/e− IW
3 ) in weak interaction and color charge Cq

in strong interaction [7]. Coupling with those charges, the gauge fields gen-

erates the interactions with strengths characterized by coupling constants

with approximate relative magnitudes:

αstrong : αem : αweak ≈
1
10

:
1

100
:

1
10000

(1.2)

Typical lifetimes of processes belonging to those interactions are (in sec-

onds):

τstrong ≈ 10−23, τem ≈ 10−20 − 10−16, τweak ≈ 10−12 (1.3)
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Quantum Electrodynamics

The quantum field theory of electromagnetism is quantum electrodynamics

(QED). The Lagrangian density function in QED for a free-fermion is:

L0 = ψ̄(x)(iγµ∂µ −m)ψ(x) (1.4)

where ψ is the Dirac field of mass m. Although 1.4 is already invariant for

global U(1) transformation ψ → e−iq f ψ, it is not under local U(1) transfor-

mation (i.e. with a space-time dependent differentiable function f(x)):

ψ→ e−iq f (x)ψ (1.5)

Through the minimal substitution of the derivative with covariant deriva-

tive:

∂µ → Dµ ≡ (∂µ + iqAµ(x)) (1.6)

where Aµ is the real electromagnetic field transforming as

Aµ → Aµ −
1
q

∂µ f (x) (1.7)

the Lagrangian becomes invariant in the final form

LQED = L0 − qψ̄(x)γµψ(x)Aµ(x)− 1
4

FµνFµν (1.8)

The second term in 1.8 represents the interaction between charged particles

through the gauge field Aµ, i.e. the exchange of a photon. Local invariance

also requires photon to be massless (otherwise, a term as 1
2 mAµ Aµ would

emerge from the calculation), as experimentally verified. Finally, the mass-

lessness of the photon also implies that electromagnetic interaction has in-

finite range.
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Weak interaction

The first theory for weak processes was proposed by E. Fermi in 1934 [8].

In order to explain β-decay n → pe−ν̄e, he introduced a current-current

amplitude of the form:

M = GF(ūpγµun)(ūeγµuνe) (1.9)

with the Fermi coupling constant GF/(h̄c)3 = 1.166 · 10−5 GeV−2. In 1957

C. S. Wu’s experiment showed parity violation of 60Co decay in 60Ni that

was not explained by Fermi’s theory, therefore a new form of interaction

was suggested by replacing γµ in Eq. 1.9 with γµ(1− γ5). This is the so-

called V-A structure of weak interactions that couples differently with left-

handed and right-handed components of the spinors ψ = ψL + ψR (i.e. the

fermions).

In high energy approximation1, leptonic currents involve only left-handed

lepton fields. Limited to the case of leptonic interactions (i.e. for e, µ, τ and

the corresponding neutrinos), for any Dirac spinor ψ(x) we can define the

weak isospin doublet:

ΨL
l (x) ≡

(
ψL

νl
(x)

ψL
l (x)

)
(1.10)

with

ψL
l,νl

(x) =
1
2
(1− γ5)ψl,νl (x) (1.11)

The formulation of weak interaction as gauge theory relies on the invari-

ance under SU (2) local phase transformations:

ΨL
l (x)→ eigαj(x)τj/2ΨL

l (x), Ψ̄L
l (x)→ Ψ̄L

l (x)e−igαj(x)τj/2 (1.12)

1this weak theory is gauge-invariant only if leptons and bosons are considered massless.
For high energy approximation we refer to E�m.
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where g is the weak coupling constant, τj are Pauli spin matrices and αj(x)

three arbitrary real differentiable functions of x. As it can be shown, we can

obtain from this invariance three conserved weak currents:

Jα
j (x) =

1
2

Ψ̄L
l (x)γατjΨL

l (x), j = 1, 2, 3 (1.13)

and finally the corresponding conserved charges, called weak isospin charges:

IW
j =

∫
d3xJ0

j (x), j = 1, 2, 3 (1.14)

The third current Jα
3 is called neutral current, cause it couples also to electri-

cally neutral leptons (i.e. neutrinos). As said above, we can define the weak

hypercharge from the electric and weak charge:

Y
2
= Q/e− IW

3 (1.15)

so that left-handed νl has IW
3 = 1

2 ,Y = −1 and the left-handed charged

lepton has IW
3 = − 1

2 ,Y = −1.

Flavor mixing: CKMmatrix

Leptons form SU (2) doublets under the weak interaction:

(
νe

e

)
,
(

νµ

µ

)
,
(

ντ

τ

)
(1.16)

For quarks, the experimentally verified flavor change via W boson exchange

must be taken into account, so that hadronic coupling is possible using the

CKM rotation on quarks d, s, b. In this case, the flavor states are different

from the mass states:

(
u
d′

)
,
(

c
s′

)
,
(

t
b′

)
(1.17)
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where the Cabibbo-Kobayashi-Maskawa (CKM) matrix (an unitary 3X3 ma-

trix) operates on mass states d, s, b:


d′

s′

b′

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




d

s

b

 (1.18)

Electro-Weak Unification

In 1961, Glashow [9] proposed an unified gauge theory for QED and weak

interactions, based on SU(2)⊗U(1) group symmetry. Similar to QED, even

weak lagrangian density can be made invariant under local gauge transfor-

mations (Eq. 1.12) through replacement of the derivative and the introduc-

tion of gauge fields. If we make both replacements valid for U(1) and SU

(2) at same time:

∂µ → Dµ = (∂µ + igτjW
µ
j (x)/2− ig′Bµ(x)/2) (1.19)

where W̄µ is the real vector gauge field for weak interactions (according

to SU (2) symmetry) and Bµ is the real gauge field for QED (according to

U(1)), we obtain the invariant leptonic electro-weak Lagrangian density in

the form LL = L0 + LI . In order to have a version of the function in the

form

LI = LCC + LNC (1.20)

where CC and NC indicate charged and neutral currents. It is usually used

a linear combination of Wµ
1 , Wµ

2 for weak charged current while we write

photon and Z0 boson as linear combinations of Bµ and Wµ
3

W(†)
µ =

1√
2
(W1µ ∓W2µ) (1.21)
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Aµ = Bµ cos θW + W3
µ sin θW , Zµ = −Bµ sin θW + W3

µ sin θW (1.22)

g sin θW = g′ cos θW = e (1.23)

where θW is the Weinberg angle with a measured value of sin2 θW = 0.2312±

0.0006 [4].

As we can see, from previuos formula it is straightforward to interpret the

quanta of gauge fields as the EM and weak force mediators γ, W±, Z0.

So far, we have considered the fields as massless, as in Glashow’s first the-

ory, because of the gauge symmetry of the system. The Higgs mechanism

was introduced to solve this problem adding the mass term for lepton and

boson field, preserving at the same time gauge invariance.

1.1.3 Higgs mechanism: spontaneous symmetry breaking

The Higgs mechanims was proposed at the beginning of the ’60s by sev-

eral authors (Higgs, Englert, Guralnik et al.) [10, 11, 12] and has been fully

incorporated into the SM by Weinberg and Salam [13, 14]. It relies on the

idea to have a Lagrangian density invariant under a symmetry group of

transformations that produces degenerate asymmetric states. Arbitrary se-

lection of one of these states we have a spontaneous symmetry breaking. The

core of the mechanism is to find a non-unique ground state (i.e. the vacuum)

that implies a non-vanishing quantity in the system. This quantity will be

assumed as the vacuum expectation value of quantized field.

In its simplest configuration the Higgs mechanism can be shown in a la-
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grangian density of scalar electrodynamics:

L (x) = (Dµ ϕ(x))∗(Dµ ϕ(x))−µ2ϕ∗(x)ϕ(x)−λ(ϕ∗(x)ϕ(x))2− 1
4

Fµν(x)Fµν(x)

(1.24)

where Dµ is the covariant derivative 1.6 so that L is invariant under U(1)

gauge transformations 1.5, λ and µ2 are real parameters and ϕ(x) is a com-

plex scalar field that interact with the Aµ gauge field defined as usual by

Fµν = ∂ν Aµ − ∂µ Aν.

The potential part of the field V (φ) = µ2ϕ∗(x)ϕ(x) + λ(ϕ∗(x)ϕ(x))2 de-

pends on λ, µ2 values. If we take λ > 0, two situations occour for the

bounded potential: for µ2 > 0 V (φ) has an absolute miminum at φ(x) = 0,

while for µ2 < 0 V (φ) possesses a local minimum at φ(x) = 0 and a whole

circle of absolute minima, leading to a set of degenerate states i.e. different

vacuum states (see fig. 1.1):

φ(x) = φ0 =

(
−µ2

2λ

) 1
2

eiθ , 0 ≤ θ < 2π (1.25)

where the phase angle θ defines a direction in the complex φ-plane. Thanks

to the invariance, gauge freedom allows to choose θ = 0, leading to the real

value φ0 =
(
−µ2

2λ

) 1
2 ≡ 1√

2
v (> 0).

At the end, the original scalar field φ(x) can be expressed as a real field in

a perturbative expansion of the chosen minimum:

φ(x) =
1√
2
[v + σ(x)] (1.26)

At this point we can say that symmetry of V (φ) has been removed and

ground states has broken the symmetry. Substituting 1.26 in 1.24 gives a

form like L(x) = L0(x) + LI(x):
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Figure 1.1 – Symmetry breaking for a complex scalar field φ(x) =

1/
√

2[φ1(x) + iφ2(x)] choosing µ2 > 0 in V (φ)

L(x) =
1
2
(∂µσ(x))(∂µσ(x))− 1

2
(2λv2)σ2(x)

−1
4

Fµν(x)Fµν(x) +
1
2
(qv2)Aµ(x)Aµ(x)

−λvσ3(x)− 1
4

λσ4(x)

+
1
2

q2Aµ(x)Aµ(x)[2vσ(x) + σ2(x)] (1.27)

The interpretation of the 1.27 terms brings to some crucial considerations.

First two lines are L0, where we have a free scalar field σ(x) with a mass

MH =
√

2λv2 and a massive vector field Aµ(x) of mass |qv| replacing the

initial massless gauge field. Second two lines represents the LI , with self-

interaction of the scalar field and the interaction with the vector field with

coupling strengths of q2v and 1
2 q2.

What we got is just the spontaneous symmetry breaking coming from the as-

signment of one initial degree of freedom of φ to the vector field Aµ, which

then acquires mass. The massive spin 0 boson associated with the field σ(x)

is called Higgs boson.
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Symmetry breaking in SM

Since electro-weak theory is SU(2)⊗U(1) gauge invariant, the Higgs mech-

anism must be adapted to such a symmetry group in order to produce the

lepton and boson masses and finally arrive to the Weinberg and Salam for-

mulation [13]. In the following a brief description of the procedure is given.

The basic idea is to introduce again an Higgs field that can break U(1) as well

as SU (2) symmetry, so we use a weak isospin doublet made by two scalar

fields:

Φ(x) =
(

φa(x)
φb(x)

)
(1.28)

The 1.28 transforms in the same way that 1.10 under SU(2)⊗U(1) gauge

transformations. Including the Higgs field and its interactions with boson

and lepton fields in the electro-weak Lagrangian, we obtain a generalized

form as:

L = LL + LB + LH + LHL (1.29)

Next steps follows Higgs model searching for the vacuum state energy. The

particular value:

Φ0 =

(
φ0

a

φ0
b

)
=

(
0

v/
√

2

)
(1.30)

where v = (−µ2/λ)1/2, is chosen for the ground state, so that we derive

the Higgs field as Φ(x) = 1√
2
( 0

v+σ(x)), as in 1.26. Since the process began

with a doublet of complex scalar fields and finished with a real doublet,

we can say that in the Lagrangian three degrees of freedom are absorbed

by the W±, Z bosons to aquire mass, while the photon remain massless as

desired and the scalar massive Higgs boson comes from σ(x), with a mass

MH =
√

2λv2 that is a free parameter to be measured experimentally.
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Lepton and quark masses arise from Yukawa interactions with the scalar

Higgs. They are directly proportional to Yukawa coupling constants Yq,l

and are expressed, in lepton case, in LLH part:

LLH(x) = −Yl [Ψ̄L
l (x)ψR

l (x)Φ(x) + Φ†ψ̄R
l (x)ΨL

l (x)]

−Yνl [Ψ̄
L
l (x)ψR

νl
(x)Φ̃(x) + Φ̃†ψ̄R

νl
(x)ΨL

l (x)] (1.31)

where Φ̃(x) = −i[Φ†(x)τ2]T. The masses are introducted as parameters

to be experimentally measured, derived from coupling constants and the

Higgs field:

ml = Yl
v√
2

(1.32)

In quarks case, we must take in account that also upper member of quark

doublet must have mass. To acquire this feature the Higgs doublet is re-

constructed as Φc = −iτ2Φ∗(x) and an hermitian conjugate member is

added to the lagrangian. Since the vacuum expectation value of the Higgs

field is v = 246 GeV, the Top quark Yukawa coupling is:

Yt =
mtop
√

2
v

∼ 1 (1.33)
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1.2 Searching for a new particle

The classic particle physics experiment is the search for something new or

unexpected. For a fundamental particle to have escaped detection thus far,

it must either be difficult to produce in an accelerator, difficult to detect, or

both. Particles can be difficult to produce if they have a small coupling to

normal matter or if their mass is near the upper limit of the accelerator’s

reach. Detection is difficult for particles with small couplings, but their

presence can still be inferred from the energy and momentum they carry

away from an interaction, as is done for neutrinos. Detection is also dif-

ficult if particles are massive and quickly decay into ordinary quarks and

leptons. Only by reconstructing all the outgoing secondary decay products

in a large set of collisions (or events) can the parent particle be inferred.

For masses well above the top quark, decay to any allowed combination of

fermions is energetically possible, complicating the types of detector signal

one must include in the search. Identifying a few unusual events in a sea

of trillions of ordinary processes is the challenge which must be overcome

to discover new phenomena.

As mentioned earlier, much of the evolution of particle physics has been

based on the discovery of new patterns and symmetries. Most theoreti-

cal predictions for modifying or extending the Standard Model are based

on plausible new symmetries which include additional particles. We be-

gin our search for novel features in the data by narrowing our focus us-

ing some general assumptions about the new physics considered. We are

interested in the generic case that some Standard Model particles are mir-

rored at higher mass-scales, remaining undiscovered; this is analogous to

the way the second and third generation particles are identical to the first

generation but with larger masses. High precision measurements of the Z

width at LEP and SLC have excluded with great confidence the existence of

a fourth generation neutrino of small mass. Similarly, searches for fourth
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generation quarks have proven unsuccessful.

The CDF collaboration reached the conclusion that there is still an oppor-

tunity to further the search for massive new electroweak bosons, denoted

W ′ and Z′. In particular, CDF has expertise and analysis tools suited to

the study of decays involving top quarks. The CDF collaboration has re-

cently completed a search for Z′ → tt [21], that is so far the most sensitive

search for tt resonances below 1 TeV. The most recent analyses from Teva-

tron/LHC experiments have already excluded a benchmark leptophobic Z′

model below 1 TeV. But CDF is still more sensitive to models with a lower

cross-section and/or lower branching ratios. The cross-section for SM tt

production at LHC is almost twenty times higher than at the Tevatron; as

a result, LHC analyses are affected by a larger background due to tt pro-

duction. Even though for medium Z′ masses the cross-section is five times

higher at LHC [22], CDF is still two times more sensitive for a boson with

mass below 800 TeV. Figure 1.2 shows a comparison of the expected limits

from CMS and from the most recent CDF analysis with the full dataset: only

CDF is sensitive to possible narrow resonances with a cross-section 10 times

lower than benchmark Z′ model in the low mass region.

The CDF Z′ analysis was performed selecting events with at least four jets

and a lepton in the final state. In this way was isolated a sample composed

primarily by tt events where the top-antitop pair decays in two W bosons

and two b-quarks and one W decays leptonically and the other one hadron-

ically. The profile of the invariant mass of all the reconstructed objects and

missing transverse energy was used as a final discriminant between Z′ sig-

nal and backgrounds. In Table 1.2 the results with the expected and ob-

served limits are shown.

Preliminary studies indicate that CDF has a better sensitivity than the LHC

also for a W ′ with mass just above the tb mass, giving the opportunity to
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Figure 1.2 – Comparison plot between observed limits for CDF (red) and CMS
(green). On the x-axis: value of MZ′ ; on the y-axis: 95% CL observed limit
normalized to the theoretical cross-section to compare the results of Tevatron
and LHC.

perform a study that is complementary to the Z′ → tt one. As for the Z′

analysis, Tevatron and LHC experiments have already looked for a W ′, ex-

cluding a benchmark W ′ model below 2 TeV. In particular, in 2009 CDF set

limits for W ′ production searching for a boson in events with a top and

a bottom quark, where the top decays in a W boson and a bottom quark

and the W decays leptonically. The invariant mass of the lepton, the neu-

trino and the two b-jets in the final state was used to discriminate W ′ events

from the background. In Table 1.3 the expected and observed limits from

the 2009 analysis are shown. Figure 1.3 shows a comparison of the expected

limits on W ′ production from the most recent Tevatron/LHC analyses.

The object of this thesis is updating the W ′ analysis with the full CDF dataset

collected to the end of the Tevatron run in September 2011, corresponding

to an integrated luminosity of 10 fb−1. In particular, we look for W ′ in

events where the lepton that comes from the W decay is not reconstructed

or is a τ that decays hadronically, relying solely on the signature of high pT

jets and large missing transverse energy. Results from the analysis in the

missing transverse energy plus jets sample can be combined with lepton
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MZ′ (GeV/c2) Expected (pb) Observed (pb)

350 0.772 0.687
400 0.575 0.652
450 0.670 0.585
500 0.520 0.427
550 0.354 0.530
600 0.245 0.472
650 0.199 0.269
700 0.159 0.145
750 0.137 0.112
800 0.115 0.099
850 0.106 0.103
900 0.097 0.116
950 0.091 0.118
1000 0.092 0.129
1100 0.098 0.132
1200 0.134 0.166

Table 1.2 – CDF 95% CL expected and observed limit for Z′ mass points as a
function of Z′ mass. From [21].

MW ′ (GeV/c2) Expected (pb) Observed (pb)

300 1.56 1.59
400 1.04 1.17
500 0.74 0.84
600 0.54 0.44
650 0.46 0.39
700 0.40 0.32
750 0.33 0.28
800 0.30 0.26
850 0.28 0.25
900 0.28 0.26
950 0.30 0.28

Table 1.3 – CDF 95% CL expected and observed limit for W ′ mass points as a
function of W ′ mass. From [19].
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Figure 1.3 – Comparison plot between the four analyses considered in the
comparative study. On the x-axis: value of MW ′ ; on the y-axis: 95% CL ob-
served limit normalized to the theoretical cross-section to compare the results
of Tevatron and LHC.

plus jets one, resulting in more stringent limits. Furthermore, the combined

result is going to be a sensitivity benchmark for other more elusive new

physics searches with the same final state, such as the search for charged

Higgs production [23].

1.3 Features of aW ′

A W ′-like boson which decays via tb occurs in a variety of proposed BSM

models: as the excitations of the W boson in Kaluza-Klein extra-dimension

[15], as the techni-ρ of technicolor theories [16], or as a bosonic partner

in Little Higgs scenarios [17]. The classic W ′ is a simple extension of the

Standard Model to the left-right symmetric group SU(2)L× SUR(2)×U(1)

[18], which has a right-handed charged boson W ′R with universal weak cou-

pling strength and large mass. Searches in the tb can probe models where
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the couplings are unknown or where the leptonic channels are suppressed.

The Lagrangian describing the W ′ coupling to fermions can be written as

L =
g√
2

f̄iγµ

(
aL

fi f j
PL + aR

fi f j
PR

)
W ′µ f j + H.c. (1.34)

where PL,R = (1± γ5)/2 are the projection operators, g is the gauge cou-

pling, and the aL,R
fi f j

are arbitrary couplings that may differ for quarks and

leptons.

To restrict our search such as to make a quantitative measurement, some

general assumptions must be made. Our signal model assumes a W ′ with

unknown mass, unspecified coupling strength to tb, and purely right- or

left-handed chirality (W ′R or W ′L); this is referred to as a SM-like W ′.

The W ′ is produced entirely via an s-channel process; contributions from

the t and u channels are suppressed by the large W ′mass. Like the Standard

Model W boson, the W ′ decays nearly instantaneously to a quark-antiquark

pair, or to a lepton and a neutrino. This search is focused on the events that

decay to tb, which occur about one fourth of the time. Our model assumes

a narrow W ′ width, i.e. the width of the reconstructed resonance is deter-

mined by detector resolution rather than the intrinsic width. The interfer-

ence between the W boson and W ′L is model-dependent and constrained to

be very small, so this term is neglected in our signal model.

Figure 1.4 – Feynman diagram for W ′ s-channel production and subsequent
hadronic (left) and leptonic (right) decay of the W originated from t.
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Chapter 2

The Experiment

2.1 The Tevatron Collider

The Tevatron is a proton-antiproton accelerator located at the Fermi Na-

tional Accelerator Laboratory (FNAL) and producing pp̄ collisions at a center-

of-mass energy of
√

s = 1.96 TeV. Proton and antiprotons collide at two

interaction points, where the Collider Detector at Fermilab (CDF) and DØ

detectors are installed. The Tevatron proton and antiproton beams are pro-

duced by a chain of accelerators, which take care of proton and antiproton

production, antiproton storage, and intermediate acceleration up to the in-

jection into the Tevatron ring. The Tevatron acceleration complex is shown

in Fig. 2.1.

2.1.1 The Proton Source

The acceleration cycle of the proton beam begins with the production of

negatively ionized hydrogen atoms, H− 1 , which are initially accelerated

to a kinetic energy of 750 KeV by a Cockroft-Walton electrostatic accelera-

tor. Preaccelerated H− ions are then injected into the LINAC, where they

1At sub-relativistic energies one must accelerate negative ions rather than positive pro-
tons in order to avoid heavy beam neutralization and loss by electron capture.
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Figure 2.1 – The Fermilab accelerator system and the Tevatron collider.

reach an energy of 400 MeV by traveling through a 150 m long chain of

radio-frequency (RF) accelerating cavities. Prior to being injected into the

Booster, the H− ions pass through a carbon foil which strips their electrons

off. In the booster the protons are accelerated to 8 GeV by a number of RF

cavities and then they are transferred to another synchrotron, called Main

Injector2, which brings their energy up to 150 GeV. This is the final step

before protons are injected into the Tevatron.

2.1.2 The Antiproton Source

The production of the antiproton beam is significantly more complicated.

The cycle starts with the extraction from the Main Injector of a 120 GeV

proton beam, which is directed onto a Nickel alloy target. The collisions

creates a variety of different particles, among which are p̄, that are pro-

duced with an efficiency of about 18 p̄/106 p. The particles, coming off the

2Completed in 1999 for Run II, it is located in a 3 km circumference tunnel which houses
also the antiproton Recycler and is approximately tangent to the Tevatron.
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target at different angles, are focused into a beam line by means of a mag-

netic lithium collection lens. In order to select only the antiprotons, the

beam is sent through a pulsed magnet which acts as a charge-mass spec-

trometer. The emerging antiprotons, which have a bunch structure similar

to that of the incident protons and a large momentum spread, are stored in

the Debuncher, a storage ring where the p̄ momentum spread is reduced via

stochastic cooling 3.

At the end of the debunching process the bunch structure is destroyed, re-

sulting in a continuous beam of 8 GeV antiprotons which are successively

transferred to the Accumulator. The Accumulator is a triangle-shaped stor-

age ring, housed in the same tunnel as the Debuncher, where the antipro-

tons are further cooled down and stored until all the Debuncher cycles are

completed. When the collected antiprotons saturate the Accumulator ac-

ceptance (∼ 6×1011 antiprotons), they are transferred to the Recycler 4, a 8

GeV fixed energy storage ring with a larger acceptance, made of permanent

magnets and placed in the Main Injector enclosure. In the Recycler the size

and spread of the antiproton beam is further shrunk by the electron cool-

ing process: in a straight section of the Recycler a beam of electrons travels

close to the antiprotons at the same velocity, absorbing energy from the an-

tiprotons. When a current sufficient to create 36 bunches with the required

density is available, the p̄ are injected into the Main Injector where they are

accelerated to 150 GeV. At this point also the antiprotons are ready to be

injected into the Tevatron, in opposite direction to the proton beam.

3Stochastic cooling is a technique used to reduce the transverse momentum and energy
spread of a particle beam without any accompanying beam-loss. This is achieved by it-
eratively applying a feedback mechanism that senses the beam deviation from the ideal
orbit with a set of electrostatic plates, processes and amplifies the signal, and transmits an
adequately-sized synchronized correction pulse to another set of plates downstream.

4Antiproton availability is the most limiting factor at the Tevatron for attaining high
luminosities: keeping a large antiproton beam inside the Recycler has been one of the most
significant engineering challenges and the excellent performance of the Recycler has been
an achievement of prime importance for the good operation of the accelerator.
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2.1.3 The Tevatron Ring

The Tevatron is a 1 km-radius superconducting synchrotron that acceler-

ates particles from 150 GeV to 980 GeV. The proton and antiproton beams

circulate in opposite directions in the same beam pipe. Electrostatic sepa-

rators produce a strong electric field that keeps the two beams away from

each other except at the collision points. The beam is steered by 77 super-

conducting dipole magnets with a maximum magnetic field of 4.2 T and

focused by 240 quadrupole magnets. A cryogenic system based on a liquid

nitrogen followed by a liquid helium state cools down the Tevatron mag-

nets to 4.2 K, at which temperature the niobium-titanium alloy of the mag-

net coils becomes superconducting. The process of injecting particles into

the machine, accelerating them, and initiating collisions is referred to as a

shot. It starts with the injection from the Main Injector of 150 GeV protons,

two bunches at a time. Once the proton beam is in the machine, groups of

four antiprotons bunches are mined from the Recycler, accelerated to 150

GeV in the Main Injector and injected into the Tevatron. The RF cavities ac-

celerate the beams to 980 GeV, electrostatic separators switch polarity and

cause the beams to collide at two points. Each interaction point lies at the

center of a particle detector: DØ named after its location in the Tevatron

optics, and CDF, located at BØ.

Successively, beams are scraped with remotely-operated collimators to re-

move the beam halo and, as soon as the beam conditions are stable, the

experiments begin to take data. A continuous period of collider operation

with the same proton and antiproton beams is called a store.

2.1.4 Luminosity and Tevatron Performance

The performance of a collider is evaluated in terms of two key parameters:

the available center-of-mass energy,
√

s, and the instantaneous luminosity,

L. The former defines the accessible phase-space for the production of final
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Parameter Run II value
number of bunches (Nb) 36
revolution frequency [MHz] ( f ) 1.7
bunch rms [m] σl 0.37
bunch spacing [ns] 396
protons/bunch (Np) 2.7× 1011

antiprotons/bunch (Np̄) 3.0× 1010

total antiprotons 1.1× 1012

β∗ [cm] 35

Table 2.1 – Accelerator nominal parameters for Run II configuration.

state particles. The latter is defined as the interaction rate per unit cross sec-

tion of the colliding beams (collisions/(cm2·s)). In the absence of a crossing

angle or position offset of the beams, the luminosity at CDF or DØ, is given

by the expression:

L =
f NbNpNp̄

2π(σ2
p + σ2

p̄)
F
(

σl

β∗

)
, (2.1)

where f is the revolution frequency, Nb is the number of bunches, Np( p̄) is

the number of protons (antiprotons) per bunch, and σp( p̄) is the transverse

proton (antiproton) beam size at the interaction point. F is a form factor

with a complicated dependence on the beta function value at the interac-

tion point, β∗ 5, and the bunch length, σl .

Tab. 2.1 shows the design Run II accelerator parameters, while Fig. 2.2

shows the evolution of the integrated luminosity, defined as L =
∫
Ldt,

and the instantaneous luminosity at the start of Tevatron stores during the

Run II. The steady increase of the integrated luminosity and the continuous

improvement of the instantaneous luminosity prove the outstanding per-

formance of the accelerator.

The Tevatron program was terminated on September 30, 2011. During the

Run II the Tevatron delivered 12 fb−1 of data per experiment,∼ 10 of which

were collected by the CDF and DØ detectors.

5The suitably normalized beta function (β∗) represents a measure of the local transverse
beam size.
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Figure 2.2 – Tevatron integrated luminosity as a function of Run II weeks (left)
and peak luminosity as a function of calendar date (right). Empty regions
correspond to Tevatron shut-down periods.

2.2 The CDF II detector

Figure 2.3 – Isometric view of the CDF II Detector.

The CDF II detector is an azimuthally and forward-backward symmetric ap-

paratus designed to study the pp̄ collisions at the BØ interaction point of

the Tevatron. A detailed description of the CDF II detector is given in ref

fixme. However, in order to make this document self-consistent, simplified

information on the complete detector is also given in the following.

CDF II is a general purpose, cylindrical-shaped detector (Fig. 2.3), which in

the Run II configuration comprises:

• a tracking system, which comprises three silicon microstrip track-

ers (L00, SVX and ISL) and an open-cell drift chamber (COT) inside a

superconducting solenoid, that provides a constant 1.4 T magnetic
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field parallel to the beam direction, with the purpose of bending into

helixes the trajectories of charge particles to allow determining their

momentum and charge;

• a Time of Flight system (TOF), located outside the COT, for measuring

the mass of charged particles with momenta up to 2 GeV/c;

• a calorimeter system, with the purpose of measuring the energy of

charged and neutral particles6;

• muon chambers and scintillators, used to track and identify muons,

that pass through the calorimeters interacting as minimum ionizing

particles (m.i.p.);

• luminosity monitors, for the instantaneous luminosity measurement,

necessary to derive cross section from event yields.

2.2.1 Coordinates system and standard definitions at CDF

CDF adopts a left-handed Cartesian coordinate system with origin at the

nominal BØ interaction point, coincident with the center of the drift cham-

ber. The positive z-axis lies along the nominal beam-line and has the direc-

tion of the proton beam (eastward). The x-y plane is therefore perpendic-

ular to the beam-line, with the y-axis pointing upwards and the x-axis in

the horizontal plane, pointing radially outward with respect the center of

the accelerator ring. A cylindrical (r, φ, z) coordinate system is particularly

convenient to describe the detector geometry, where

r =
√

x2 + y2 and φ = tan−1 y
x

. (2.2)

A momentum-dependent particle coordinate, named rapidity, is also com-

monly used in high-energy physics for its transformation properties under

6The muons, whose momentum is measured in the tracker, are an exception.
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Lorentz boosts. The rapidity is defined as

Y =
1
2

ln
E + pz

E− pz
, (2.3)

where E is the energy and pz is the z component of the particle momen-

tum. Rapidity intervals turn out to be Lorentz invariant. In the relativistic

limit, or when the mass of the particle is negligible, rapidity depends only

upon the production angle of the particle with respect to the beam axis,

θ = tan−1
√

x2+y2

z . This approximation is called pseudorapidity η and is de-

fined as

Y
p�m→ η = − ln

(
tan

θ

2

)
. (2.4)

A value of θ = 90◦, perpendicular to the beam axis, corresponds to η = 0.

Since the event-by-event longitudinal position of the interaction is distributed

around the nominal interaction point with a 30 cm RMS width, sometimes

a distinction between the detector pseudorapidity (usually indicated with

ηdet), measured with respect to the (0, 0, 0) nominal interaction point, and

the event pseudorapidity (η), which is measured with respect to the z posi-

tion of the actual event vertex, is considered.

The spatial separation between particles in the detector is commonly given

in terms of a Lorentz invariant variable defined as:

∆R =
√

∆φ2 + ∆η2. (2.5)

Other quantities useful to describe the kinematics of pp̄ interactions are the

transverse momentum and the transverse energy, defined as pT = p sin θ

and ET = E sin θ, respectively.
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2.3 The tracking system

A three-dimensional tracking of charged particles is achieved through an

integrated system consisting of three inner silicon subdetectors and a large

outer drift-chamber, all immersed in the magnetic field of the supercon-

ducting solenoid. The silicon detectors provide a precise determination

of the track impact parameter, the azimuthal angle and the z coordinate

at production, whereas the drift chamber has excellent resolution on the

transverse momentum, φ and η. The combined information of the track-

ing detectors provides very accurate measurements of the helical paths of

charged particles inside the detector. We will describe this system starting

from the devices closest to the beam and moving outwards (see Fig. 2.4).

Figure 2.4 – (left) The CDF II tracker layout showing the different subdetector
systems. (right) Schematic drawing of the impact parameter d0. The sign of
the impact parameter is defined as positive or negative with reference to the
direction of the track momentum vector (in the X,Y quadrant in the drawing).

2.3.1 The Silicon Tracker

The full CDF silicon detector is composed of three approximately cylindri-

cal coaxial subsystems: the Layer 00 (L00), the Silicon Vertex detector (SVX)

and the Intermediate Silicon Layers (ISL).

Silicon sensors operate as reverse-biased p-n junctions. By segmenting the
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p or n side of the junctions into strips and reading out the charge deposi-

tion separately on every strip the point of trasversal of a charged particle

is measured. At CDF the typical distance between two strips is about 60

µm. There are two types of microstrip detectors: single- and double-sided.

In single-sided detectors only the p-side of the junction is segmented into

strips, while double-sided detectors have both sides of the junction seg-

mented into strips. Single-sided sensors have strips parallel to the z di-

rection and provide only r-φ position measurements, while double-sided

detectors have strips at an angle (stereo angle) with respect to the z direc-

tion on one side and, therefore, provide also information on the particle

position along z.

L00 is a 90 cm-long, radiation hard, assembly of single-sided silicon detec-

tors, structured in longitudinal strips. The detector tiles are mounted

directly on the beam pipe at 1.35-1.62 cm from the beam axis. The

detector support structure is in carbon fiber with integrated cooling

system. Being so close to the beam, L00 allows to reach a resolution of

∼ 25–30 µm on the impact parameter of tracks of moderate pT , pro-

viding a powerful handle to identify long-lived hadrons containing a

b quark.

SVX is composed of three 29 cm-long cylindrical barrels, radially orga-

nized in five layers of double-sided silicon wafers extending from

2.5 cm to 10.7 mm (see Fig. 2.5). Each barrel is segmented into 12

wedges, each covering ∼ 30◦ in φ. The double-side structure of the

wafers allows a three dimensional position measurement: one side

of the wafer has axial strips (parallel to the beam), the other one has

either 90◦ strips (perpendicular to the beam) or 1.2◦ stereo strips (at

small angle with respect to the beam). This detector provides posi-

tion information with a 12 µm resolution on the single hit and some

dE/dx ionization information.
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Figure 2.5 – The SVX silicon detector: on the left, a three-dimensional view
of the detector allows to see the barrel structure along the beam axes; on the
right, the transverse plane section shows in detail the layer sequence.

ISL consists of two layers of double sided silicon wafers, similar to those of

SVX, one of which is assembled in a twofold telescopes with planes at

a radial distance of 22 cm and 29 cm from the beam-line and covering

1 < |η| < 2. One single central layer is located at r = 22 cm, covering

|η| < 1. The two ISL layers are important to increase the tracking

coverage in the forward region, where the COT coverage is limited,

and to improve the matching between SVX and COT tracks.

The combined resolution of the CDF inner trackers for high momentum

tracks is ∼ 40 µm in impact parameter and ∼ 70 µm along the z direction.

All silicon detectors are used in the off-line track reconstruction algorithms,

while SVX plays a crucial role also in the on-line track reconstruction of the

trigger system. The CDF trigger employs an innovative processor, the Sil-

icon Vertex Trigger (SVT) [27, 28], which uses the SVX information to mea-

sure the track impact parameter on-line with a resolution of < 20 µm, that

allows to resolve the secondary vertices, displaced from the primary inter-

action point, such as those produced in B hadron decays.
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2.3.2 Central Outer Tracker

Figure 2.6 – Left: 60◦ section of the COT end-plate (left). For each super-layer
the total number of cells, the wire orientation (axial or stereo) and the average
radius in cm are shown. The enlargement shows in detail the slot where the
wire planes (sense and field) are installed. Right: cross-section of three axial
cells in super-layer 2; the arrow indicates the radial direction.

Surrounding the silicon detector is the Central Outer Tracker (COT) [29].

It is a 3.1 m-long cylindrical drift chamber, coaxial with the beam, which

covers the radial range from 40 to 137 cm for |η| < 1. The COT contains

96 sense wire layers, which are radially grouped into 8 superlayers, as in-

ferred from the end plate slot structure shown in Fig. 2.6. Each superlayer

is divided in φ into supercells, and each supercell has 12 alternated sense

and field-shaping wires. The maximum drift distance is approximately the

same for all superlayers. Therefore, the number of supercells in a given su-

perlayer scales approximately with the radius of the superlayer. The entire

COT contains 30240 sense wires. Approximately half the wires run along

the z direction (axial wires), the other half are strung at a small stereo an-

gles (2◦) with respect to the z direction (stereo wires). The combination of

the axial and stereo information allows to measure the z positions and a

three-dimensional reconstruction of tracks. Particles originated from the

interaction point, which have |η| < 1, pass through all the 8 COT super-

layers. The COT is filled with an argon-ethane gas mixture and isopropyl
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alcohol (49.5:49.5:1). The mixture is chosen in order to have a constant drift

velocity, approximately 50 µm/ns, across the cell width. The maximum

electron drift time is approximately 100 ns. Due to the magnetic field that

the COT is immersed in, electrons drift at a Lorentz angle of 35◦. The super-

cells are tilted by 35◦ with respect to the radial direction to compensate for

this effect and make the drift path perpendicular to the radial direction.

The hit position resolution in the r-φ plane is about 140 µm. Tracking al-

gorithms are utilized to reconstruct particle trajectories (helices) that best-

fit to the observed hits. The reconstructed trajectories are referred to as

tracks. Particle momentum and charge are determined from the bending

of tracks in the magnetic field. The COT hits are also processed on-line by

the XFT, which reconstructs the tracks used in LEVEL 1 of the trigger sys-

tem, (Sec. 2.7.4). The transverse momentum resolution of off-line tracks,

measured using cosmic ray events, is

σpT

p2
T

= 0.017 (GeV/c)−1 (2.6)

for tracks with pT > 2 GeV/c [31].

2.3.3 Time Of Flight

The CDF II Time of Flight (TOF) detector lies just outside the tracking sys-

tem, supported on the inner wall of the solenoid (Fig. 2.4). It is a barrel of

3 m long scintillators bars located at 140 cm from the beam line with a total

of 216 bars, each covering 1.7◦ in ϕ and the pseudorapidity range |η| < 1.

Light is collected by photomultipliers at both ends of the bar. Single hit po-

sition in the TOF is determined by the comparison of the signal times of the

photomultipliers. Particle identification is achieved by measuring the time

of arrival of a charged particle at the scintillators with respect to the colli-

sion time. Thus, combining the measured time-of-flight T, the momentum
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and the path length the mass of the particle can be estimated.

m =
p
c

√
1
β2 − 1 =

p
c

√
(

cT
L
)2 − 1 (2.7)

where the momentum p and the path length L are precisely measured by

the tracking system. For the TOF measurement the collision time must be

known and this is found with a 50 ps uncertainty by a best-fit process over

all tracks in the event. The design resolution in the time-of-flight measure-

ment is ≈ 120 ps and provides at least two standard deviation separation

between K± and π± for momenta p < 1.6 GeV/c.

2.4 Calorimeter

The calorimeter system, together with the muon and tracking systems, rep-

resents one of the main sub-detector of CDF II. A detailed description of this

system can be found in the CDF Technical Design Report [32].

The CDF calorimetry system has been designed to measure energy and di-

rection of neutral and charged particles leaving the tracking region. In par-

ticular, it is devoted to jet reconstruction and it is also used to measure

the missing energy associated to neutrinos. Particles hitting the calorime-

ter can be divided in two classes, according to their main interaction with

matter: electromagnetically interacting particles, such as electrons and pho-

tons, and hadronically interacting particles, such as mesons or barions pro-

duced in hadronization processes. To detect these two classes of particles,

two different calorimetric parts have been developed: an inner electromag-

netic and an outer hadronic section, providing coverage up to |η| < 3.64.

In order to supply information on particle position, the calorimeter is also

segmented in towers, projected toward the geometrical center of the de-

tector. Each tower consists of alternating layers of passive material and

scintillator tiles. The signal is read out via wavelength shifters (WLS) em-
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Figure 2.7 – (left) artist view of a central calorimeter wedge showing the pipes
collecting light from the front electromagnetic towers; (center) cut view of the
plug; (right) elevation view of the detector showing the components of the
calorimeter system.

bedded in the scintillator and light from WLS is then carried by light guides

to photomultiplier tubes. The central sector of the calorimeter, covering the

region |η| < 1.1, was recycled from Run I, while brand new calorimeters

(called plug calorimeters) were built up to cover the forward and backward

regions. Figure 2.7 shows the main components of the calorimeter system.

2.4.1 The Central Calorimeter

Excluding upgrades on the readout electronics, needed to cope with the in-

creased collision rate, the central calorimeter is the same as in Run I7. The

Central Electro-Magnetic calorimeter (CEM) is segmented in ∆η × ∆φ =

0.11 × 15◦ projective towers consisting of 31 alternate layers of lead and

scintillator, for a total material depth of 19 X0
8. The Central and End-

7CDF, from 1992 to 2004, used embedded layers of gas proportional chambers in the
central calorimeter to improve the identification of electrons and photons (Central Preshower
(CPR) and Central Crack (CCR) detectors). Late in 2004 the CDF Central Preshower and
Crack Detector Upgrade was installed. The CDF Central Preshower and Crack Detector
Upgrade consists of scintillator tiles with embedded wavelength-shifting fibers, clear-fiber
optical cables, and multi-anode photomultiplier readout.

8The radiation length X0 describes the characteristic amount of matter transversed by
high energy electrons to lose by bremsstrahlung all but 1/e of their energy, which is equiv-
alent to 7/9 of the length of the mean free path for e+e− pair production of high energy
photons. TThe average energy loss per unit of traversed material due to bremsstrahlung
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Wall Hadronic calorimeters (CHA and WHA respectively), whose geometry

tower segmentation matches the one used for the CEM, use 32 steel layers

sampled each 2.5 cm (5 cm in the wall) by 1 cm thick acrylic scintillator.

The total thickness of the hadronic section is approximately constant and

corresponds to 4.5 interaction lengths (λ0) 9. A perspective view of a cen-

tral electromagnetic calorimeter module (wedge) is shown in Fig. 2.7, where

both the arrangement in projective towers and the light pipes of the elec-

tromagnetic compartment are shown.

The projective geometry has been used in order to better measure the over-

all transverse momentum of prongs in an event. Before the pp̄ collision,

the projection in the transverse plane w.r.t. the beam direction of the beam

energy is zero, therefore this quantity must be the same after the collision.

A significant unbalance in total transverse momentum is a measure of the

transverse momentum carried away by neutrinos. For each tower the trans-

verse energy ET is defined as ET = E sin θ, where E is the energy detected

by the tower and θ is the angle between the beam axis and the projective

tower direction. Two position detectors complement each wedge of CEM:

• The Central Electromagnetic Shower chamber (CES) is a two-dimensional

strip-wire chamber located at maximum e.m. shower depth (∼ 5.9X0).

It measures the charge deposit of the electromagnetic showers, pro-

viding information on their pulse-height and position with a finer

azimuthal segmentation than calorimeter towers. This results in an

increased purity on electromagnetic object reconstruction. The CES

purpose is to measure the position and the shape of electromagnetic

showers in both transverse plane and longitudinal direction, which is

used to distinguish electrons and photons from hadrons.

for an electron of energy E is related to the radiation length by
(

dE
dx

)
brem

= − E
X0

9An interaction length is the average distance that a particle will travel before interacting
with a nucleus: λ = A

ρσNA
, where A is the atomic weight, ρ is the material density, σ the

cross section and NA the Avogadro constant.
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• The Central Pre-Radiator (CPR) consists of two wire chamber mod-

ules placed immediately in front of the calorimeter. It acts as a pre-

shower detector by using the tracker and the solenoid coil material

as radiators, resulting a very useful tools for distinguishing hadrons

from electrons and photons.

Tab. 2.2 summarizes the basic parameters of the calorimeter detectors. The

energy resolution for each calorimeter section was measured in the test

beam and, for a perpendicularly incident beam, can be parametrized as

σ

E
=

σ1√
E
⊕ σ2 (2.8)

where the first term comes from the sampling fluctuations and the photo-

statistics of the PMTs (stochastic term), and the second term comes from

the non-uniform response of the calorimeter (constant term). The symbol

⊕ indicates addition in quadrature.

2.4.2 The Plug Calorimeter

The plug calorimeter covers the |η| region from 1.1 to 3.64. Both electro-

magnetic and hadronic sectors are divided in 12 concentric η-regions, with

∆η (η-width) ranging from 0.10 to 0.64, according to increasing pseudora-

pidity. Each of them is segmented in 48 or 24 (for |η| < 2.11 or |η| > 2.11

respectively) projective towers. The actual size of these towers was chosen

so to have optimal separation of electron showers from the narrow forward

hadron jets. Projective towers consist of alternating layers of absorbing ma-

terial (lead and iron for electromagnetic and hadronic sectors, respectively)

and scintillator tiles. The first layer of the electromagnetic tiles is thicker

(10 mm instead of 6 mm) and made of material with higher photon yield.

It acts as a pre-shower detector.
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Calorimeter CEM CHA WHA PEM PHA
Absorber Lead Steel Steel Lead Iron

Segmentation (η × φ) 0.1×15 0.1×15 0.1×15 (0.1 ÷ 0.6)×(7.5 ÷ 15) (0.1 ÷ 0.6)×(7.5 ÷ 15)
Num. Towers (η × φ) 20×24 9×24 6×24 12×24(48) 11×24(48)

Thickness 19 X0, 1 ˘0 4.7 ˘0 4.7 ˘0 23 X0, 1 ˘0 6.8 ˘0

Resolution (%) 14/
√

ET ⊕ 2 50/
√

ET ⊕ 3 75/
√

ET ⊕ 4 16/
√

E⊕ 1 80/
√

E⊕ 5

Table 2.2 – Summary of the main parameters of the CDF II calorimeter system.

2.5 The Muon Chambers

Figure 2.8 – Muon detectors coverage in the η-φ plane.

Parameter CMU CMP CMX IMU
Pseudorapidity range |η| < 0.6 |η| < 0.6 0.6 < |η| < 1.0 1.0 < |η| < 1.5
Azimuthal coverage [◦] 360 360 360 270
Maximum drift time [ns] 800 1400 1400 800
Drift tube cross section[cm] 2.68 × 6.35 2.5 × 15 2.5 ×15 2.5 × 8.4
Pion interaction length 5.5 7.8 6.2 62 - 20.0
Minimum pT(µ) [GeV/c] 1.4 2.2 1.4 1.4-2.0

Table 2.3 – Design parameters of the muon detectors. See [24], [25].

Most particles produced in the primary interaction or in subsequent decays

have a very high probability of being absorbed in the calorimeter system.

Muons represent an exception. Muons do not interact via strong interac-

tion with matter nuclei either. Therefore, a muon with enough energy will

pass through the calorimeter systems releasing only a small amount of its

energy10. At 90◦ the minimum muon energy needed to traverse the central

10Muons are over 200 times more massive than electrons, so bremsstrahlung radiation,
inversely proportional to the mass squared of the incident particle, is suppressed by a factor
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calorimeter and reach the first muon chamber is 1.4 GeV.

The muon system is the outermost layer of the CDF II detector and consists

of four layers of drift cells and one layer of scintillation counters which

are used to reconstruct track segments (stubs) of minimum ionizing parti-

cles and to provide accurate timing. Stubs are matched with the COT in-

formation in order to reconstruct the full trajectory of the muons. Four

independent systems detect muons in the |η| . 1.5 pseudo-rapidity range

reconstructing a small segment of their path (stub) sampled by the cham-

bers, employing similar combinations of drift tubes, scintillation counters,

and absorbers [24], [25]. The track momentum is found by pointing back

the stub to the corresponding track bent in the COT. Scintillators serve as

trigger and vetoes while the drift chambers measure the φ coordinate by

drift time, and the z coordinate by charge division. All types of muon de-

tectors use single wire, rectangular drift chambers, arranged in arrays with

fine azimuthal segmentation and coupled with scintillator counters. The

chambers use a 50:50 admixture of argon and ethane, and operates in pro-

portional regime. The four sub-detector systems are (see Fig. 2.8):

CMU: the CMU detector is located around the central hadronic calorimeter

at a radius of 347 cm from the beam-line with coverage 0.03 . |η| .

0.63. It is segmented into 24 wedges of 15◦. However, because of

edge effects, only 12.6◦ of each wedge is active, resulting in an overall

azimuthal acceptance of 84%. Each wedge is further segmented into

three 4.2◦ modules each containing four layers of drift cells.

CMP: the CMP is a second set of muon drift chambers outside of CMU behind

an additional 60 cm-thick steel absorber. The material further reduces

the probability of hadronic punch-through to the CMP. Muons need a

transverse momentum of about 2.2 GeV to reach the CMP. The CMP

system is arranged in a box shape of similar acceptance as the CMU

of 4×104 with respect to electrons.
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and serves as a confirmation of CMU for higher momentum muons. A

layer of scintillation counters (CSP) is mounted on the outer surfaces

of the CMP. The CMP and CMU have a large overlap in coverage and

are often used together in indicating a muon track. CMP helps to cover

CMU φ gaps and the CMU covers the CMP η gaps. Muon candidates

which have both CMU and CMP stubs are the least contaminated by

fake muons.

CMX: the CMX consists of drift tubes and scintillation counters (CSX) ar-

ranged in truncated conical shape. The CMX extends the pseudo-

rapidity coverage to 0.6 . |η| . 1. There are 8 layers of drift cham-

bers in total, with a small stereo angle between layers.

IMU: the IMU extends the pseudo-rapidity coverage even further to 1.0 .

|η| . 1.5. The IMU is mounted on the toroid magnets, which provide

shielding.

Tab. 2.3 summarizes a few relevant design parameters of the detectors.

2.6 CLC detector

Absolute measurements of the instantaneous luminosity by the machine,

based on beam parameters measurements, have uncertainties of the order

of 15-20%. For this reason in CDF the collider luminosity is determined from

the observed interaction rate in a detector whose covered cross section can

be reliably computed. The measurement is made by gas Cherenkov coun-

ters (CLC) located in the pseudorapidity region 3.7 < |η| < 4.7, which

measure the average number of inelastic interactions per bunch crossing.

Each module consists of 48 thin, gas-filled, Cherenkov counters. The coun-

ters are arranged around the beam pipe in three conical layers, with 16

counters each pointing to the center of the interaction region. The cones in
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the two outer layers are about 180 cm long and the inner layer counters,

closer to the beam pipe, have a length of 110 cm. This geometry allows de-

tecting only particles produced at the collision point. The total signal of the

counters allows separating forward inelastic interactions from background

and deriving the collider luminosity from their observed rate.

2.7 The CDF Trigger System

pp̄ collisions at Tevatron happen with a frequency of 2.5 MHz (i.e every 396

ns). The bunch-bunch luminosity and the interaction cross-section are such

that in average one or a few interactions take place at each bunch crossing.

With an average event size of ∼ 250 kb, this represents a huge amount of

data which would flow through the CDF data acquisition system (DAQ). The

CDF DAQ can sustain only a small fraction of this data flow, since the maxi-

mum rate for storing data to disk is ∼ 75 Hz.

The trigger is the system devoted to perform a quick online selection and

keep only the events interesting for physics. A rejection factor of 10000 is

needed to match the DAQ capabilities. As shown in Fig. 2.9, the CDF trigger

is implemented in three levels of successively tighter and more sophisti-

cated event selection. The first level is hardware based; the second is a

mixture of hardware and software, and the third is purely software, imple-

mented in an on-line computer cluster.

2.7.1 LEVEL 1

At LEVEL 1 the decision logic is implemented in hardware: the selection

algorithms are hard-coded into the electronic circuits of the trigger boards.

In a synchronous pipeline up to 42 subsequent events can be stored for ∼

5.5 µs while the hardware is making a decision. If no acceptance decision is

made within that time the event is lost. L1 decision are made on average in
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Figure 2.9 – Functional block diagram of the CDF II trigger and data acquisition
systems.

about 4 µs: no dead time is expected from this level. Level 1 rejects 97% of

the events, by reducing the event rates from 2.53 MHz to less than 40 kHz.

The L1 decision is generated using information from:

• XFT (extremely fast tracker), which reconstructs approximate tracks

(pT > 1.5 GeV/c) in the transverse plane by exploiting information

from COT superlayers. These tracks are extrapolated to the calorime-

ters and muon chambers to contribute to all trigger levels;

• the calorimeter towers, which carry information on the electromag-

netic and hadronic energy deposits (seeds, which can initiate elec-

tron/photon or jet identification);

• the muon stubs (segment of tracks reconstructed in the muon cham-

bers), which are matched to the XFT tracks.

The XFT is a custom processor used to reconstruct two-dimensional tracks

in the (r, φ) plane in the COT. The XFT is capable of reconstructing tracks

with pT & 1.5 GeV/c with an efficiency of about 95% and a fake rate of a
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few percent. The XFT has an angular segmentation of 1.25◦, and an angular

resolution of 0.3◦. The momentum resolution is σpT /p2
T ≈ 0.017 (GeV/c)−1.

XFT sends the tracks to an extrapolation unit (XTRP) feeding three L1 ele-

ments: L1CAL, L1TRACK, and L1MUON. L1CAL and L1MUON use extrapolated

tracks and information from the calorimetry and muon systems respec-

tively to search for possible electron, photon, jets and muon candidates. A

decision stage combines the information from these low-resolution physic

objects, called primitives, into more sophisticated objects.

2.7.2 LEVEL 2

LEVEL 2 is an asynchronous system which processes events that have re-

ceived a L1 accept in a FIFO (First In, First Out) manner. It is structured as a

two stage pipeline with data buffering at the input of each stage. The first

stage is based on dedicated hardware processors which assemble informa-

tion from a particular section of the detector. The second stage consists of a

computer which uses the list of objects generated by the first stage and im-

plements in software the event selection. Each of the L2 stages is expected

to take approximately 10 µs with a latency of approximately 20 µs. The in-

put buffers can store up to four events. After the LEVEL 2, the event rate is

reduced to about 1 KHz (rejection factor ∼ 40). The purposes of L2 are:

• to cluster the energy deposited in the towers around L1 seeds, as an

approximate measure of electron, photon or jet energy;

• to use calorimeter and CES chamber information to improve separa-

tion of e± and γ from hadrons;

• to improve the matching between XFT tracks and muon stubs in order

to have a better muon signature;

• to provide a measurement of the track impact parameters by means of

the Silicon Vertex Trigger element (SVT), which allow to select events
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with secondary vertices from decay of long-lived heavy-flavour hadrons.

The SVT uses SVX r-φ hits to extend XFT track primitives inside the SVX vol-

ume, closer to beam-line. The SVT improves the XFT φ0 and pT resolutions

and allows to measure the impact parameter d0 (original XFT track primi-

tives are beam-line constrained).

2.7.3 LEVEL 3

LEVEL 3 is a software trigger. It is operated on a cluster of ∼ 300 processors

which reconstruct the entire event with the same accuracy as in the off-line

analysis. The final decision to accept an event is made on the basis of a list

of observables indicating candidate events of physical interest (top quark

production events, W/Z events, Drell-Yan events, ... ). Events that satisfy

the Level 3 trigger requirements are transferred onward to the Consumer

Server/Data Logger (CLS) system for storage first on disk and later on tape.

The average processing time per event in Level 3 is in the order of 1 s. The

Level 3 leads to a further reduction in the output rate, with an accepted

maximum of about 200 Hz.

2.7.4 Trigger Paths

A set of requirements that an event has to fulfill at Level 1, Level 2 and

Level 3 constitutes a trigger path. The CDF II trigger system implements

about 150 trigger paths, which are periodically adjusted depending on ma-

chine luminosity and physics needs.

An event will be accepted if it passes the requirements of any one of these

paths. The trigger system described above exploits the information of all

detector subsystems. Combining the measurements of the various subsys-

tems it is possible to efficiently record, events characterized by different

signatures.

Triggers which use a bandwidth fraction larger than the assigned one are
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prescaled. A trigger path is said to be prescaled by a factor N if it is config-

ured to accept only one event out of N input events. Prescaling is dynam-

ically implemented by luminosity-dependent factors during data taking.

This is important in order to ensure that no trigger path reaches rates so

high as to create unacceptable dead time to triggers on rare events of pri-

mary importance. During data taking the luminosity decreases with time,

and consequently a number of prescale factors can be relaxed. The prescale

factors decrease proportionally to the rate of triggered events, so as the

number of recorded events is constant. Using dynamic prescaling ensures

that optimal use for physics is made of the available luminosity.

The accepted events are recorded on tape and organized in data sets accord-

ing to the trigger path they satisfy.
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Chapter 3

Reconstruction of Physical

Objects

Particles generated in pp̄ collisions are identified using the information

provided by the CDF sub-detectors described in the previous chapter. The

unprocessed output from the CDF detector is a series of electronic signals

recorded by the hardware components, which must be converted into phys-

ical information. From the raw data, high-level objects (such as tracks,

vertices, calorimeter clusters) are reconstructed and combined to identify

physical objects (electrons, muons, neutrinos and jets) of interest for the

analysis. The ability to detect and reconstruct the trajectories of charged

particles is essential for particle identification and momentum measure-

ment.

3.1 Track Reconstruction

Charged particles traveling through a homogeneous solenoidal magnetic

follow helical paths around the z-direction.

Knowing that the projection of the helix on the x-y plane is a circle, five pa-
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rameters are needed to uniquely parameterize a helix in three dimensions:

C – signed helix (half)-curvature, defined as C = q/2R, where R is the

radius of the helix and q is the particle charge. This is directly related

to the transverse momentum. If the magnetic field B is measured in

T, C in m−1 and pT in GeV/c, then pT = 0.15 qB/|C|.

φ0 – φ azimuthal angle of the particle trajectory at the point of closest ap-

proach to the z-axis.

d0 – signed impact parameter, i.e. the radial distance of closest approach

to the z-axis. defined as d0 = q(
√

x2
0 + y2

0 − R), where (x0, y0) are the

coordinates of the center. This is schematically drawn in section 2.3.

λ – helix pitch, i.e. cot(θ), where θ is the polar angle of the particle at the

point of its closest approach to the z-axis. This is directly related to

the longitudinal component of the momentum: pz = pT cot θ.

z0 – the z coordinate of the point of closest approach.

Another useful quantity is Lxy, the displacement of the secondary vertices

of decaying particles in the transverse plane, defined as

Lxy =
x̂V · ~pT

|pT|
, (3.1)

where x̂V is the decay vertex position in the transverse plane.

The trajectory of a charged particle satisfies the following equations

x = r sin φ− (r− d0) sin φ0

y = −r cos φ + (r + d0) cos φ0

z = z0 + sλ

(3.2)

where s is the projected length along the track, r = 1/2C and φ = 2Cs + φ0.

The reconstruction of a charged particle trajectory consists in determin-
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ing the above parameters through an helical fit of a set of spatial mea-

surements (hits) reconstructed in the tracking detectors by clustering and

pattern-recognition algorithms. The helical fit takes into account field non-

uniformities and scattering by the detector material. All tracks are first fit

in the COT and then extrapolated inward the silicon. This approach guaran-

tees fast and efficient tracking with high tracks purities. The greater radial

distance of the COT with respect to the silicon tracker results in a lower

track density and consequent fewer accidental combination of hits in the

track reconstruction. For more details see [33], [34].

3.1.1 Primary Vertex Reconstruction

The primary vertex position for a given event is found by fitting high qual-

ity tracks to a common point of origin. At high luminosities, multiple col-

lisions occur in a given bunch crossing. For a luminosity of 1032 cm−2s−1,

there is an average of 2.3 interactions per bunch crossing. Typically, since

the luminous region is sufficiently long (with σz = 29 cm), the primary

vertices associated to the collisions are well separated in z. An iterative al-

gorithm is used to find the vertex associated to the hardest collision: the

first estimate of its position (xV , yV , zV) is binned in the z coordinate, then

the z position of each vertex is calculated from the weighted average of the

z coordinates of all tracks within 1 cm of the first iteration vertex, with a

typical resolution of 100 µm; finally the vertex associated with the highest

sum of the tracks pT is defined as primary vertex of the event.

The locus of all primary vertices defines the beam-line, the position of the

luminous region of the beam-beam collisions through the detector. The

beam-line is used as a constraint to refine the knowledge of the primary

vertex in a given event. Typically the beam transverse section is circular

with a width of ∼ 30 µm at z = 0, rising to ∼ 50-60 µm at |z| = 40 cm.

The beam at the interaction point is not necessarily parallel to the detector
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axis nor centered in the detector, and moves the beam line by fractions of

millimeter as a function of time.

3.2 Lepton Reconstruction and Identification

Lepton reconstruction depends on the type of lepton and its direction in-

side the detector. Although this work focuses on a final state containing

large 6ET and hadronic jets, lepton identification is still essential, since in or-

der to ensure statistical independence with analyses containing a lepton in

the final state, one of the requirements applied to the preselection sample

is to reject events with a reconstructed lepton (lepton veto).

In the following, we briefly describe how leptons are identified at CDF; in

particular, the categories we use in this analysis are the Central Electrons,

the Plug electrons and the Central Muons. The quantities used to identify

lepton candidates are:

• the total transverse energy of the electron cluster in the electromag-

netic calorimeter ET;

• pT, the track transverse momentum;

• the ratio of the total hadronic cluster energy to the EM energy Ehad/Eem;

• the position of the track vertex along the z-axis, Z;

• the number of axial superlayers containing a signal, AS, and the num-

ber of hits per superlayer, hpAS;

• the number of stereo superlayers containing a signal, SS, and the

number of hits per superlayer, hpSS;

• the distance between the PES centroid and the PEM centroid, ∆Rplug;

• the track impact parameter respect to the primary vertex d0;
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• the ratio of the energy collected in 5 layers over the energy collected

in 9 layers of the PES, in the u and v orthogonal directions, PES 5x9 u

and PES 5x9 v;

• the track isolation Iso4, defined as the scalar sum of transverse en-

ergies of the tracks in a cone radius ∆R =
√
(∆η)2 + (∆φ)2 < 0.4

around the lepton candidate track;

• The χ2 resulting from the comparison of the PEM shower profile of

the electron candidate with the profile of test beam electrons, using a

(3× 3) cluster size, χ2 (3× 3)

• the matching between the candidate muon track and a stub in the

CMU/CMP/CMX.

Central Electrons
ET ≥ 20 GeV
pT ≥ 10 GeV

Ehad/Eem < 0.055 + (0.00045× E)
|Z| ≤ 60 cm

AS, hpAS > 3, 5
SS, hpSS > 2, 5
Iso4/pT < 0.1

Plug Electrons
ET ≥ 20 GeV

Ehad/Eem < 0.055 + (0.00045× E)
PES 5x9 u ≥ 0.65
PES 5x9 v ≥ 0.65

Iso4/pT < 0.1
χ2 (3× 3) < 10

∆Rplug < 3 cm

Table 3.1 – Central and Plug electrons identification criteria.

3.2.1 Electrons

Electrons are identified by the electromagnetic calorimeters CEM and PEM.

The identification selections are different for CEM and PEM, and are listed in
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table 3.1. Electron candidates identified in the central calorimeter must also

match a track in the COT. The efficiencies of electron identification cuts are

0.923± 0.001 and 0.837± 0.003 respectively for central and plug electrons.

Fake rates are in the order of a few %.

3.2.2 Muons

We form muon candidates by matching a track to stubs in the muon cham-

bers. All events are required not to pass a cosmic tag. Furthermore, to reject

hadrons the energy deposited in the calorimeter by the candidate track is

required to be consistent with that of minimum ionizing particles. Finally,

an isolation requirement is applied, in which the energy in the cone is com-

pared to the track pT. All requirements are listed in table 3.2. The efficien-

cies of these cuts are 90.52± 0.37 and 92.75± 0.47 respectively for CMUP

and CMX. Also for muons, fake rates are in the order of a few %.

Central Muons
pT ≥ 20 GeV

Eem < 2 GeV + max(0, 0.0115× p− 100)
Ehad < 6 GeV + max(0, 0.028× p− 100)

Ehad/Eem < 0.055 + (0.00045× E)
|Z| ≤ 60 cm

AS, hpAS > 3, 5
SS, hpSS > 2, 5

|d0| (with silicon hits) < 0.02 cm
|d0| (with no silicon hits) < 0.2 cm

Iso4/pT < 0.1
∆X(CMU) (if CMUP) < 7 cm
∆X(CMP) (if CMUP) < 5 cm
∆X(CMX) (if CMX) < 6 cm

Table 3.2 – Central muons identification criteria.
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Figure 3.1 – Candidate tt pair decaying into jets, visible as collimated collec-
tions of particle tracks, and other fermions in the CDF detector.

3.3 Jet Reconstruction

The scattered-out quarks and gluons undergo the hadronization process,

which produces collimated bunches of colorless hadrons (jets) which keep

track of the energy and the direction of the originating parton. From the

experimental point of view, the resulting shower of particles appears as a

large energy deposit in a localized area of the detector (Fig. fig. 3.1). The

challenge is to recover from the detector information the initial energy, the

momentum and, possibly, the nature of the parton originating the jet. To

reconstruct jets, CDF developed several different reconstruction algorithms

[37].

3.3.1 JETCLU algorithm

The most common et reconstruction algorithm used at CDF is a cone algo-

rithm named JETCLU [38], which consists of three steps. In the first step

preclusters are built from adjacent seed towers (calorimeter towers with ET >

1 GeV). The size of these preclusters is limited to 2Rcone × 2Rcone in the η-φ

plane, where Rcone is the parameter of the jet algorithm which controls the

size of the jets.
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Figure 3.2 – Illustration of jet clustering by the JETCLU algorithm.

After that, for each precluster a cone is defined by all seed towers inside

the precluster and all towers with ∆R =
√

∆η2 + ∆φ2 < Rcone with respect

to the highest jet energy tower. The centroids of the cones are calculated.

The identification of the members of the cones and the calculation of their

centroids is repeated until the old centroids (the cone axes) agree with the

new ones.

In a last step overlapping stable cones have to be reconsidered because each

calorimeter tower may only belong to one jet. A pair of overlapping cones

is merged if more than 75% of the transverse energy of one of the cones is

shared by the other one. Otherwise they are separated using an iterative al-

gorithm. The towers are redistributed to the cone whose centroid is closest

and the centroids are recalculated until a stable configuration is reached.

The transverse energy and the position of the reconstructed jet are then

given by:

Ejet
T = ∑

i
Ei

T (3.3)

η =
1

Ejet
T

∑
i

Ei
Tηi (3.4)

φ =
1

Ejet
T

∑
i

Ei
Tφi (3.5)

where Ei
T, ηi and φi are the trasnverse energy and the position of the i-th

tower.
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3.3.2 Jet Energy Corrections

The four-momentum assigned to a jet must be corrected to account for de-

tector defects and reconstruction algorithm imperfections. In order to con-

vert the measured transverse jet energy into the transverse energy of the

partons, a set of corrections to the measured jet energy (raw energy) have

been developed.

The corrections, developed using data and simulation of the CDF detector,

address the response inhomogeneity in η, the contributions from multiple

interactions, the non-linearity of the calorimeter response, the contribution

by the underlying event (particles emitted in the event but not belonging

to the hard interaction) and the jet energy flow out of the jet cone.

Each of those corrections has a fractional uncertainty, σJES(pT) which can

be parameterized as a function of the corrected transverse momentum of

the jet pT.

They are applied in a sequence of L-levels in order to correct for each bias

independently [39].

The correction can be parameterized as follows

pparton
T = (pjet

T · Cη − CMI) · CAbs − CUE + COOC = pparticle
T − CUE + COOC,

where the terms are described below.

Cη: pseudorapidity-dependent correction (L1)

The L1 corrects for non-uniformities in calorimeter response along η. It is

obtained by studying the pT balancing in dijet events, which are selected in

order to have one jet (“trigger jet”) in the 0.2 < |η| < 0.6 region (far away

from detector cracks). The other jet, called “probe jet”, is free to span over

the entire |η| < 3 region.

Since in a perfect detector the two jets must be balanced in pT, a balancing
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Figure 3.3 – η-dependent energy-scale correction factor for JETCLU with ra-
dius 0.4; a sample of events with at least one trigger tower above 50 GeV is
used.

fraction is formed

fb =
∆pT

pave
T

= 2 ·
pprobe

T − ptrigger
T

pprobe
T + ptrigger

T

The average of fb in the analyzed η bin is used to define the β fb factor1 (see

fig. 3.3)

β fb =
2 + 〈 fb〉
2− 〈 fb〉

(3.6)

The final L1 correction is defined as fL1(η, Eraw
T , R) = 1/β fb and the uncer-

tainty associated with this correction is estimated to be of the order of 1%

for central jets and 7.5% for forward jets.

CMI: multiple interactions correction (L4)

The number of interactions occurring during beam bunch crossings follows

a Poisson distribution whose mean increases with instantaneous luminos-

ity.

These additional interactions, dominantly soft minimum bias events, cause

extra unwanted energy to be deposited within the jet cone.

1The definition of eq. (3.6) is in average equal to pprobe
T /ptrigger

T but it reduces the sensi-

tivity to the presence of non-Gaussian tails which affect the pprobe
T /ptrigger

T ratio.
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Figure 3.4 – (a) ET in R=0.4 cone as a function of the number of reconstructed
primary vertexes in minimum bias events. (b) fractional systematic uncer-
tainties due to multiple interactions for different cone sizes as a function of jet
transverse momentum.

L42 correction takes into account the number of reconstructed vertices to

estimate the effect. The average energy flow in minimum bias events,

which are triggered by the luminosity monitor CLC, is measured in the

best-performing region (0.2 < |η| < 0.6) of the calorimeter as a function of

the number of reconstructed vertices. The resulting plot is fit to a straight

line (see fig. 3.4). This is used to correct in average the energy of the jets.

Because of the finite reconstruction efficiency of the vertices, this linear ap-

proximation works well for events with less than seven vertices.

This is not a serious limitation because in practice events with so many ver-

tices are very rare. The uncertainty on this correction is estimated to be of

the order of 15%.

CAbs: absolute energy scale corrections (L5)

While L1 and L4 are corrections at calorimeter level, L5 steps back to par-

ticle level. The procedure used to estimate the L5 correction factor is de-

scribed accurately in [39]. It uses a MC sample of inclusive dijet events

2L2 and L3 have survived in the CDF jargon but are not used anymore.
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Figure 3.5 – Absolute energy corrections for jets with cone size ∆R = 0.4 as a
function of jet pT (dotted), with 1σ uncertainty bands (full).

simulated with PYTHIA [41].

The correction is derived comparing particle jets at generator level (before

they are passed through the detector simulation), with calorimeter jets, as

obtained from the detector simulation. Generated and calorimeter jets are

required to be within 0.1 of each other in the η − φ plane to ensure that

they are the same object. The probability at the distribution maximum of

measuring a value of pjet
T given pparticle

T is taken as a correction factor (see

fig. 3.5). The uncertainty on this corrections is estimated to be of the order

of 3.5% (15% near the edge of the calorimeter).

CUE and COOC: underlying event (L6) and out-of-cone (L7) corrections

Reconstructed jet energies in hard pp̄ interactions may contain contribu-

tions by particles created by interactions involving other partons in the col-

liding hadrons (spectator interactions) or by gluons from initial state radia-

tion in the hard interaction. These contributions are called underlying event.

On the other hand, a fraction of the parton energy may be lost outside the

jet cone because of final state gluon radiation, fragmentation at large angles

relative to the jet axis or low pT particles bending out of the jet cone in the

magnetic field. This energy is modeled imperfectly in MC events, so the

correction factor and its systematic uncertainty are assigned by examining
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photon + jets events in data and MC. A ring around the jet with a radius

between 0.4 and 1.3 in the η − φ plane is examined, and the energy in this

region is compared between data and MC simulation. The largest differ-

ence between MC events and data is taken as a systematic uncertainty.

Figure 3.6 – The fractional systematic uncertainty of the JES corrections as a
function of the jet transverse momentum. The total uncertainty is taken as the
sum in quadrature of all individual contributions.

fig. 3.6 shows the individual fractional systematic uncertainties as a func-

tion of jet pT in the central region, 0.2 < |η| < 0.6, of the calorimeter. They

are independent of each other and thus are added in quadrature to derive

the total uncertainty.

Cqg: quarks and gluons corrections (L9)

L9 jet energies corrections are based on the initial parton type originating

the jet. The procedure used to estimate the L9 corrections is fully described

in [40]. Differences between quark and gluon jet energy scales are not well

modeled in ALPGEN + PYTHIA Monte Carlo simulations. It is possible to

derive separate corrections for quark jets and gluon jets in data and MC

given two independent samples of jets, with different known quark frac-

tions, balanced against objects of known energy. To derive a correction for

Monte Carlo, Z-jet (rich in gluons) and γ-jet (rich in quarks) samples are

used. Rather than deriving full and separate jet energy corrections for data
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and MC, the balance in data and MC in Z-jet and γ-jet is compared:

KZ/γ = (Ejet
T /pZ/γ

T )− 1 (3.7)

From this comparison, an additional correction to be applied to MC jets

(on top of the L5 or L7 corrections) based upon whether they are quarks or

gluons, in order to better match the data, is found. Quark jet energies, at

L5 or L7, should be corrected upwards by ∼ 1%, while gluon jet energies

should be corrected downwards by ∼ 7%. These corrections are are found

to be approximately independent of the jet energy for energies & 15 GeV.

3.4 Missing Transverse Energy

Protons and antiprotons that collide at the Tevatron have equal and op-

posite momenta. Therefore, the total vector momentum sum in an event

should be zero. The hard collision happens between the partons of the

proton and antiproton, and they can carry any fraction of the parent pro-

ton or antiproton. Since the hard collision takes place between single par-

tons whose fractional momenta are unknown, conservation of longitudinal

momentum cannot be exploited. However, primary partons carry a very

limited transverse momentum3, and the total transverse momentum in the

final state can be assumed to be approximately zero. Any transverse en-

ergy imbalance in the detector may indicate that a particle left the detector

without interacting with its material.

In this analysis, we select events with large missing transverse energy in

the final state; therefore, a deep understanding and an accurate reconstruc-

tion of this quantity are extremely important.

The x and y components of the raw missing transverse energy of the event

3of the order of 0.1 GeV/c, as associated to their Fermi motion inside the protons.
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are defined as

6Ex= −
towers

∑
i

Ei
T cos φi (3.8)

6Ey= −
towers

∑
i

Ei
T sin φi, (3.9)

where the sum is taken over all towers that are above a threshold of 0.1

GeV, and the total electromagnetic and hadronic energy in the ith tower is

Ei
T.

The magnitude of the missing energy and its azimuthal direction are then

calculated as

6ET=
√
6Ex

2 + 6Ey
2 (3.10)

φ( 6ET) = arctan
( 6Ey

6Ex

)
(3.11)

3.4.1 Fake Missing Transverse Energy

While a large 6ET is legitimately observed in events that contain particles

that do not interact with the detector, there are several effects that may

also lead to the experimental signature of 6ET. ne must apply as accurate

corrections as possible for each one of them:

• problems with some of the calorimeter tower electronics/calibrations

may cause the tower to report a wrong value of the energy of the

incident particles;

• when the direction of an energetic jet is near an uninstrumented calorime-

ter region, the energy of the jet will be underestimated. A configura-

tion of two jets that are produced back-to-back with the same mo-

mentum will appear to have a momentum imbalance;

• when protons or antiprotons of the Tevatron beam collide with nu-

clei of gas atoms or beam collimators, they produce a halo of muons,
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travelling roughly parallel to the beam. Some of these muons cross

a row of calorimeter towers along the z-axis depositing energy to the

calorimeters asymmetrically in φ;

• muons carrying a large momentum can be created in the hard colli-

sion. Being minimum ionizing particles, these muons can pass through

the calorimeter, without substantial energy loss;

• cosmic muons traveling through the detector;

• proton or antiproton beam remnants and beam losses in very forward

regions.

3.4.2 6ET corrections

The 6ET measured by the CDF calorimeter (raw 6ET) needs to be corrected for

the same reasons that the jet energies do, as described in section. Hence, the

6ET needs to be recomputed using the corrected values of the jet energies.

The event 6ET is thus corrected using the corrected Ecorr
T values, according

to the formulas

6Ex
corr= 6Ex

raw −
jets

∑
i

(
Ecorr,i

x − Eraw,i
x

)
(3.12)

6Ey
corr= 6Ey

raw −
jets

∑
i

(
Ecorr,i

y − Eraw,i
y

)
(3.13)

The azimuthal direction of the corrected 6ET is also corrected:

φ( 6ET
corr) = arctan

( 6Ey
corr

6Ex
corr

)
(3.14)

The 6ET energy used everywhere in this analysis is the corrected 6ET.
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3.5 Reconstructionof theSecondaryVertex: b-Jets Iden-

tification

A fundamental tool in collider physics is the identification of jets coming

from heavy flavour quarks, i.e. bottom or charm hadrons. For example, de-

termining (tagging) the b-flavour of jets is extremely important in the study

of top quark physics.

Heavy flavor jets can be identified by an observable secondary vertex inside

a jet cone. Immediately after their formation, regardless of the particular

production process, b quarks undergo hadronization, forming a colorless B

hadron (either a B mesons, such as B0, B± or B0
s , or a B baryon such as the

Λb), which usually carries most of the momentum of the original b quark.

Later on, B hadrons decay with a lifetime of∼ 1.6 ps which, together with a

large relativistic boost, results in a decay length of the order of several mil-

limeters, which is distant enough from the primary vertex to be correctly

identified by the detector4.

The B hadrons decays produce sub-jets composed by tracks with large im-

pact parameter d0, i.e. with low probability of coming from the primary

vertex. The impact parameter is reconstructed by the silicon detector with

a precision of≈ 50 µm, making it possible to separate displaced tracks from

prompt tracks coming from the primary interaction, as shown in fig. 3.7 for

a W + jets event with two displaced secondary vertices.

Both b-taggers used in this analysis, SecVTX and JetProb, are based on algo-

rithms that perform secondary vertex reconstruction using information on

the tracks inside the jet. An overview of each method is presented in the

following.

4For example, the mean transverse momentum of a B hadron coming from a single-top
s-channel process is∼ 50 GeV/c. Since B-hadrons have a mass of∼ 5 GeV/c2, it undergoes
a boost of βγ ∼ 10. Accordingly, the impact parameter of each secondary vertex track can
easily be of the order of 1 mm.
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Figure 3.7 – W + jets candidate event with two secondary vertices tagged by
SecVTX (run 166063, event 279746). The ~6ET direction, a muon track, a prompt
track and tracks from the secondary vertices are shown

3.5.1 The SecVTX algorithm

The SecVTX algorithm searches for secondary vertices using the tracks within

the jet cone of radius ∆R = 0.4 (i.e. with ∆R(jet, trk) < ∆R), selecting

tracks with large d0 with respect to the primary vertex, in a fiducial region

of |d0| < 1.5 mm, and trying to merge them into a common vertex.

Tracks passing certain requirements (pT > 0.5 GeV/c, d0/σ0 > 2.0) are de-

fined as usable, while a jet containing at least 2 usable tracks is defined as

taggable. The algorithm uses a two-pass approach to find secondary ver-

tices: the first pass attempts to reconstruct a secondary vertex including at

least three tracks with d0/σ0 > 2.5 and at least one with pT > 1.0 GeV/c;

the second is performed in case of negative pass-1 result and requires only

two tracks but with d0/σ0 > 3.5, one track with pT > 1.5 GeV/c and the

other one with pT > 1.0 GeV/c. If a secondary vertex is found in a jet, the

jet is defined as SecVTX tagged.
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Figure 3.8 – Left: true reconstructed secondary vertex. Right: negative SecVTX
tag, falsely reconstructed secondary vertex

The two-dimensional decay length of the secondary vertex Lxy is calculated

as the projection into the jet axis, in the (r, φ) plane, of the vector pointing

from the primary vertex to the secondary vertex. The sign of Lxy is defined

by the angle α between the jet axis and the SecVTX vector, being positive if

α < π/2 and negative if α > π/2, as shown in fig. 3.8.

Events containing heavy flavour hadrons, i.e. with tagged jets, are expected

to have secondary vertices with large positive Lxy. To reduce background

from mismeasured tracks, a cut on |Lxy/σxy| > 7.5 is required. Negative

tags are due to the finite tracking resolution of the CDF tracking system, but

are not rejected since they are useful to calculate the false positive (mistag)

tag rate.

3.5.2 Tagging Performance and Scale Factors

The performance of a b-tagger is judged considering its efficiency, i.e the

rate of correctly identified B hadrons over all the produced B hadrons, and

on its purity, i.e the rate of falsely identified B hadrons in a sample with

no true B hadrons (mistags). CDF uses Monte Carlo simulations to evaluate

SecVTX efficiency. In fig. 3.9 the b-tagging efficiency is plotted as a function

of jet η, ET and the number of vertices for two SecVTX modes tight and loose.
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The drop in tagging efficiency at large η is due essentially to lower track

reconstruction efficiency.

Figure 3.9 – b-tagging efficiency for the two operation modes of the SecVTX
algorithm vs η (a), ET (b), nVtx (c).

Since Monte Carlo simulations do not reproduce the exact b-tagging ef-

ficiency of SecVTX, a scale factor Φ [43] is introduced to account for the

data/MC difference in the form of the ratio Φ ≡ εdata/εMC. The tagging

efficiency is calculated by multiplying the tag rate of jets matched with

heavy-flavour quarks by the data/MC scale factors that are listed for the

three modes in table 3.3.

mode Φ σΦ(stat) σΦ(syst)
loose 0.95 0.01 0.05
tight 0.95 0.01 0.04

ultra-tight 0.88 0.01 0.05

Table 3.3 – Scale factors for SecVTX modes and relative uncertainties.

3.5.3 The JetProb algorithm

The JetProb algorithm [42] was adopted at CDF in the early days of the top

quark discovery to be used along SecVTX with the aim of increasing the b-

tagging efficiency. JetProb makes use of the information of the tracks that

are associated to a jet to determine the probability for the ensemble of tracks
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Figure 3.10 – JetProb distribution for prompt, charm and bottom jets.

to be consistent with originating from a primary vertex (primary jet).

The JetProb distribution for a jet with no displaced tracks is made by con-

struction uniform from 0 to 1. For a jet containing a displaced component,

such as those produced by the decay of a heavy-flavour hadron, the prob-

ability distribution is sharply peaked at 0; in other words, the probability

for such a jet to originate fully from a primary vertex is very low (fig. 3.10).

Unlike SecVTX, JetProb has a continuous output from 0 to 1, so that dif-

ferent working points can be chosen depending on the desired b-tagging

efficiency and purity.
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Chapter 4

Composition and Modeling of

the Selected Data Sample

This analysis in centered on the search for W ′ → tb production in events

where t → Wb and the W decays leptonically, but the lepton (e or µ) is not

identified, or when the τ decays hadronically and is reconstructed as a jet.

In order to isolate these events, a series of online and offline selection crite-

ria is applied on both CDF data and simulations, and the resulting distribu-

tions are compared to verify the validity of our predictions.

4.1 Data sample and online selection

In this work the full dataset collected by CDF in Run II1 is analysed. The

high- 6ET data stream (emet) is used, accepting a combination of MET DIJET

(p15-p38) and various iterations of MET 35 (p0-p14) trigger paths, for a total

integrated luminosity of about 9.1 fb−1. Trigger requirements for MET DIJET

and one MET 35 version are given in table 4.1.

1Events collected by CDF are individually identified by an event number and collected
into runs, which are then grouped into periods. The full CDF II dataset corresponds to periods
p0-p38
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MET DIJET MET35 & CJET & JET v1

L1
6ET> 15 GeV 6ET> 25 GeV

one jet ET > 10 GeV

L2

6ET> 28 GeV one jet ET > 10 GeV

two jets ET > 3 GeV |η| < 1.1

|η| < 3.6 one jet ET > 10 GeV

|η| < 3.6

L3 6ET> 30 GeV 6ET> 35 GeV

Table 4.1 – Trigger requirements at the three levels for trigger paths MET DIJET
and MET 35.

4.2 Event preselection

The following preselection cuts are applied to events accepted by the online

selection.

• 6ET> 50 GeV

This cut on L5-corrected 6ET is stricter that the conditions imposed by

the trigger, and helps rejecting background events in which the 6ET is

due to instrumental mismeasurements rather than a real neutrino.

• 2 ≤ N(jets) ≤ 3

• ET(j1) > 35 GeV, ET(j2) > 25 GeV

Jets are reconstructed offline using the JETCLU algorithm with a cone

in the η− φ space of radius R = 0.4. Events with two or three high-pT

jets, ordered with decreasing ET, are included in the selection; events

with a larger number of jets are rejected.

• |η(j1)| < 0.9
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The leading jet is required to be central to match the trigger require-

ments.

• |η(j1,2)| < 2.0

The leading jets are required to be not forward.

• ∆R(j1, j2) > 1

It has been observed that the trigger efficiency depends on the dis-

tance in R-space between the two leading jets. ∆R > 1 is required to

avoid cluster merging at L2, which would result in a loss of efficiency.

• lepton veto: events with one or more isolated leptons are rejected.

Since we require large missing transverse energy and no leptons, we

employ a set of reversed loose lepton identification criteria to ensure

that events with true leptons are excluded. To impose track isola-

tion we use a slightly modified version of the commonly used CMIO

muon identification [45].

Lepton rejection is optimized to ensure minimal overlap with the Lep-

ton plus Jets sample. The two samples are estimated to be statistically

independent to less than 2% of the events.

• ∆φ( 6ET, j2) > 0.4.

A large imbalance in measured transverse energy can be caused by

a mismeasurement of the energy of one of the jets in the calorimeter.

Thus, in a process in which the 6ET is instrumental rather than due to

the presence of a real neutrino in the final state, most of the time the

poorly measured jet will be the second highest ET jet, and the 6ET will

be aligned to it in the transverse plane; for this reason angular sepa-

ration in the transverse plane between the 6ET and the second leading

jet j2 is required. This cut is essential to reject backgrounds in which

the 6ET is mainly instrumental such as QCD multijet production.
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• N(b-jets) ≥ 1

Since the signal has two real b quarks in the final state, a requirement

on the b-tagging of the jets is a straightforward choice to reject back-

ground processes with light quarks in the final state.

The primary b-tagging method is SecVTX in its tight implementation;

to increase tagging efficiency, SecVTX has been paired with JetProb

(< 5%). To allow a more accurate treatment of the b-tagging require-

ments, the sample has been subdivided into three statistically inde-

pendent regions according to a corresponding number of exclusive

tagging categories. The b-tagging categories are defined as follows (S

stands for SecVTX, J for JetProb):

– 1S: only one of the two leading jets is tagged by SecVTX;

– SJ: one of the two leading jets is tagged by SecVTX, and the other

one is not tagged by SecVTX but by JetProb;

– SS: both of the leading jets are tagged by SecVTX.

4.3 Signal and backgroundmodeling

4.3.1 Signal

Signal samples have been created for eight different values of W ′ mass

(mass points), from MW ′ = 200 GeV to 900 GeV in 100 GeV intervals. W ′ pro-

duction is simulated by PYTHIA using the standard W ′ process, with only

the tb decay channel open.

Samples in the range 300 ≤ MW ′ ≤ 900 are normalized to the current best

CDF limits [19]. Since a corresponding limit for MW ′ = 200 GeV does not

exist, the sample for MW ′ = 200 GeV is normalized to the theoretical cross-

section [20].
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MW ′ (GeV/c2) σ×B (pb) 2009 CDF limit (obs) (pb)

200 39.43 -
300 44.14 1.59
400 16.65 1.17
500 5.922 0.84
600 2.100 0.44
700 0.743 0.32
800 0.262 0.26
900 0.093 0.26

Table 4.2 – Theoretical cross-section and CDF observed limits for W ′ mass
points considered for this analysis. From [20], [19].

4.3.2 Background processes

In order to correctly model the contribution from SM processes to the vari-

ous distributions in the selected data sample in both shape and rate (i.e nor-

malization of the distribution, corresponding to the number of expected

events), a combination of Monte Carlo simulations and data-driven meth-

ods has been used. Several process can produce signatures consistent with

large 6ET, two or three high-pT jets and b-tagging requirements. They are

grouped in the following templates: a short description of each process

and of the techniques used to model them is given.

tt Pair production of top-antitop quarks occurs at Tevatron mainly via qq̄

(85%) or gg (15%) interactions. tt events have up to two high-pT leptons

and a variable number of high-pT jets in the final state, depending on the

decay modes of the W bosons. Due to the presence of W bosons and real b

quarks in the final state, this process is an important source of background

in the selected sample, especially in the SS and SJ tagging categories where

two b-tagged jets are required.

The tt sample is simulated by PYTHIA assuming a value for the top mass
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mtop = 172.5 GeV. For the normalization of the tt sample the measured

CDF cross section of 7.71± 0.51 pb [47] is used.

Diboson This process includes the associated production of pairs of vector

bosons (WW, WZ, ZZ). Diboson contribution to a b-tagged sample is due

both to real heavy-flavour quarks in the final state (Z → bb, cc, W → cs)

and light-flavour contamination (mistags).

Diboson production is simulated using LO PYTHIA. A corrective factor kNLO

corresponding to the ratio between NLO and LO cross-section estimate in

MFCM is applied to the predicted rate.

Single top Single top EW production at Tevatron occurs mainly via t-

channel and s-channel processes. The topology of final state is very similar

for W ′ → tb and LO single top s-channel; indeed, W ′ → tb can be thought

of as the same process in which the time-like virtual W boson is replaced

with a on-shell W ′. These properties have been exploited in the training of

the multivariate tool used to reject the QCD multijet background (see chap-

ter 5).

Single top production is simulated via PowHeg. The rate predicted by the

Monte Carlo is in good agreement with experimental results and is used to

normalize the sample.

W /Z + jets This template includes associated production of W or Z bosons

with high-pT jets. The contribution to the b-tagged selected sample is due

to both real heavy-flavour (Z → bb, cc, W → cs, QCD production of real

b-jets) and light-flavour contamination (mistags). W/Z + jets is simulated

using ALPGEN + PYTHIA. The theoretical cross section of W/Z + jets is only

known to the lowest order in QCD and suffers from large uncertainties.

For this reason, only the shape of the distribution is well-modeled, while

a data-driven method is used to derive the normalization for each tagging
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Figure 4.1 – Feynman diagram for a semileptonic tt event.

Figure 4.2 – Feynman diagrams for single top s-channel (left) and t-channel
(right).

category.

QCD multijet In QCD multijet production, high-pT jets are generated as

a result of Quantum Chromo-Dynamics interactions. QCD multijet pro-

duction has a large cross-section (several µb), which is about 6 orders of

magnitude larger than the signal if no b-tag requirements are applied.

In most cases, the 6ET is due to mismeasurements of the jet energy; semilep-

tonic decays of heavy-flavour hadrons can also contribute if the lepton isn’t

correctly identified. Due to the large cross-sections, it is practically impos-

sible to generate enough events to simulate all QCD processes. For this

reason, a method for estimating QCD background from data was devel-

oped at CDF [44]. This technique is based on a data-driven Tag Rate Matrix

to estimate contribution from both real heavy-flavor QCD production and

events with a light-flavor jet falsely tagged as a b quark (mistags).
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Figure 4.3 – Feynman diagrams for WW and WZ production.

Figure 4.4 – Examples of Feynman diagrams for Wbb (left) and Zbb (right)
production decaying to finals states accepted by our selection criteria.

Figure 4.5 – Feynman diagram for one of the many QCD multijet production
processes.
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Process Modeling Cross Section (pb)
QCD multijet data-driven data-driven

W/Z + jets ALPGEN + PYTHIA data-driven
tt PYTHIA 7.71 ± 0.51 (measured)

single top s-channel PowHeg 1.05 ± 0.17
single top t-channel PowHeg 2.12 ± 0.32

WW PYTHIA 12.4 ± 1.4
WZ PYTHIA 3.7 ± 0.4
ZZ PYTHIA 3.6 ± 0.4

Table 4.3 – A summary of SM background processes, and the method used
for their modeling.
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QCD multijet 12338.1 ± 866.5 984.9 ± 69.9 426.6 ± 31.5
V + jets 4434.2 ± 232.9 244.1 ± 20.8 56.6 ± 4.4
diboson 226.2 ± 27.1 23.4 ± 3.2 24.9 ± 3.2

tt 965.2 ± 85.6 185.0 ± 20.1 202.5 ± 20.7
single top 311.2 ± 29.7 47.4 ± 5.3 56.0 ± 6.1
Expected 18436.7 ± 902.3 1541.4 ± 76.1 840.5 ± 38.9
Observed 18494 1448 807

(MW ′ = 300 GeV) 161.9 ± 8.5 56.6 ± 4.8 73.9 ± 5.5

Table 4.4 – Event yields in preselection region. The template for W ′ = 300 GeV
is superimposed to the background distribution for comparison.

4.4 Modeling in the preselection region

The total number of expected and observed events is given in table 4.4. In

order to further validate our predictions, we check the agreement between

the data and the predictions in several distributions. The corresponding

plots are shown in the following pages.
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Figure 4.6 – Difference in φ between missing transverse energy 6ET and miss-
ing transverse momentum 6pT in preselection region. From top: 1S, SJ, SS.
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Figure 4.7 – Missing transverse energy. From top: 1S, SJ, SS.
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Figure 4.8 – Missing transverse momentum. From top: 1S, SJ, SS.
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Figure 4.9 – Distance in φ between ~6ET and ~6pT . From top: 1S, SJ, SS.
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Figure 4.10 – Maximum distance in R-space between jets. From top: 1S, SJ, SS.
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Figure 4.11 – Minimum distance in φ between ~6ET and jets. From top: 1S, SJ,
SS.
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Figure 4.12 – Sphericity. From top: 1S, SJ, SS.
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4.5 Control regions

Control regions are defined reversing one or more selection cuts. By defini-

tion, control regions are orthogonal to the preselected sample, and provide

statistically independent events, for model testing or for deriving useful

quantities such as scale factors.

In this analysis, the following control regions are used:

• TRM region: ∆φ( 6ET, j2) < 0.4, 50 < 6ET< 70

Reversing the cut on ∆φ( 6ET, j2) defines a QCD-enriched region. Events

in the TRM region are used to derive the data-driven template for

QCD multijet [44].

• QCD region: ∆φ( 6ET, j2) < 0.4, 6ET> 70

The QCD region is used to validate the QCD template.

• EWK region: ∆φ( 6ET, j2) > 0.4, N(lepton) ≥ 1

This region is defined by reversing the veto on the presence of identi-

fied leptons. It it used for validation of the modeling.

A scheme of the control regions is shown in fig. 4.13.
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Figure 4.13 – Scheme of the control regions.
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Chapter 5

QCDmultijet background

rejection

As can be seen from table table 4.4, QCD multijet production is by far the

largest contributor to the selected sample. Thus, we first develop a method

based on a multivariate object to reduce the QCD multijet contribution and

define a signal region.

Then, from events in the signal region we choose a distribution, known as

final discriminant, on which we perform the statistical analysis comparing

the expected distribution and the data.

For this analysis, the variable chosen as final discriminant is the transverse

invariant mass of the 6ET and all the jets in the final state, denoted as MT( 6ET

, j1,2,3).

5.1 QCDNN

To reduce QCD background, applying further orthogonal cuts, such as

those used to define the preselection region, is not a viable strategy since

it would lead to losing a large fraction of the signal as well. Furthermore,
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orthogonal cuts are unable to take into account the correlations existing

among the many variables in which QCD multijet differs from other back-

ground processes and from the signal.

For this reason, a MultiVariate Analysis (MVA) approach is the optimal

choice. For this analysis, we have developed a tool, named QCDNN, based

on a Artificial Neural Network (ANN). A detailed description of its design

and performance is given in the following.

5.1.1 Architecture

An ANN receives in input a series of variables, and then internally pro-

cesses them so as to exploit the correlations between them. The resulting

output is a distribution in which the signal and the background are sepa-

rated.

QCDNN is a MultiLayer Perceptron (MLP), a common type of ANN. It is a

simple feed-forward network: signals flow from the input units, or neu-

rons, via links, or synapses, through one or more hidden units, logically

grouped into layers, eventually reaching the output neurons. Each neuron

computes the output of the previous layer according to a linear combina-

tion of the neuron’s activation functions. The synapses store parameters,

called weights, that manipulate the data in the calculation.

For QCDNN, an architecture with a sigmoid transfer function and one hid-

den layer with N + 5 neurons is chosen.

5.1.2 Input variables to QCDNN

A total of N = 13 input variables are used. These are:

• missing transverse momentum, 6pT

• missing transverse energy, 6ET
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• difference in φ between missing transverse energy 6ET and missing

transverse momentum 6pT, ∆φ( 6ET, 6pT)

• maximum difference in R-space between two jets, for all jet pairs

• minimum difference in φ between the 6ET and each jet

• minimum difference in φ between the 6pT and the jets, considering all

( 6pT, ji) pairings

• maximum difference in φ between jet directions, for all jet pairs;

• ratio of HT, vector sum of tight jet ET, over 6ET

• ∆φ between the direction of the leading jets in the jet pair rest frame

and the direction of the jet pair boost

• metsig, the ratio between 6ET and the square root of the summed ET

over all calorimetric activity

• Event sphericity S = 1.5× (λ2 + λ3), where the λi are the eigenvalues

of the sphericity tensor1.

• invariant mass of 6ET, j1 and j2

5.1.3 Training

In the training of a NN, the choice of the training samples is extremely im-

portant to ensure a good separation between signal and background and a

consistent behaviour of the tool.

The background sample is composed of QCD multijet events that pass the

preselection cuts, modeled with the data-driven method described in sec-

tion 4.3.2.

1For N particles, if pi is the momentum of the ith particle, the sphericity tensor is defined
as Mαβ = ∑N

i=1 piα piβ, (α, β = x, y, z).
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Figure 5.1 – KS test for the training of QCDNN. The two distributions for the
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For the signal sample, single top s-channel events are used. With the excep-

tion of the different boson mass, W ′ and single top events share the same

final state. Their kinematics will be very similar. Therefore, the same QCD

rejection performance will be ensured across the whole MW ′ range without

having to develop a separate tool for each W ′mass point, since kinematical

distributions for the single top s-channel training sample do not contain,

by definition, information about MW ′.

Properties related to the resonant behaviour of the invariant mass distribu-

tions of W ′ decay products are exploited later in the analysis, since MT( 6ET

, j1,2,3) is chosen to be the discriminating variable for the final fit.

To check for the presence of overtraining [46], both background and signal

samples are divided in two statistically independent test and training sub-

samples, and a Kolmogorov-Smirnov (KS) validity test is performed. Fig-

ure 5.1 shows an excellent agreement between the subsamples, indicating

that no overtraining has occurred.
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5.1.4 QCDNN output

After the training procedure, QCDNN is implemented into the analysis frame-

work and applied to the preselected sample. The distribution of the output

of QCDNN, denoted as qcdnn, is shown in figures section 5.1.4 and fig. 5.4.

ROCcurve One way of measuring the performance of a signal/background

classifier is through its ROC curve. The ROC curve is created by plotting

the background rejection factor, i.e. the fraction of the amount of back-

ground events that pass the selection, as a function of signal efficiency, i.e.

the amount of signal events that pass the selection, for different values of

the selection threshold. Figure 5.2 shows the Receiver Operating Charac-

teristic (ROC) curve for QCDNN.

The cuts on the QCDNN output define three independent regions.

The signal region S is defined by the interval qcdnn > α. After optimization

studies, we choose α = 0.45. This choice allows a rejection factor for QCD
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multijet of ∼ 65% and a signal efficiency of ∼ 90%.

The intervals 0 ≤ qcdnn < 0.1 and 0.1 ≤ qcdnn < 0.3 define respectively

the control regions A and B, that are used to estimate the pre-fit value for

QCD multijet and V + jets rate.

Prefit estimate for QCD and V + jets rate As seen in section 4.3.2, due to

the uncertainties in the Tag-Rate Matrix used to derive our predictions for

both QCD and V + jets background, these processes suffer from poorly

predicted rates. The modeling in the preselection and the signal region

would be unsatisfactory if the uncorrected normalizations are used.

A novel data-driven approach to calculate the normalization of both QCD

multijet and V + jets has been developed for this analysis.

The procedure is as follows. Region A, defined as 0 ≤ qcdnn < 0.1, is QCD-

dominated. A scale factor kA is derived for QCD multijet by subtracting

Monte Carlo predictions (signal, EW processes, tt, V + jets MC estimate)

from the number of observed events:

kA = kQCD =
NA(data)−∑i Ni

A(MCi)

NA(QCD)
. (5.1)

Region B, defined as 0.1 ≤ qcdnn < 0.3, is QCD multijet- and V + jets-

dominated, in a relative proportion which is close to the proportion in the

whole preselection region. A scale factor kB is derived for a template that

comprises both QCD multijet and V + jets by subtracting Monte Carlo pre-

dictions (signal, EW processes, tt) from the number of observed events:

kB =
NB(data)−∑i Ni

A(MCi)

NB(QCD + VJ)
. (5.2)

To obtain the scale factor kVJ for the V + jets rate, the corrected QCD con-

tribution is subtracted from the corrected number of QCD plus V + jets

events in the whole preselection region P, and the result is divided for the
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uncorrected expected V + jets yield:

kVJ =
kB · NP(QCD + VJ)− kQCD · NP(QCD)

NP(VJ)
(5.3)

The procedure is performed separately in each of the b-tagging regions 1S,

SJ, SS so as to obtain a specific scale factor for each tagging category.

This technique also allows for a more stringent estimate on the uncertainty

on QCD normalization in the signal region, which is calculated via the un-

certainty δkQCD on the scale factor kQCD:

δkQCD

kQCD
=

√√√√√∑
i

√
δMC2

i (stat) + δMC2
i (syst)

data−MCi

2

−
(

δNA(QCD)

NA(QCD)

)2

,

(5.4)

where the sum is taken on the Monte Carlo processes considered in eq. (5.1).
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5.2 Modeling in the signal region

The total number of expected and observed events is given in table 5.1.

The MT( 6ET, j1,2,3) distribution, in the three tagging categories is shown in

section 5.2. The distribution shows no excess above SM predictions; thus,

in chapter 6, we will estimate upper limits on σ(pp̄→W ′)×B(W ′→ tb).

QCD multijet 1756.8 ± 130.3 225.6 ± 17.5 60.5 ± 6.5
V + jets 3458.8 ± 182.0 199.8 ± 17.2 47.3 ± 3.6
diboson 218.3 ± 26.2 28.1 ± 3.9 23.5 ± 3.0

tt 831.7 ± 73.8 193.9 ± 21.1 191.5 ± 19.5
single top 263.7 ± 25.2 49.7 ± 5.6 52.6 ± 5.7
Expected 6681.9 ± 238.7 751.2 ± 33.4 447.0 ± 22.5
Observed 6815 620 405

(MW ′ = 300 GeV) 152.7 ± 8.1 54.1 ± 4.5 71.6 ± 5.4

Table 5.1 – Event yields in signal region.
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Chapter 6

Setting the Limits

As seen in previous chapter, the observed MT( 6ET, j1,2,3) distribution shows

no significant excess above SM predictions. Therefore, we place upper

limits on the production of W ′ decaying to a top and a bottom quark. In

order to calculate the upper limits, we analyze the MT( 6ET, j1,2,3) distribu-

tion with a binned maximum-likelihood fit. The limits are computed using

the Bayesian likelihood method with flat prior probability for the signal

cross section, and Gaussian priors for the uncertainties on acceptance and

backgrounds. The software package we use for limit computation is called

mclimit [53] and contains an implementation of a multichannel Bayesian

limit calculator capable of taking into account the correlations between var-

ious acceptance and background priors.

6.1 Bayesian approach

In the simplest case of a counting experiment and a single source of back-

ground, the Bayesian approach to calculate the limit is the following.

Let us assume an experiment is performed, and n events (Poisson dis-

tributed) are observed, with a mean expectation sε + b, where s is the num-

ber of expected signal events, ε is an overall acceptance factor (including
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branching fraction, detector efficiency, analysis accpetance factor, etc.) and

b is the number of expected background events. We now assume that the

background is known with arbitrary precision, and the signal acceptance is

known (with a precision σε) from other measurements.

The Bayes theorem then states that the posterior p(s, ε|n) for s is

p(s, ε|n) = P(n, s|ε)π(s)π(ε)∫ ∫
P(n, s|ε)π(s)π(ε) dsdε

, (6.1)

where P(n, s|ε) is the probability of observing n events in presence of a

signal s with acceptance ε, while π(s) and π(ε) are respectively the prior

probability densities for s and ε. Since the number of observed events in

data is Poisson distributed, we have

p(n, s|ε) = (sε + b)n

n!
e−(sε+b). (6.2)

From eq. (6.2) we can obtain the posterior for s by integration over ε:

p(s|n) =
∫ ∞

0
p(s, ε|n)dε. (6.3)

Finally, to obtain the limit on s, the posterior density function p(s|n) is in-

tegrated until the desired confidence level (C.L.) is reached. For instance,

the 95% C.L. upper limit su can be computed from the equation

∫ su

0
p(s|n)ds = 0.95. (6.4)

6.2 Multichannel Bayesian fit procedure

The method described above refers to a single counting experiment. In the

case of a binned distribution of a discriminant variable, with a total num-

ber of bins N, we can treat each bin as a statistically independent count-

ing search. Therefore, for the kth bin we will have nk observed events and
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sεk + bk expected events, where s is the total number of expected signal

events, while εk and bk are the signal acceptance and the amount of ex-

pected background in the kth bin. All of the εk and bk have uncertainties

and are considered nuisance parameters; similar to the procedure above, they

are assigned priors, that may be correlated (for example, as in the case of

luminosity uncertainty). We can write the overall prior as:

π(ε1, b1, ..., εn, bn) (6.5)

so that the posterior can be written, as a function of s, according to

p(s|n) = π(s)
∫

...2N...

∫
π(ε1, b1, ..., εn, bn)

[
N

∏
k=1

e−(sεk+bk)(sεk + bk)
nk

nk!

]
dε1db1...dεNdbN

(6.6)

The above integral is calculated with Monte Carlo integration, i.e. gener-

ating M random (ε1, b1, ..., εn, bn) vectors (ensemble) according to their pri-

ors, and then averaging over M. The software we used takes into account

the correlations between nuisance parameters when generating the random

vectors. In this analysis, we use a flat prior for the signal cross-section, and

integrate over Gaussian priors for the systematic uncertainties.

We distinguish between rate and shape uncertainties. Rate systematics are

uncertainties on the expected number of signal or background events. Shape

systematics arise when systematic effects introduce a significant variation

in the distribution of interest (in our case, the MT( 6ET, j1,2,3) distribution). In

this case, the random sets are generated while interpolating the histograms

within their shape uncertainties. Shape uncertainties are provided as in-

puts to the mclimit package in addition to the nominal histogram shapes.
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6.3 Systematic uncertainties

Systematic uncertainties, or simply systematics, are uncertainties that can-

not be reduced simply increasing the sample size. They arise from incom-

plete knowledge of detector effects, like mechanical misalignement, mis-

calibration or detector noise, or from limited theoretical knowledge of a

process in exam. Some categories of systematics, such as the luminosity

uncertainties, are the same for all the processes; some others, such as cross

sections uncertainties, affects each process in a different amount; finally,

some theoretical uncertainties are typical of a single process only.

A detailed list of the systematics considered for this analysis is given below.

Cross Section Uncertainty Since rate is predicted in a different way for

each processes, a specific rate systematics is applied for every template

• single top: the normalization is restricted to its predicted cross section

within a 15% uncertainty.

• diboson: the normalization is restricted to its predicted cross section

within a 6% uncertainty.

• tt: since tt is normalized to the measured cross-section (7.71± 0.51

pb [47]), a 6.6% uncertainty is applied to top-antitop production rate.

• V + jets: W + jets background rates are allowed to float unconstrained

in each tagging category. Thus, no rate systematics is applied to V +

jets production.

• QCD: the method to derive the normalization uncertainty for this

template is described in section 5.1.4. The resulting uncertainties are:

1S: 1%; SJ: 6%; SS: 7%.
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Luminosity Uncertainty The procedure for determining the uncertainty

on the luminosity is described in [48]. This uncertainty amounts to 6% and

applies to those simulations that are normalized to luminosity.

This uncertainty does not apply to QCD and V + jets, which are data-

driven, and tt, because the measured cross section is used.

PDFUncertainty The PDF uncertainty has been determined using the method

that is described in [49]. It has been determined [50] that a 2% uncertainty

on the acceptance due to the choice of the PDF is sufficient.

Jet Energy Scale Uncertainty The Jet Energy Scale uncertainty was deter-

mined by varying the jet energy correction factor by ±1σ. This variation

then propagates to the 6ET reconstruction, the calculation of the direction of

6ET and thus to the expected number of events after applying the selection

cuts. The influence of this variation is different for each background com-

ponent; therefore, it must be determined separately by running the entire

analysis code twice more on all the simulated backgrounds.

The JES uncertainty can also modify the shape of the distributions.

In some cases, the JES can be very asymmetric. In the cross section calcu-

lation the ±1σ shapes and rates are obtained for backgrounds and signal,

thus taking the asymmetric nature of the uncertainty into account.

Renormalization and factorization scales in theW + jets MC (Q2) The ALP-

GEN event generator used for W + jets events requires renormalization and

factorization scales of the Q2 parameter to be chosen appropriately to ac-

count for the finite order perturbative calculations of cross sections and

for the factorization approximation of structure functions and cross sec-

tions. Since the Q2 values are not known, and indeed not physically mea-

surable since they are an artifact of the theoretical approximation, an un-

certainty is assigned to cover a variety of different possibilities. As a de-
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fault, the renormalization and factorization scales are set to be the same at

Q2 = M2
W + Σp2

T, where MW is the W boson mass and p2
T is the square of

the parton transverse momentum. The sum extends over all final state par-

tons [52]. This parameter is doubled and then halved to create two samples

which are used to determine the shape uncertainty on the W + jets tem-

plate. This method addresses the shape uncertainty only.

B-tagging scale factor The efficiency of tagging a taggable jet in the sim-

ulation is different from that in real events. This difference has to be taken

into account when calculating the predicted number of events in the simu-

lation after requiring a tag. For tight SecVTX tagger the scale factor is 0.96

± 0.05 [54]. For JetProb tagger (< 5% operating point) the Data/MC scale

factor measured in CDF is 0.77 ± 0.04. The scale factors that are actually

used, labeled SS’, SJ’, 1S’, are defined as:

• SS’ = 0.92 × NSS

• SJ’ = 0.74 × NSJ + 0.05 × NSS

• 1S’ = 0.96 × N1S + 0.22 × NSJ + 0.03 × NSS

Where N1S, NSJ and NSJ are the uncorrected predicted rates before apply-

ing any scale factor. We then define two different systematics, one for the

SecVTX tagger, the other one for the JetProb tagger, based on the uncertain-

ties reported in [54]. These two uncertainties were considered in order to

take into account the correlation between the different tagging categories:

• SecVTX: 1S’ =±5.2%, SS’ =±10.4%, SJ’ =∓3%

• JetProb: 1S’ =∓3%, SS’ =±0%, SJ’ =±3.3%

Trigger e�iciency The trigger efficiency study is described in [55]. We as-

sign a systematic uncertainty to both MC-based backgrounds and signal

acceptances by varying the trigger efficiency by ±1σ.
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Leptonveto The uncertainty in the efficiency of these cuts was determined

to be safely accounted for by assuming ±2% [45].

ISR/FSR The uncertainty associated with the initial and final state radi-

ation was evaluated for the signal by generating samples with more/less

ISR/FSR. Up to this point in the analysis, this uncertainty is applied only

to single top.

TRF There is an uncertainty in the Tag Rate Function parameters. The

variations in the Tag Rate Matrix, which is used to estimate the QCD mul-

tijet background, modify the distributions as well. This taken into account

by varying the tag-rate probability in each bin of the matrix by ±1σ, and

the alternative shapes are used in the limit calculation. This is only consid-

ered for the QCD multijet background.

A summary of systematic uncertainties for background processes is given

in table 6.1.
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Systematic Region single top diboson tt V+jets QCD

Lumi 1S +SJ +SS ±6%
6% ±6%

6% no no no

PDF 1S +SJ +SS ±2%
2% ±2%

2% no no no

Lepveto 1S +SJ +SS ±2%
2% ±2%

2% no no no

SB-tag 1S ±5.2%
5.2% ±5.2%

5.2% ±5.2%
5.2% no no

SJ ∓3%
3% ∓3%

3% ∓3%
3% no no

SS ±10.4%
10.4% ±10.4%

10.4% ±10.4%
10.4% no no

JB-tag 1S ∓3%
3% ∓3%

3% ∓3%
3% no no

SJ ±3.3%
3.3% ±3.3%

3.3% ±3.3%
3.3% no no

SS ∓0%
0% ∓0%

0% ∓0%
0% no no

XSEC 1S +SJ +SS ±15%
15% ±6%

6% ±6.6%
6.6% no ±1%/6%/7%

1%/6%/7%

JES s/r 1S yes/±4%
4% yes/±6%

6% yes/∓2%
2% yes/no no/no

SJ yes/±4%
4% yes/±5%

5% yes/±1%
1% yes/no no/no

SS yes/±3%
3% yes/±6%

6% yes/±1%
1% yes/no no/no

Q2 1S +SJ +SS no no no yes (only Wj) no

TRF 1S +SJ +SS no no no no yes

ISR/FSR 1S +SJ +SS ±2%
2% no no no no

Trigger 1S +SJ +SS ±2%
2% ±2%

2% ±2%
2% no no

Table 6.1 – A summary of the systematic uncertainties associated with each
background process.

6.4 Results

The multichannel fit procedure is applied to the MT( 6ET, j1,2,3) distribution.

Since no excess above SM prediction is present, 95% CL limits are extracted.

To obtain the upper limit su, the marginalized posterior is integrated over

s using numerical integration. To obtain expected limits, the procedure is
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iterated on an ensemble of M pseudoexperiments, and the results are then

averaged over M.

The procedure must be repeated for each MW ′ point in the range of inter-

est, and then compared to the theoretical cross-section for W ′ production to

interpret the results in terms of an excluded MW ′ range. Computing-wise

fixme, the procedure is extremely time-intensive, as both a high density

of points in the systematics space and a high number of iterations (in our

analysis, M = 10000) are necessary to fulfill convergence requirements and

ensure satisfactory results [53]. At the moment of writing, the calculations

for the mass points in the range 300 ≤ MW ′ ≤ 900 GeV are being performed

[56].

The observed and expected limits for MW ′ = 200 GeV are reported in ta-

ble 6.2.
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MW ′ (GeV/c2) σ×B (pb) 95% CL limit (obs) 95% CL limit (exp) ±1σ

200 39.43 1.73 1.71+0.88
−0.68

Table 6.2 – W ′mass points and corresponding 95% CL expected and observed
limits.
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Conclusions

In this thesis, a search for W ′ production in events with large missing trans-

verse energy and jets was reviewed. The theoretical background was re-

ported in Chapter 1, with a brief description of the Standard Model and

possible minimal extensions, including a benchmark W ′ model. The exper-

imental setup was described in Chapter 2: the CDF experiment as it was

during the Run II. In Chapters 3, 4, 5 the main features of the analysis were

presented: starting from the reconstruction of the physical objects to the

description of the analysis strategy, the event selection, the background re-

jection and the final discriminant used to fit for W ′ signal. In the last Chap-

ter the fitting procedure and the first limit at MW ′ = 200 GeV are shown.

Since no excess above SM predictions is found, 95% CL upper limits on

σ(pp̄ → W ′)× B(W ′ → tb) are placed for a W ′ boson of mass MW ′ = 200

GeV.

At this point in time (Spring 2013) the analysis is still in progress. The lim-

its for the other mass points up to 900 GeV are to be set in the next weeks.

The first results, that are the main object of this thesis work, have already

been presented to the CDF Top/BSM (Beyond the Standard Model) analysis

group, and the main parts of the analysis have already been approved.

The current plan is to come up with a full set of limits by the end of June.

In the meantime, the same analysis in the lepton plus jets sample is going
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to be finalized. The first comparison between the two analyses will be fun-

damental in order to see if further improvement is needed, especially in

the search for more elusive resonances in the tb final state. A number of

tools have already been developed and tested for the single top s-channel

search in both the missing transverse energy plus jets and lepton plus jets

analyses, and their use in the W ′ analyses are under consideration. During

the Summer a task force, that is going to include new students, is going to

be formed to work on the finalization of searches for New Physics in the

tb final states. The goal of the CDF collaboration is to produce a final an-

swer on W ′ and charged Higgs production, in the mass range below about

1 TeV/c2, by the end of the Summer 2013.
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