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The Dark Energy Survey (DES) recently released the final results of its two principal probes of the expansion
history: Type Ia Supernovae (SNe) and Baryonic Acoustic Oscillations (BAO). In this paper, we explore the
cosmological implications of these data in combination with external Cosmic Microwave Background (CMB),
Big Bang Nucleosynthesis (BBN), and age-of-the-Universe information. The BAO measurement, which is ∼ 2𝜎
away from Planck’s ΛCDM predictions, pushes for low values of Ωm compared to Planck, in contrast to SN
which prefers a higher value than Planck. We identify several tensions among datasets in the ΛCDM model that
cannot be resolved by including either curvature (𝑘ΛCDM) or a constant dark energy equation of state (𝑤CDM).
By combining BAO+SN+CMB despite these mild tensions, we obtain Ω𝑘 =−5.5+4.6

−4.2 × 10−3 in 𝑘ΛCDM, and
𝑤 = −0.948+0.028

−0.027 in 𝑤CDM. If we open the parameter space to 𝑤0𝑤𝑎CDM (where the equation of state of dark
energy varies as 𝑤(𝑎) = 𝑤0+ (1−𝑎)𝑤𝑎), all the datasets are mutually more compatible, and we find concordance
in the [𝑤0 > −1, 𝑤𝑎 < 0] quadrant. For DES BAO and SN in combination with Planck-CMB, we find a 3.2𝜎
deviation from ΛCDM, with 𝑤0 = −0.673+0.098

−0.097, 𝑤𝑎 = −1.37+0.51
−0.50, a Hubble constant of 𝐻0 = 67.81+0.96

−0.86
km s−1Mpc−1, and an abundance of matter of Ωm = 0.3109+0.0086

−0.0099. For the combination of all the background
cosmological probes considered (including CMB 𝜃★), we still find a deviation of 2.8𝜎 from ΛCDM in the
𝑤0 −𝑤𝑎 plane. Assuming a minimal neutrino mass, this work provides further evidence for non-ΛCDM physics
or systematics, which is consistent with recent claims in support of evolving dark energy.
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I. INTRODUCTION

The Dark Energy Survey (DES) was designed as a multi-
probe experiment to constrain properties of the dark energy and
other cosmological parameters [1–4]. For that, it observed
the DES wide field, nearly 5,000 deg2 of the southern sky,
over six years (2013-2019) with 5 filters (𝑔𝑟𝑖𝑧𝑌 ) to a depth of
𝑖 = 23.8 [5]. In parallel, the DES supernova program (DES-
SN) was repeatedly observed with a 5/6 night cadence of ten
∼3 deg2 fields for five ∼6 month seasons.

Two analyses of the main probes from the final DES dataset
were recently published. DES measured the angular Baryonic
Acoustic Oscillation (BAO) feature from the clustering of ∼16
million galaxies to determine the ratio of the angular distance
to the sound horizon with a precision of 2.1% at 𝑧eff = 0.85
[6, 7]. Additionally, DES measured the luminosity distance
to redshift relation from 1, 635 high-redshift photometrically
classified type Ia Supernovae (SNe Ia), hereafter referred to
as DES-SN5YR [8]. That paper along with [9] explored
in detail the implications of DES SNe for the cosmological
model. In the near future, DES will release results from other
principal cosmological probes using the final dataset, such as
the combination of galaxy clustering and weak lensing, and
galaxy cluster number counts, and cross-correlation with ex-
ternal datasets. For many of those probes, DES work based
on previous data releases are considered the state-of-the-art
[10–17].

Both SN and BAO represent measurements of the homoge-
neous properties of the Universe and are only sensitive to the
expansion history (as opposed to properties that probe the dis-
tribution and evolution of inhomogeneities). We refer to these
probes as measurements of the cosmological background. On
the other hand, the remaining DES probes will be sensitive
to spatial perturbations, and thus to the history of growth of
structure in the Universe.

In the last year (2024), a lot of attention has been paid
to tensions of current data with the standard cosmological
model, (flat) ΛCDM, at the background level, in particular
when allowing the equation of state of dark energy (𝑤) to
evolve. Typically, this is reported via the CPL parametriza-
tion (named for the authors of [18, 19]), where the equation
of state is assumed to evolve linearly with the scale factor
𝑎: 𝑤(𝑎) = 𝑤0 + 𝑤𝑎 (1 − 𝑎). First, DES-SN5YR reported a
∼2𝜎 tension in the 𝑤0-𝑤𝑎 parameter plane when combined
with measurements of the Cosmic Microwave Background
(CMB) [8]. Furthermore, the DES-Y6-BAO measurement of
𝐷𝑀/𝑟𝑑 at 𝑧eff = 0.85 showed a 2.1𝜎 deviation from the value
predicted by Planck in the (flat) ΛCDM model, though that
paper did not evaluate the tension in terms of cosmological
parameters. Finally, the DESI 2024 BAO results showed a
tension with ΛCDM [20]: when DESI BAO [21, 22] is com-
bined with DES SN and Planck CMB, the reported tension in
the 𝑤0 − 𝑤𝑎 plane increases to 3.9𝜎 with ΛCDM. The sig-
nificance of the deviation from ΛCDM remains at a similar

∗ des-publication-queries@fnal.gov

level when considering DESI’s full-shape analysis [23], which
includes information from the growth of structure.

In this context, this paper has several goals. First, we aim to
understand how the 2.1𝜎 deviation of the DES-Y6-BAO trans-
lates to cosmological parameters in ΛCDM and simple exten-
sions (𝑘ΛCDM, 𝑤CDM, 𝜈ΛCDM). Second, we demonstrate
the power of combining the two DES background probes, BAO
and SN, as well as what insight they together can contribute to
the current investigations of evolving dark energy.1 For this, we
combine and compare our data with other background probes
such as Big Bang Nucleosynthesis (BBN), direct 𝐻0 measure-
ments from SH0ES, the age of the Universe, and the angular
scale of the sound horizon, 𝜃★, as seen by Planck. We will also
combine our data with primary CMB probes (temperature and
polarization: TT+TE+EE). The CMB is the only probe con-
sidered here that contains information beyond the background
expansion level. External probes that are more sensitive to
nonlinear structure growth, such as CMB-lensing and redshift
space distortions, are not considered in this work and will be
compared in the future to other DES growth of structure probes
(cosmic shear, galaxy clustering, cluster counts, etc).

The paper is organized as follows. We describe the different
probes considered in Section II. The methodology for cosmol-
ogy inferences in described in Section III. We then present the
results in Section IV. Discussion and conclusion are presented
in Section V and Section VI, respectively.

II. DATA

A. DES Y6 BAO

The Dark Energy Survey released the Baryonic Acoustic
Oscillations analysis from the final dataset (Y6, which spans
six years of data) in [6], which builds upon the Y1 [25] and Y3
analyses [26]. For that work, we built a BAO-optimized sample
in the redshift range 0.6 ≲ 𝑧 ≲ 1.2, where DES could obtain
the most competitive constraints [7]. The BAO sample was
defined using a red and bright selection and is made up of ∼16
million galaxies from a ∼4,300 deg2 area. This sample was
split into 6 tomographic bins based on photometric redshift
𝑧ph2 with width Δ𝑧ph = 0.1. The redshift distribution of each
bin is estimated using a combination of Directional Neighbor-
ing Fitting (DNF [27]), clustering redshifts [28], and direct
calibration with spectra from VIPERS [29]. Spurious den-
sity correlations with foregrounds and observing conditions
are corrected with linear weights via the Iterative Systematic
Decontamination (ISD) method [12, 30]. More details about

1 A recent paper, [24], also explored this combination. The two main dif-
ferences with that analysis are that we do not include CMB-lensing (see
Section II C) and we consider a baseline metric for deviations from ΛCDM
that is sensible for non-Gaussian likelihoods, as opposed to that based on
Δ𝜒2, as discussed in Section III C 1. In addition, we explore many probe
combinations (beyond the baseline BAO+SN+CMB) and several expansion
history models.

2 𝑧ph is the main redshift estimate of the DNF photometric redshift algorithm.

mailto:des-publication-queries@fnal.gov


4

0

1000

2000

3000

4000
D

M
[M

p
c]

CMB (ΛCDM)

BAO + SN +CMB (w0waCDM)

DES-SN5YR

DES-BAO 0.6 < zph < 1.2 (fid.)

DES-BAO individual bins

-10

-5

0

5

10

D
iff
.
(%

)
w
.r
.t
.

C
M
B

(Λ
C
D
M
)

zeq zacc

0.25 0.50 0.75 1.00 1.25

z

-10

-5

0

5

10

D
iff
.
(%

)
w
.r
.t
.

B
A
O
+
S
N
+
C
M
B

(w
0
w

a
C
D
M
)

zeq zacc

FIG. 1. Illustration of the distance-redshift relation from DES com-
pared to the best-fit CMB-ΛCDM and BAO+SN+CMB-𝑤0𝑤𝑎CDM
predictions. We show the (comoving) angular distance 𝐷𝑀 (𝑧) from
DES BAO results both from our fiducial single-bin measurement
(evaluated at an effective redshift of 𝑧eff = 0.85 by fitting all the data
in 0.6 < 𝑧ph < 1.2), but also the alternative 5-bin split measurements
(with individual bins of Δ𝑧ph = 0.1). In this figure, for BAO, we
assume a value of 𝑟𝑑 = 147.46 Mpc (see Section II C 3). We also
show the SN binned results, for which we plot the luminosity dis-
tance transformed to angular distance using Equation 14 for the 1829
SNe in DES-SN5YR (1635 DES SNe + 194 low-𝑧 SNe from external
samples). To obtain the SN distances we calibrate the SN absolute
magnitude M such that the residuals with respect to the given cos-
mology average to zero. This calibration is different by 𝛿M ∼ 0.06
for the two cosmologies and hence we show in the lower panels two
residual plots, one with SNe calibrated to CMB-only ΛCDM (this
calibration is also used in the upper panel) and the other calibrated to
the best-fit 𝑤0𝑤𝑎CDM model for the BAO+SN+CMB data combi-
nation. The residual plot shows the percentage difference in 𝐷𝑀 (𝑧)
compared to the best fit. The 1829 SNe are binned with equal numbers
in each bin (with the 𝐷𝑀 and 𝑧 shown being the average weighted by
the inverse variance of 𝐷𝑀 ). The 𝑤0𝑤𝑎CDM model fits better the
𝑧 < 0.1 SNe and the 𝑧 ≳ 0.75 BAO and SN data. We also include two
vertical lines to indicate the redshift of matter-dark energy equality
(𝑧eq, dashed) and the redshift when acceleration starts (𝑧acc, dotted)
for each the two models. This figure illustrates in a simplified way
how BAO and SN together constrain the expansion history models,
however, in our analyses both M and 𝑟𝑑 are varied.

the BAO sample and its calibration can be found in [7], which
uses a methodology based on that from Y1 [31] and Y3 [32].

1. Fiducial BAO: angular BAO in 0.6 < 𝑧ph < 1.2 (BAO)

The DES Y6 BAO analysis measured the angular BAO fea-
ture from three different estimators of galaxy clustering: the
angular correlation function (ACF or 𝑤(𝜃), [33]), the angular
power spectrum (APS or 𝐶ℓ , [34]) and the projected correla-
tion function (PCF or 𝜉𝑝 (𝑠⊥), [35–37]). In all three cases, we
analyzed the 6 tomographic bins simultaneously by fitting a
single angular BAO shift parameter

𝛼 = (𝐷𝑀/𝑟𝑑)/(𝐷𝑀/𝑟𝑑)fid . (1)

The methods were validated against ∼2,000 ICE-COLA mock
catalogs (built using the methodology from [38–41]) and
checked for robustness against variations in assumptions about
the galaxy redshift distributions. From this validation, we ob-
tained a small contribution of systematic error that was added
in quadrature to the final statistical error bars.

The angular BAO shift parameter 𝛼 was measured in a blind
analysis: its inferred value was concealed and only revealed
after performing a series of tests. These tests included showing
that the 𝛼 inference was robust to partial data removal (e.g.,
redshift splits), method variations (e.g., scale choices), differ-
ent data calibration choices (e.g., redshifts, systematic weights)
and between the three summary statistics (ACF, APS, PCF and
their combination).

Finally, the likelihood of the angular BAO shift from the
three estimators (ACF, APS and PCF) is combined into a single
likelihood for 𝛼, which is close to a Gaussian approximation
yielding

𝐷𝑀 (𝑧eff = 0.85)/𝑟𝑑 = 19.51 ± 0.41 . (2)

For the purposes of this paper, we employ the full likelihood
reported in [6], in the form of an interpolated table of 𝜒2 versus
𝛼. All results using this likelihood are labeled as “BAO”.
All the data products associated to this paper are publicly
available.3

This is our fiducial BAO constraint and is represented in red
in Figure 1 at the effective redshift of our sample, 𝑧eff = 0.85.
This value is found to be 2.1𝜎 and 4.3% below the prediction
of 𝐷𝑀 (𝑧eff = 0.85)/𝑟𝑑 = 20.39 given by the Planck ΛCDM
best fit, and represented by the black line in Figure 1.

2. Alternative BAO: individual Δ𝑧ph = 0.1 tomographic bins
(BAO-5)

As a supplement to our main BAO analyses, we also con-
sider an alternative BAO likelihood with shift parameters 𝛼

estimated separately for each of the individual Δ𝑧ph = 0.1 to-
mographic bins. This builds on [6], in which these binned 𝛼

values were determined. Although each of the individual bins
will have a lower signal-to-noise ratio than their combination,
having several measurements of the distance-redshift relation

3 https://des.ncsa.illinois.edu/releases/y6a2/Y6bao

https://des.ncsa.illinois.edu/releases/y6a2/Y6bao
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could potentially resolve features in the expansion history not
revealed by a single point. This motivates us to investigate
the possibility in this paper, though these are not considered
fiducial results because they were not subject to the same level
of validation as the single-bin BAO studies.

More specifically, the alternative version of the BAO like-
lihood is based on the ACF in the thin Δ𝑧ph = 0.1 bins. The
methodology to obtain this likelihood is explained in detail in
Appendix B. There, we compute the systematic errors (from
modeling and redshifts) associated with each redshift bin and
the covariance of their 𝛼 measurements, since they overlap
slightly in redshift. We do not consider the APS and PCF
methods in this case, since they are found to be less robust
for individual redshift bins. The resulting likelihood consists
of five angular BAO points represented in orange in Figure 1
with a correlation matrix shown in Figure 12. There are five
rather than six measurements because the lowest redshift bin
(0.6 < 𝑧ph < 0.7) does not show a detection of BAO. As stud-
ied in [6], given the lower SNR of the individual bins, finding
one non-detection is not unexpected. From our ∼2000 simula-
tions, we found that > 25% of them show at least one bin with
a non-detection.

We find that the redshift-binned 𝛼 measurements fluctuate
with redshift. Although these were found to be compatible
with statistical fluctuations, in order to test whether they could
be hinting at a feature in the expansion history of the Universe,
we ran a few analyses substituting our fiducial BAO likelihood
(0.6 < 𝑧ph < 1.2) with the alternative individual-bin BAO,
labeled as BAO-5. As we found a negligible impact on the
cosmological parameters, we will not discuss these individual-
bin BAO measurements in the main text, but we do report the
results in Appendix C.

B. DES-SN5YR (SN)

The Dark Energy Survey released the Hubble diagram from
the sample of SNe Ia discovered and measured during the full
five years of the DES-SN program in [8]. The DES-SN survey
detected over 30,000 SN candidates over 5 years of obser-
vations and made a classification based only on photometry.
From these, 1,635 were deemed high-quality SNe Ia-like, had
spectroscopically measured redshifts from their host galaxies,
and are included in the Hubble diagram with a weight in-
versely proportional to their probability of being a Type Ia SN,
as given by the machine-learning classifier SuperNNova [42–
44]. The Hubble diagram also includes 194 spectroscopically
confirmed low-𝑧 (𝑧 < 0.1) SNe Ia from external surveys. For
the cosmological analyses in this paper, these two subsamples
are used together, simply labeled as SN, and are shown in
redshift bins as blue points in Figure 1.

A series of papers describe the details of the DES-SN5YR
analysis, itself built upon the interim DES-SN3YR analysis
of spectroscopically confirmed SNe [45]. The processing and
calibration of DES SN light curves are described by [46, 47].
SN light-curve fitting and standardization as well as the estima-
tion of the final SN distance moduli are presented by [44, 48].
Host galaxy properties are presented in [49] based on deep

coadd imaging of the SN fields [50]. Finally, [44] provides a
detailed description of all the sources of systematics included
in the final DES-SN5YR uncertainty covariance matrix.

In the DES-SN5YR analysis, SN standardized distances 𝜇obs
are estimated as

𝜇obs = 𝑚𝑥 + 𝛼 𝑥1 − 𝛽 𝑐 + 𝛾 𝐺host (𝑀★) − 𝑀 − Δ𝜇bias, (3)

where𝑚𝑥 , 𝑥1 and 𝑐 are the fitted amplitude, stretch and color of
each SN. 𝛼, 𝛽 and 𝛾 are global nuisance parameters. Δ𝜇bias are
distance corrections applied to take into account the effects of
sample selection, calibrated as a function of the properties of
the SN and host galaxy. 𝐺host is an environmental adjustment
taking the form of a step function depending on the stellar mass
of the the SN host, 𝑀★. These parameters are calibrated and
validated in the characterization of the SN sample in the studies
cited above. Finally, the SN fiducial absolute magnitude 𝑀

is degenerate with the Hubble constant 𝐻0 and is combined
into a single parameter M = 𝑀 + 5 log10 (𝑐/𝐻0), which is
(analytically) marginalized over in the SN likelihood [8].

The SN distances 𝜇obs and associated statistical and system-
atic covariance matrices are publicly available.4

C. Planck CMB

1. Temperature and polarization anisotropy (CMB)

We incorporate measurements of the CMB temperature
and polarization anisotropies using the Planck 2018 likeli-
hood [51], which we will subsequently refer to using the label
“CMB”. Specifically, for temperature and polarization spectra
for ℓ ≥ 30, we employ the Plik-lite likelihood, which in-
corporates the effects of marginalizing over Planck foreground
and nuisance parameters and includes measurements of spec-
tra up to ℓmax = 2508 for TT, and ℓmax = 1996 for TE and
EE. Following the standard Planck analysis, at low multipoles
(2 ≤ ℓ < 30 ) we use the Commander likelihood for the TT
spectrum and the SimAll likelihood for the EE polarization
spectrum. We do not include CMB lensing constraints.

When including this CMB likelihood, we fit several addi-
tional parameters compared to our background-only studies.
These include 𝐴s and 𝑛s, the amplitude and slope of the pri-
mordial power curvature spectrum, as well as the optical depth
𝜏. We additionally marginalize over the total Planck calibra-
tion 𝑎Planck as a nuisance parameter. The priors used for these
parameters can be found in Table I. 5

4 https://github.com/des-science/DES-SN5YR
5 Note that this implementation of the CMB likelihood is slightly different

than what was used in the DES-SN5YR analysis of [8], which uses a python
implementation of the Planck likelihood described in [52]. At ℓ ≥ 30 that
implementation is identical to what is used in this paper, but it differs at
low-ℓ. The DES-SN5YR analysis uses a Gaussian approximation for low-
ℓ CMB temperature and includes a Gaussian prior on 𝜏 instead of low-ℓ
polarization data. While we expect these choices to have a negligible impact
on our conclusions, they may induce slight differences between SN+CMB
constraints reported in this paper and in [8].

https://github.com/des-science/DES-SN5YR
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2. Angular scale of the acoustic peak (𝜃★)

In order to isolate geometric/background information from
the CMB, in some cases we instead consider a constraint on

𝜃★ = 𝑟𝑠 (𝑧★)/𝐷𝑀 (𝑧★) , (4)

the ratio between the baryon-photon sound horizon and the
comoving distance at the redshift of recombination, 𝑧★. We
incorporate this via a Gaussian likelihood taken from the
same Planck 2018 temperature and polarization data described
above, [53], having

100 𝜃★ = 1.04109 ± 0.00030 . (5)

For ease of comparison, we note that the 𝜃★ likelihood used in
DESI analyses [20] has a nearly identical mean based on Planck
2018 constraints which include lensing, but DESI additionally
increased this width by 75% to account for possible modeling
uncertainties.

3. Comoving scale of the acoustic peak (𝑟𝑑)

Along with constraints on the parameters of specific cosmo-
logical models, we will consider a cosmographic expansion to
measure 𝐻0 (Section IV F). For this study, we incorporate
a measurement of the comoving scale of the acoustic peak,
𝑟𝑑 . This quantity is the maximum distance that sound waves
could travel in the early Universe before photons and baryons
decoupled from each other. It depends on the baryon density
and total matter density in the early Universe.

When this constraint is applied, we use a Gaussian prior on
the sound horizon given by

𝑟𝑑 = 147.46 ± 0.28 Mpc . (6)

This value was determined using chains from [54], which
are based on Planck PR4 data and incorporate information
from the CMB in a way that removes late-time cosmology
dependence associated with the late-Integrated Sachs-Wolfe
effect, the optical depth to reionization, CMB lensing and
foregrounds.

D. Age of the Universe (𝒕U)

To further inform our 𝑤0𝑤𝑎CDM analysis, particularly for
understanding how its additional degrees of freedom affect the
expansion history, we additionally consider a prior on the age
of the Universe, 𝑡U, inferred from observations of globular
clusters. The age of the Universe, 𝑡U, has been historically
used to provide a prior on cosmological parameters, primar-
ily through its inverse proportionality to 𝐻0, although there
is dependence on other cosmological parameters (see Equa-
tion 15). It is interesting to revisit this in light of new data
and extended cosmological models. We use a result derived

from the color-magnitude diagrams of globular clusters in the
Milky Way.

Globular clusters are metal-poor stellar systems that formed
early in the Universe. Historically, their ages (by definition
younger than the age of the Universe) were determined by
examining the main sequence turnoff and comparing it to re-
sults from stellar modeling codes [55]. Systematics arise from
uncertainty in stellar modeling codes (especially in relation to
convection), extinction, metallicity, blending effects, uncertain
distances to the clusters, nuclear reaction rates, and whether
they arise from single or multiple populations.

Modern methodologies attempt to control for these sys-
tematics by fitting the entire color-magnitude diagram in a
Bayesian framework, with marginalisation over parameters de-
scribing some of the systematics [56]. In this way, a simulta-
neous determination is made of age, metallicity, distance and
absorption to each cluster, which may be checked for consis-
tency with other data (for example, parallax-derived distances
to the cluster). Whether the cluster contains a single or multi-
ple populations (which in principle could have different ages),
may be checked by examining the posterior distribution of the
metallicity of the cluster as populations originating at different
times may have different metallicities.

We use the results of [56], who combined the posteriors of
the ages of the 38 most metal-poor clusters (presumed to be
the oldest). This was convolved with a reasonable prior prob-
ability density of its formation time, derived from assuming
the clusters formed at redshift 𝑧 > 11 [57]. Although there
is some cosmological dependence implicit in the conversion
from formation redshift to formation time, it is small com-
pared to other sources of error, and therefore it may be used
to constrain non-standard cosmologies in addition to ΛCDM.
We therefore use the Gaussian prior given by

𝑡U = 13.5 ± 0.52 Gyr , (7)

where the error combines statistical and systematic sources,
with the highest error contribution arising from uncertain nu-
clear reaction rates. This is compatible with the Planck esti-
mate of 𝑡U = 13.797 ± 0.023 Gyr within ΛCDM (Table 2 of
[53]). When implementing it, we impose this as a Gaussian
prior as a post-processing of the equivalent chains without this
prior. We describe the methodology further in Section III B.

E. Big Bang Nucleosynthesis (BBN)

Big Bang Nucleosynthesis (BBN) theory predicts the abun-
dance of light elements in the early Universe, such as deuterium
and helium, as well as their relation to the baryon-to-photon ra-
tio. Therefore, the observational determination of the primor-
dial deuterium abundance and the helium fraction can be used
to compute the physical baryon density parameter at present,
Ωbℎ

2, where ℎ ≡ 𝐻0/(100 km s−1Mpc−1) (see [58, 59] for
further details).

The resulting constraints onΩbℎ
2 depend on the modeling of

underlying nuclear interactions. We employ a BBN constraint
from a recent analysis [60] that recalculates the predictions
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while marginalizing over uncertainties in reaction rates. It
reports a conservative constraint of

Ωbℎ
2 = 0.02218 ± 0.00055 . (8)

This is the same BBN Gaussian prior on Ωbℎ
2 used for the

cosmological inference from the BAO measurement in the
DESI 2024 analysis [20].

F. Direct measurement of the Hubble constant (direct 𝑯0)

The SH0ES collaboration has recently used observations
from the Hubble Space Telescope (HST) of Cepheid variable
stars in the host galaxies of 42 type Ia SNe to calibrate the
Hubble constant. This analysis is described in [61], where
they find

𝐻0 = 73.04 ± 1.04 km s−1 Mpc−1 (9)

as their baseline result. Here, we do not include this value
in any of our analyses, but we rather consider its comparison
to our derived 𝐻0 values on several occasions throughout the
paper.

There is an ongoing debate about the value of 𝐻0. In partic-
ular, direct calibration methods such as the one quoted above
tend to prefer a higher value than those using CMB or other
calibrations from the early Universe. The measurement shown
above is typically regarded as the consensus direct-𝐻0 mea-
surement. A recent review on this topic can be found in [62].

III. METHODS

A. Background evolution

The main focus of this paper is to characterize the constraints
of DES probes of the expansion history of the Universe: BAO
and SN. We will often refer to these as background probes
because they measure the background expansion upon which
all other cosmological processes rest. Here we briefly review
the basic concepts around these observables and the expansion
history of the Universe.

We consider four different models for the late-time expan-
sion of the Universe. The first is the standard model, ΛCDM,
which assumes flatness and a constant dark energy density
given by ΩΛ = (1 − Ωm). Second, we consider the 𝑘ΛCDM
model, with free curvature given by Ω𝑘 . Third, the 𝑤CDM
model includes a constant dark energy equation of state 𝑤 as a
free parameter, assuming flat geometry. Finally, we study the
𝑤0𝑤𝑎CDM model, where the dark energy equation of state
evolves linearly with the scale factor,

𝑤(𝑎) = 𝑤0 + 𝑤𝑎 (1 − 𝑎) . (10)

Each of these models has a different parametrization of the
late-time expansion history of the Universe as given by the

Friedmann equation: 6

𝐻 (𝑎)2

𝐻 2
0

=



Ωm𝑎
−3 + (1 −Ωm) for ΛCDM

Ωm𝑎
−3 + (1 −Ωm)𝑎−3(1+𝑤) for 𝑤CDM

Ωm𝑎
−3 + (1 −Ωm)𝑎−3(1+𝑤0+𝑤𝑎 )𝑒−3𝑤𝑎 (1−𝑎)

for 𝑤0𝑤𝑎CDM

Ωm𝑎
−3 + (1 −Ωm −Ω𝑘) +Ω𝑘𝑎

−2

for 𝑘ΛCDM

(11)
with 𝐻0 the Hubble constant. The parenthesis in the second
term represents the density parameter of dark energy (ΩΛ in
ΛCDM and 𝑘ΛCDM), but this is not a free parameter, since
we always need to ensure

∑
Ω𝑖 = 1.

We additionally consider constraints on a flat ΛCDM cos-
mology with a non-minimal sum of neutrino masses, 𝜈ΛCDM.
As was recently highlighted in [63], while cosmological neu-
trinos are more commonly discussed in terms of how they
impact structure formation, background probes like those we
consider here are also sensitive to their mass. This is be-
cause the mass of neutrinos determines when they become
non-relativistic, and thus when they contribute to Equation 11
as matter as opposed to radiation. Relatedly, the fact that neu-
trinos are relativistic at the time of recombination means that
CMB constraints on matter density are primarily sensitive to
CDM and baryons, while BAO and SN probe the total mat-
ter density — including neutrinos. Thus, together the CMB
and probes of late-time expansion provide complementary in-
formation about neutrino mass. For the other cosmological
models described above, we model a single massive neutrino
species with its mass set to 0.06 eV, the minimum allowed
by neutrino oscillation experiments. For 𝜈ΛCDM, we model
neutrinos with three degenerate mass species, varying the sum
of their masses

∑
𝑚𝜈 as a free parameter.

The two key probes considered here rely on the distance-
redshift relation, which depends on an integral over Equa-
tion 11. The BAO feature serves as a standard ruler that
constrains the comoving angular distance, which is given by:

𝐷𝑀 =
𝑐

𝐻0
√︁
|Ω𝑘 |

𝑆𝑘

[∫ √︁
|Ω𝑘 |

𝑑𝑧

𝐻 (𝑧)/𝐻0

]
, (12)

with 𝑆𝑘=0 [𝑥] ≡ 𝑥, 𝑆𝑘<0 [𝑥] ≡ sin[𝑥], and 𝑆𝑘>0 [𝑥] ≡ sinh[𝑥]
where 𝑘 is the sign of Ω𝑘 .

BAO observations constrain the ratio between 𝐷𝑀 and the
sound horizon 𝑟𝑑 as follows. Baryonic Acoustic Oscillations
are generated by sound waves in the early Universe that prop-
agate in the photo-baryon plasma until they decouple at the
drag epoch, 𝑧𝑑 . This leaves a preferred scale in the distribu-
tion of matter in the Universe, given by the sound horizon at

6 We are neglecting in this equation the radiation term Ω𝑟𝑎
−4, which is

only relevant for the early Universe. However, we do include radiation in
calculations for the CMB constraints.



8

that epoch:

𝑟𝑑 =

∫ ∞

𝑧𝑑

𝑐𝑠 (𝑧;Ωbℎ
2)

𝐻 (𝑧) 𝑑𝑧, (13)

where 𝑐𝑠 is the sound speed. The fact that the sound speed
depends on the physical density of baryons, Ωbℎ

2 means it
will be interesting to combine BAO information with BBN
constraints (Section II E). Complementary information can
also be provided by the acoustic peak as detected in the CMB,
which is sensitive to the sound horizon at a slightly different
epoch (see Section II C 2).

SNe Ia are standardizable candles, which constrain the lu-
minosity distance, related to angular distance by:

𝐷𝐿 (𝑧) = (1 + 𝑧)𝐷𝑀 (𝑧). (14)

This is typically transformed to the distance modulus 𝜇(𝑧) =
5log10

(
𝐷𝐿 (𝑧)/10pc

)
, which appears in Equation 3. One thing

to bear in mind is that we do not know a priori the actual ab-
solute magnitude of SNe Ia, hence this quantity (M in Equa-
tion 3) is fully degenerate with 𝐻0 in Equation 11.

When using the priors on the age of the Universe (Sec-
tion II D), from the definition of 𝐻 (𝑡) = ¤𝑎/𝑎, we compute

𝑡U =

∫ 1

0

𝑑𝑎

𝑎𝐻 (𝑎) . (15)

Considering this expression, we note that the 𝑤0𝑤𝑎CDM
model is a parameterization that allows one to test whether
time-varying dark energy is a better fit than a cosmological
constant but is unlikely to be a true model down to 𝑎 → 0.
However, since the impact on the age is largest at later times
when the matter density is low, this calculation remains a
useful framework in which to constrain the evolution of the
expansion history 𝐻 (𝑡) that would be too extreme in terms of
observed stellar ages.

B. Parameter inference

To infer constraints on the parameters p given the data D,
we construct a posterior probability distribution following the
Bayes’ Theorem:

𝑃(p | D, 𝑀) ∝ L(D | p, 𝑀)𝑃(p | 𝑀), (16)

where 𝑀 is the assumed theoretical model, 𝑃(p | 𝑀) is a prior
probability distribution on the parameters, and L is the likeli-
hood function of the parameters given the data. The propor-
tionality constant in Equation 16 is given by the inverse of the
Bayesian Evidence

𝑃(D | 𝑀) =
∫

dpL(D | p, 𝑀)𝑃(p | 𝑀). (17)

Under the Gaussian likelihood approximation, we can define
L as

L(D | p, 𝑀) ∝ 𝑒−
1
2 𝜒

2
, (18)

TABLE I. Sampled parameters and priors used in the ΛCDM,
𝑘ΛCDM, 𝑤CDM, 𝑤0𝑤𝑎CDM, and 𝜈ΛCDM analyses. When in-
cluding CMB data, we additionally vary the parameters listed in the
bottom section. Square brackets denote a flat prior, while parentheses
denote a Gaussian prior of the form N(𝜇, 𝜎), with 𝜇 and 𝜎 being the
mean and standard deviation, respectively. The parameter

∑
𝑚𝜈 is

fixed to 0.06 eV for all models other than 𝜈ΛCDM.

Parameter Prior
𝚲CDM

𝐻0 [km s−1Mpc−1] [55, 91]
Ωm [0.1, 0.9]
Ωb [0.03, 0.07]

𝒌𝚲CDM
Ω𝑘 [-0.25, 0.25]

𝒘CDM
𝑤 [-3, -0.33]

𝒘0𝒘𝒂CDM
𝑤0 [-3, -0.33]
𝑤𝑎 [-3, 3]

ν𝚲CDM∑
𝑚𝜈 [𝑒𝑉] [0, 1]

Chains that include CMB
𝜏 [0.04, 0.15]

𝐴s × 109 [0.5, 5.0]
𝑛s [0.87, 1.07]

𝑎Planck (1.0, 0.0025)

where 𝜒2 is the goodness of fit of the model 𝑀 to the data D,
given the data covariance. Throughout this work, we use the
𝜒2 or likelihood functions publicly released from each data
set described in Section II. We do not assume any correlation
between likelihood functions from different data sets.

The list of parameters sampled and the priors assumed for
them is included in Table I. In addition to the priors listed,
we impose the condition 𝑤0 + 𝑤𝑎 < 0 when considering the
𝑤0𝑤𝑎CDM model. This prior ensures 𝑤(𝑎) < 0 at all red-
shifts, avoiding the parameter space for which there is no
radiation domination era.

To implement a prior for the age of the Universe 𝑡U (see
Section II D), we exploit the fact that the prior 𝑃 and the
likelihood appear in combination in Equations 16 and 17. We
may therefore implement the age prior by either multiplying 𝑃

or the likelihood L by 𝑃(𝑡U) ∼ N (13.5, 0.52) Gyr (it is also
required to re-normalize 𝑃 such that

∫
dp 𝑃(p | 𝑀) = 1). It is

computationally convenient to adopt the former for posterior
estimation (by re-weighting chains) and the latter for evidence
calculation (by adjusting the likelihood).

We sample the posterior distributions of the parameters us-
ing two different Monte Carlo nested samplers, Polychord
[64] and Nautilus [65], finding equivalent constraints with
the two methods and using the former by default. We use the
implementation of these two samplers available in the Cos-
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moSIS7 framework [66], which we use as our main inference
pipeline throughout this work.8 We use the CAMB Boltzmann
solver [68, 69] to compute the underlying background quanti-
ties and its Halofit Takahashi implementation for the nonlin-
ear matter power spectrum [70, 71] when including the CMB
likelihood. For 𝑘ΛCDM chains including the CMB likelihood,
since CAMB calculations can become significantly slower for
Ω𝑘 ≠ 0 we initially run the Nautilus sampler using lower-
resolution CAMB settings, then importance sample the result
with our fiducial pipeline to obtain a final posterior estimate.

When providing constraints, we report the mean in each
parameter and use the GetDist9 package [72] to obtain equal-
posterior credible regions (c. r.) and to plot the posterior
distributions. The procedure for reporting credible regions is
the following.

We examine the 68% credible regions and use their distance
from the mean to determine (potentially asymmetric) 1𝜎 er-
rors. We then determine whether those bounds are close to the
prior boundary, with closeness defined by assessing whether
the distance between the boundary and the 68% credible re-
gion is smaller than that 1𝜎 error bar. There are three different
scenarios:

1. both bounds are far from the prior boundaries: If
the 2𝜎 region does not overlap with the prior boundary,
we report two-sided errors.

2. one bound is close to a prior boundary: If one of the
2𝜎 bounds is close to the prior boundary, we report a
one-sided 95% bound.

3. both bounds are close to the prior boundaries: If
both 2𝜎 bounds are close to the prior boundaries, we
report no constraint.

C. Tension metrics

Given the recent debate about possible evidence favoring
dynamical dark energy over a cosmological constant, in this
work we will be especially interested in computing (1) de-
viations from the reference model, ΛCDM, and (2) tension
between datasets. The methods to quantify these are laid out
below.

1. Quantifying deviations from ΛCDM

To quantify preferences for an extended model relative to
ΛCDM we compare constraints on cosmological parameters.

7 https://cosmosis.readthedocs.io/
8 With the exception of Section IV F, which uses the methodology described

in [67].
9 https://github.com/cmbant/getdist

To do so, we compute the probability of a shift in the alterna-
tive model’s added cosmological parameters relative to their
corresponding ΛCDM values. This probability is defined as:

Δ(𝐷, 𝑀) ≡
∫
𝑃 (p | 𝐷,𝑀 )>𝑃 (p∗ | 𝐷,𝑀 )

𝑃(p | 𝐷, 𝑀)dp , (19)

where p represents the additional parameters of the model 𝑀
with respect toΛCDM (e.g., 𝑤0 and𝑤𝑎 in𝑤0𝑤𝑎CDM), and p∗

denotes the ΛCDM values of these parameters (e.g. 𝑤0 = −1,
𝑤𝑎 = 0). This integral quantifies the posterior mass exceeding
the iso-density contour defined by the ΛCDM posterior value,
𝑃(p∗ | 𝐷, 𝑀). Note that if the extra parameters have flat priors,
as it is in the cases considered here, this result is parameter
invariant.

To compute the integral in Equation 19, we use the Kernel
Density Estimate (KDE) method described in [73]. In the
remaining part of this section, we use the shorthand notation
𝑃(p) ≡ 𝑃(p | 𝐷, 𝑀). Since we have posterior samples from
𝑃, the integral in Equation 19 can be estimated as a Monte
Carlo (MC) volume integral:

Δ̂ =
1∑𝑛

𝑖=1 𝑤𝑖

𝑛∑︁
𝑖=1

𝑤𝑖𝑆(𝑃̂(p𝑖) − 𝑃̂(p∗
𝑖 )), (20)

where 𝑆(𝑥) is the Heaviside step function, equal to unity for
𝑥 > 0 and zero otherwise, 𝑛 is the number of weighted sam-
ples p𝑖 from 𝑃, and 𝑃̂ represents their KDE estimates. Given
that we are analyzing one- or two-dimensional posterior distri-
butions, KDE evaluations can be efficiently performed using
Fast Fourier Transforms (FFT) on a discrete grid, making the
computation effectively instantaneous.

We always report results as the effective number of standard
deviations. Given an event of probabilityΔ, it is given by [74]:

𝑛𝜎 ≡
√

2 Erf−1 (Δ) . (21)

This corresponds to the number of standard deviations that an
event with the same probability would have had if it had been
drawn from a Gaussian distribution.

In Table II we present statistical deviations from ΛCDM
for different datasets and some combination of them at each
extension model considered in the analysis.

In interpreting these results, it is worth considering how
this parameter shift metric differs from the primary model
comparison statistics used in DES-SN5YR [8], which em-
ploys Bayesian evidence ratios, and in the DESI Y1 BAO
analysis [20], which reports frequentist Δ𝜒2 goodness-of-fit
improvements. Compared to evidence ratios, our parameter
shift metric is less directly sensitive to the choice for parame-
ters’ prior ranges; however, for weakly constrained posteriors,
its reported significance may be impacted by how prior bounds
(including in other parameter directions) shape the marginal-
ized posteriors of the beyond-ΛCDM parameters. In the limit
of Gaussian posteriors, the significance of deviations reported
based on parameter shifts and Δ𝜒2 is equivalent, as explored
e.g. in [75]. In contrast to parameter shifts, the value of Δ𝜒2 is
less sensitive to the prior and related projection effects, though
it is subject to uncertainty due to noise in the 𝜒2-minimization

https://cosmosis.readthedocs.io/
https://github.com/cmbant/getdist
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Deviations from 𝚲CDM (𝜎)

Dataset 𝒌𝚲CDM 𝒘CDM 𝒘0𝒘𝒂CDM

BAO + SN + BBN 1.4 1.4 1.8
BAO + SN + BBN + 𝑡U – – 2.0 (2.7)
BAO + SN + 𝜃★ 2.5 2.7 2.3
BAO + SN + 𝜃★ + BBN 2.8 3.1 2.8
BAO + SN + 𝜃★ + BBN + 𝑡U – – 2.9 (2.8)
SN 1.3 1.6 2.0
CMB 3.0 1.7 2.5
SN + CMB 2.9 2.0 2.2
BAO + CMB 0.6 2.8 3.4
BAO + SN + CMB 1.2 1.8 3.2

TABLE II. Statistical significance, in 𝜎s, of deviations from ΛCDM based on shifts in the additional parameter(s) in the extended model:
Ω𝑘 in 𝑘ΛCDM, 𝑤 in 𝑤CDM and {𝑤0, 𝑤𝑎} in 𝑤0𝑤𝑎CDM. See the methodology described in Section III C 1. For the case of 𝑡U priors, we
consider the fiducial Gaussian prior case and, in parenthesis, the case where only a lower bound on 𝑡U is set. We highlight in bold the case for
BAO+SN+CMB, our most constraining combination, which in the 𝑤0𝑤𝑎CDM model shows a 3.2𝜎 deviation from ΛCDM.

Δ𝜒2 improvement compared to 𝚲CDM

Dataset 𝒌𝚲CDM 𝒘CDM 𝒘0𝒘𝒂CDM

BAO + SN + BBN 1.0 (0.5) 1.6 (0.8) 5.7 (1.6)
BAO + SN + 𝜃★ 2.9 (1.3) 3.8 (1.6) 5.0 (1.4)
BAO + SN + 𝜃★ + BBN 9.3 (2.3) 10.4 (3.0) 10.9 (2.6)
SN 1.0 (0.5) 1.6 (0.8) 5.9 (1.6)
CMB 5.0 (2.0) 0.4 (0.0) 0.9 (0.0)
SN + CMB 8.3 (2.7) 3.8 (1.6) 7.4 (2.0)
BAO + CMB 0.8 (0.3) 7.3 (2.5) 7.8 (2.1)
BAO + SN + CMB 1.1 (0.5) 3.5 (1.5) 11.6 (2.7)

TABLE III. Improvement in goodness-of-fit from freeing additional model parameters computed via the difference between the minimum 𝜒2

estimated for ΛCDM and that for each extended model. Positive values indicate an improved fit in the extended model. Numbers in parentheses
indicate the statistical significance in 𝜎s assuming a Gaussian approximation for the posterior, which may not be accurate for less constraining
data combinations.

procedure. Also, translating Δ𝜒2 estimates to model compari-
son significances relies on assumptions of Gaussianity — both
of the likelihood in data space and of the posterior in parame-
ter space — which may not hold for all data combinations we
consider.

Since these metrics provide complementary information, in
Table III we additionally report Δ𝜒2 values for most of the
same model and data combinations shown in Table II. (Data
combinations with 𝑡𝑈 are excluded because the method used
to include that prior complicates the process of estimating 𝜒2.)
For each combination, we estimate the minimum 𝜒2 by per-
forming an ensemble of optimization searches launched from
the 20 highest likelihood samples from the associated chain.
In parentheses, we also report the significance of these changes
in goodness-of-fit using likelihood ratio tests and Wilks’ the-
orem [76], though we caution that for less constraining data
combinations (less Gaussian posteriors) the focus should be
put on the actual improvement of fit (Δ𝜒2).

A common pattern in Table III is that for the most con-
straining combinations, there is a reasonable agreement on the
significance of deviation to that reported in Table II (up to
∼ 0.5𝜎, well within the expected difference betweeen meth-
ods; see [75]). As discussed above, for data combinations that

are not particularly constraining, these methods are expected
to differ, and both should be interpreted with caution. For most
of the discussion in this paper, when quoting the significance
of a deviation from ΛCDM, we will refer to the parameter
shift metric of Table II, which is better suited for capturing
non-Gaussian features of the posteriors.

2. Tensions among probes in a given model

To make sure that a deviation from the ΛCDM model is
robust, we want to quantify the agreement of different probes
within a given model before combining such datasets. To as-
sess the consistency of parameter determinations from two
posterior distributions, we calculate the probability of ob-
serving a parameter difference using the method described
in [73, 74]. We start by building the posterior distribution
of parameter differences. We consider each dataset, and in
particular the two data sets denoted 1 and 2, to be indepen-
dent. Under the assumption that the two-parameter sets that
describe the datasets, p1, p2, differ, the joint distribution of
their parameter determinations is given by the product of their



11

Tension (𝜎)

Datasets 𝚲CDM 𝒌𝚲CDM 𝒘CDM 𝒘0𝒘𝒂CDM 𝝂𝚲CDM

BAO vs SN 0.5 0.0 0.0 0.3 0.2
CMB vs SN 1.7 1.5 1.3 1.1 1.2
CMB vs BAO 2.0 3.2 0.6 0.1 2.0

SN vs BAO + 𝜃★ 2.4 - - - -
CMB vs BAO + SN + BBN 2.2 3.3 2.2 1.2 -
SN vs BAO + BBN 0.4 - - - -
SN vs BAO + BBN + 𝜃★ 2.9 0.5 0.0 0.9 2.6
BAO + CMB vs SN 2.1 1.5 2.5 1.6 2.1
CMB vs BAO + SN + BBN + 𝑡U 1.5 (0.8) - - 0.9 (0.9) -

TABLE IV. Tensions, in 𝜎s, among independent (combinations of) probes for a given model. See the methodology described in Section III C 2.
For the case of 𝑡U priors, we consider the fiducial Gaussian prior case and, in parenthesis, the case where only a lower bound on 𝑡U is set.
We note that these tensions are reported in the whole parameter space unlike deviations in Table II, which refer to the parameter additional to
ΛCDM.

posteriors:

𝑃(p1, p2 |𝑑1, 𝑑2) = 𝑃1 (p1 |𝑑1)𝑃2 (p2 |𝑑2). (22)

To compute the distribution of parameter differences, we
change variables by defining Δp ≡ p1 − p2, including all
parameters shared by the two datasets. The distribution of Δp
is obtained by marginalizing over one of the parameters:

𝑃(Δp) =
∫

𝑃1 (p)𝑃2 (p − Δp)dp. (23)

The distribution of parameter differences, 𝑃(Δp), provides
insight into whether the parameter determinations from two
datasets are consistent. Intuitively, if 𝑃(Δp) has most of its
support when Δp has large deviations from zero, the two pa-
rameter sets are incompatible, indicating a tension between
the datasets. To quantify the probability of a parameter shift,
we calculate the same integral as in Equation 19 but for the
parameter difference distribution defined in Equation 23:

Δ ≡
∫
𝑃 (Δp)>𝑃 (0)

𝑃(Δp) dΔp, (24)

which measures the posterior probability above the iso-density
contour corresponding to no parameter shift (Δp = 0). Since
the distribution of parameter differences, 𝑃(Δp), is an 𝑛-
dimensional distribution, with 𝑛 corresponding to the to-
tal number of parameters describing the assumed theoretical
model, the integral in Equation 24 is computationally more ex-
pensive to estimate than Equation 19. For this reason we use
the machine-learning based method described in [73]. The
first step is to train a normalizing flow on samples from 𝑃(Δp),
then we evaluate the tension integral as a Monte Carlo integral
analogously to Equation 20. We convert the probability of a
shift into a number of standard deviations as in Equation 21.

In Table IV we show tension results for pairs of independent
datasets in each cosmological model considered in this work.

IV. RESULTS

A. 𝚲CDM

We start by exploring constraints on the standard model,
ΛCDM, in Figure 2 and Figure 3, where the latter shows
a zoomed-in view of the region preferred by the CMB.
For ΛCDM and all other models considered, we report the
marginalized constraints on parameters in Table V, and addi-
tionally show 𝐻0 and Ωm constraints in Figure 8 and Figure 9,
respectively.

One measurement of angular BAO on its own does not
strongly constrain any individual parameter of the ΛCDM
space, but it excludes parts of the parameter space (by combin-
ing Equations 2, 11, 12, 13). Even if we add a BBN prior, the
contours (not shown) do not close: we have two data points
and three free parameters: Ωm, Ωb and 𝐻0. Similarly, com-
bining BAO+𝜃★ is not sufficient to close the contours (not
shown) in our prior volume, but offers us a measurement of
Ωm = 0.255+0.021

−0.035. This bound is lower than that of CMB (Ωm
= 0.3049+0.0082

−0.0090) and SN (Ωm = 0.353 ± 0.017), although we
caution that it will be sensitive to the choice of prior on Ωb and
ℎ since constraints on both of those parameters are degenerate
with Ωm and prior bounded.

Once we combine BAO with both BBN and 𝜃★, the con-
tours close (dark green in Figure 2) and we obtain competitive
constraints, with 𝐻0 = 71.1 ± 1.9 km s−1Mpc−1 and Ωm
= 0.263+0.020

−0.025. This is between the 𝐻0 values from SH0ES
and from Planck, and remains compatible with either mea-
surement.

SN on its own tightly constrains matter abundance with a
preference for high values, Ωm = 0.353± 0.017. However, SN
alone does not constrain 𝐻0 unless their absolute magnitude is
calibrated. One interesting way to perform that calibration is
by combining BAO with information from the early Universe
about 𝑟𝑑 , e.g., from BBN, 𝜃★, or a CMB-based inference of
𝑟𝑑 itself as we use in Section IV F. This allows us to use BAO
to infer the distance to a given redshift (in our case, 𝐷𝑀 (𝑧 =
0.85)), which calibrates the distance to supernovae. Fitting
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FIG. 2. 𝚲CDM. 68% (darker) and 95% (lighter) credible regions of the posteriors of different probe combinations within ΛCDM. Tensions
between constraints are apparent. They are further discussed in the text and quantified in Table IV. We zoom in to the more constraining
combinations (including CMB and BAO+SN+BBN+𝜃★) in Figure 3.

BAO+SN+𝜃★ together results in a very low value of 𝐻0, with
62.7+1.0

−2.1 km s−1Mpc−1. On the other hand, BAO+SN+BBN
gives a high value of 𝐻0 = 76.9 ± 3.9 km s−1Mpc−1. If
we combine all of these probes (BAO+SN+BBN+𝜃★) we get
𝐻0 = 66.15 ± 0.96 km s−1Mpc−1, which is closer to Planck’s
value (Table V). However, we discuss later in this section that
some of these datasets are in some level of tension and, hence,
all these measurements should be taken with caution.

It is interesting to consider how these constraints change
when we include the prior on the age of the Universe from
globular clusters measurements in [56] (see Section II D and
Section III B). We find that the 𝑡U prior does not have any effect
on posteriors when added to any inference including the CMB
power spectra, since the CMB strongly constrains the age of
the Universe. Similarly, it also had little impact when added
to BAO+SN+BBN+𝜃★, demonstrating that this data combi-
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FIG. 3. 𝚲CDM zoom-in of the 𝐻0-Ωm plane to show the most
constraining data combinations. We show the 68% and 95% credible
regions of the posteriors. As we describe in Section IV A, BAO (red)
and SN (blue) tend to push in different directions of the parameter
space when combined with CMB. The background probe combination
(purple) is in agreement with the CMB constraints besides coming
from the combination of datasets in tension with CMB and/or among
them, as discussed in the text.

nation also bounds 𝑡U and that those constraints agree with
the added prior. However, 𝑡U does add significant informa-
tion when removing either BBN or 𝜃★. For BAO+SN+𝜃★,
adding 𝑡U moves the contour away from the Ωb prior edge
by increasing its 𝐻0 value. The contours are larger when in-
cluding the 𝑡U prior, but this is due to the BAO+SN+𝜃★ case
being artificially truncated by the lower bound of the Ωb prior.
In the case of BAO+SN+BBN, the 𝑡U prior causes the con-
tour to move to lower 𝐻0 values and shrink. We note that
the discrepancy between the 𝐻0 values previously found be-
tween BAO+SN+BBN and BAO+BBN+𝜃★ is reduced, but not
completely ameliorated, when 𝑡U is added to both data combi-
nations.

The CMB measurements from Planck are very constraining
in ΛCDM. Hence, even though BAO’s 𝐷𝑀/𝑟𝑑 is ∼ 2𝜎 be-
low Planck’s prediction, when we combine BAO+CMB (red
in Figure 3) we only find a small shift in the cosmological
parameters relative to Planck alone. Similarly, if we add SN to
CMB, the shift is small. However, it is noticeable in Figure 3
that the different Ωm values preferred by BAO and SN push
the combined constraints in opposite directions.

In Table IV, we check the consistency of different probes
with the methodology from [73], summarized in Section III C.
We find a mild level of tension between CMB and either SN
(1.7𝜎) or BAO (2.0𝜎). Whereas BAO and SN seem very
compatible, we find that the combination of BAO+𝜃★ is in ten-

sion (2.4𝜎) with SN. This was already hinted by Figure 2 and
has implications for the interpretation of differences between
𝐻0 constraints from BAO+SN+BBN versus BAO+SN+𝜃★: the
latter comes from a combination of datasets in tension, and so
is a less trustworthy inference. The fact that BAO+SN+𝜃★ hits
the bounds of the (wide) Ωb prior range can also be seen as an
indication that this combination did not work well in ΛCDM.
We also find the BAO+SN+BBN combination to be in tension
with CMB (2.2𝜎), however, this tension is alleviated when the
𝑡U prior is added to the former (1.5𝜎, see Table IV).

In conclusion, we find a number of tensions between datasets
in ΛCDM. From 𝐷𝑀/𝑟𝑑 comparisons in our previous DES
BAO analysis [6], CMB and BAO are known to have some
level of discrepancy in ΛCDM. If we isolate just the geometric
information from the CMB measurement of 𝜃★ and combine
it with BAO, then this dataset becomes discrepant with SN.
On the other hand, the BAO+SN+BBN combination is also in
tension with CMB, but pulling in the opposite direction of 𝐻0
to BAO+SN+𝜃★. When adding 𝑡U priors, both BAO+SN+𝜃★
and BAO+SN+BBN come closer both to each other and to
the CMB inferences, reducing some of the tensions. Be-
sides those relative tensions, we note that the combination
BAO+SN+BBN+𝜃★ coming from combinations of datasets in
tension) is compatible with the CMB constraints, and in agree-
ment with 𝑡U priors. Finally, BAO tends to favor lower values
of Ωm, but SN prefers higher values of Ωm. All of these dis-
crepancies in ΛCDM provide an interesting context for our
explorations of extended cosmological models.

B. 𝒌𝚲CDM

A natural extension of the ΛCDM model is 𝑘ΛCDM, in
which we allow curvature to vary. Results for our 𝑘ΛCDM
analysis are shown in Figure 4 and the second block of Table V.
It is well known that constraints from the CMB alone exhibit a
strong geometric degeneracy between Ω𝑘 and Ωm [53], which
translates to a degeneracy between Ωm and ΩΛ =1−Ωm −Ω𝑘

in Figure 4. From the CMB alone, we find Ω𝑘 = −23.6+4.2
−7.9 ×

10−3, in ∼ 3𝜎 tension with flatness according to the model-
comparison metric described in Section III C 1 and reported
in Table II. This is consistent with previous findings that have
been extensively discussed in the literature (e.g., [17, 53, 77–
80]).

If we add BAO to CMB, we recover Ω𝑘 = 1.4+5.8
−4.0 × 10−3,

compatible with flat-ΛCDM. On the other hand, if we add
SN to CMB, the constraints are in tension with flatness at a
2.9𝜎 significance, on the negative side of Ω𝑘 = −14.2+5.3

−4.9 ×
10−3.10 When BAO+SN+CMB are all combined, we find Ω𝑘

= −5.5+4.6
−4.2 × 10−3, within ∼ 1𝜎 of flat-ΛCDM, though the

fact that BAO+CMB and SN+CMB prefer different values of

10 Note, as discussed in Section II C, that the CMB implementation used
here is different to that in the DES SN paper [8], where we found Ω𝑘

= (−10 ± 5) × 10−3 for CMB+SN. We also note that in earlier versions of
[8] there was a typo in the sign of this constraint.
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FIG. 4. 𝒌𝚲CDM. 1 and 2 𝜎 contours of the 2D posterior of Ωm and
ΩΛ ≡ (1−Ω𝑘 −Ωm ) in 𝑘ΛCDM. The tension among probes in this
model is manifest. BAO+CMB and SN+CMB differ by ∼ 3𝜎 in Ω𝑘

and the background probe combination (purple) is in tension with the
CMB constraints. See Section IV B for discussion.

Ω𝑘 by ∼ 3𝜎 means this combined result should be interpreted
with caution.

If we consider a purely background data combination of
CMB’s 𝜃★ with BAO and SN, we obtain Ω𝑘 = 45+18

−14 × 10−3,
again, significantly away from flatness (∼ 2.5𝜎, see Table II),
but on the Ω𝑘 > 0 side. Similar and tighter results are re-
covered when we add BBN, with BAO+SN+BBN+𝜃★ shown
in purple in Figure 4, giving Ω𝑘 =45+15

−14 × 10−3, 2.8𝜎 from
flatness.

Looking individually at each dataset, SN constrains one
direction in the Ωm-ΩΛ plane relatively well. In our setup, the
posterior on Ω𝑘 hits the upper side of our prior (Ω𝑘 =0.25),
but if that prior was wider, as it is in [8], the contours would
eventually close. BAO, although not shown here, disfavors the
upper-right part of Figure 4. These two probes intersect the
CMB at different points along itsΩΛ-Ωm degeneracy direction.
Table IV shows that the tensions between CMB and either BAO
and SN do not decrease by varying curvature. Interestingly,
while in 𝑘ΛCDM, we find that the tension between SN and
BAO+BBN+𝜃★ goes away (Table IV), in Figure 4 we find
that the background-only constraints (BAO+SN+BBN+𝜃★) are
now discrepant with constraints based on CMB power spectra.

In summary, in 𝑘ΛCDM we do not find a general alle-
viation of the tensions among the probes, and some ten-
sions actually increase. Additionally, BAO+SN+BBN+𝜃★ and
BAO+SN+CMB give very different posteriors on Ω𝑘 . We,
therefore, conclude that adding curvature to our model does
not relieve the difficulty in reconciling constraints from the
different observables we consider.

C. 𝒘CDM

Next, we consider a one-parameter extension of ΛCDM in
which we constrain a constant equation of state of dark energy
𝑤. We present these 𝑤CDM results in Figure 5.

As in 𝑘ΛCDM, the CMB has difficulties constraining this
additional parameter on its own. Nevertheless, it gives a (wide)
bound of 𝑤 = −1.32+0.12

−0.25, at 1.7𝜎 from ΛCDM (𝑤 = −1),
again with that deviations’ significance evaluated using the
method from Section III C 1 and reported in Table II. If we
add BAO to CMB, the contours tighten to 𝑤 = −1.41+0.08

−0.17,
resulting in a 2.8𝜎 deviation from ΛCDM. Such a deviation
from ΛCDM is not unexpected, as we recall that the BAO
𝐷𝑀/𝑟𝑑 constraint is ∼ 2𝜎 away from the CMB-ΛCDM pre-
diction. Compared to ΛCDM, the tension between the CMB
and BAO measurements reduces in significance from 2.0𝜎 to
0.6𝜎 (see Table IV).

SN on its own prefers a higher-than-standard value of the
equation of state 𝑤 = −0.82+0.15

−0.11, which is ∼ 1.6𝜎 away
from ΛCDM. If we combine SN+CMB results we obtain 𝑤 =

−0.946 ± 0.028, obtaining a ∼3% precision in 𝑤 and a 2.0𝜎
deviation from ΛCDM. Adding BAO to that barely changes
the results, giving 𝑤 = −0.948+0.028

−0.027 and slightly decreasing
the deviation ΛCDM to 1.8𝜎, though we caution that the
combination of BAO+CMB is in 2.5𝜎 tension with SN. An
interesting feature is that whereas SN and CMB have a large
degeneracy in the {𝑤,Ωm} plane (right panel of Figure 5), they
overlap relatively close to the ΛCDM value (𝑤 = −1)

Background-only constraints on 𝑤 are largely driven by the
SN measurements. Like SN-alone, the background combi-
nation of BAO+SN+𝜃★ prefers 𝑤 > −1 at a significance of
2.7𝜎 (𝑤 = −0.826+0.062

−0.047), increasing to 3.1𝜎 when adding
BBN (𝑤 = −0.828+0.049

−0.043). The non-CMB combination of
BAO+SN+BBN also prefers this region (𝑤 = −0.85+0.15

−0.10), but
with smaller significance (1.4𝜎). These combinations all give
relatively similar 𝑤 constraints to SN alone, but the added
observables additionally allow us to constrain the Hubble con-
stant. The combination of all the background constraints
(BAO+SN+BBN+𝜃★) results in 𝐻0 = 67.0±1.0 km s−1Mpc−1

and Ωm =0.337+0.014
−0.015, much tighter constraints than the SN-

only value of Ωm = 0.264+0.081
−0.065. It is also worth noting that

extending to 𝑤CDM fully alleviates the tension seen inΛCDM
between SN and BAO+BBN+𝜃★.

To sum up, as we have seen for other models, BAO and SN
tend to pull constraints in different directions of the 𝑤CDM
parameter space. While extending to 𝑤CDM reduces some
tensions — between CMB and BAO, as well as between SN and
BAO+BBN+𝜃★— it does not reconcile all of our observables.
Notably, when combined with the CMB, significant tensions
remain between BAO and SN inferences. Since BAO and SN
probe different redshifts, this motivates extending the model
further with a time-dependent equation of state for dark energy.
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𝐻0 Ωm 103Ω𝑘 𝑤0 𝑤𝑎
∑
𝑚𝜈

𝚲CDM

SN – 0.353 ± 0.017 – – – –
BAO + SN + BBN 76.9 ± 3.9 0.353 ± 0.016 – – – –
BAO + SN + BBN + 𝑡U 70.5+2.2

−2.5 0.341+0.015
−0.016 – – – –

BAO + 𝜃★ > 64.4 0.255+0.021
−0.035 – – – –

BAO + SN + 𝜃★ 62.7+1.0
−2.1 0.340+0.015

−0.017 – – – –
BAO + BBN + 𝜃★ 71.1 ± 1.9 0.263+0.020

−0.025 – – – –
BAO + SN + BBN + 𝜃★ 66.15 ± 0.96 0.333+0.015

−0.016 – – – –
SH0ES 73.04 ± 1.04 – – – – –
CMB 67.30+0.57

−0.61 0.3163+0.0084
−0.0080 – – – –

BAO + CMB 67.62+0.59
−0.59 0.3118+0.0080

−0.0082 – – – –
SN + CMB 66.74+0.54

−0.55 0.3242+0.0079
−0.0076 – – – –

BAO + SN + CMB 67.03+0.53
−0.55 0.3200+0.0074

−0.0079 – – – –

𝒌𝚲CDM

SN – 0.317+0.032
−0.052 > −100 – – –

BAO + SN + 𝜃★ > 65.9 0.336+0.014
−0.015 45+18

−14 – – –
BAO + SN + BBN + 𝜃★ 74.75+3.1

−3.0 0.337+0.014
−0.015 45+15

−14 – – –
CMB < 63.5 0.408+0.031

−0.017 −23.6+4.2
−7.9 – – –

BAO + CMB 68.3+2.5
−2.1 0.307+0.017

−0.024 1.4+5.8
−4.0 – – –

SN + CMB 62.1 ± 1.6 0.369+0.018
−0.018 −14.2+5.3

−4.9 – – –
BAO + SN + CMB 65.1 ± 1.6 0.338+0.015

−0.017 −5.5+4.6
−4.2 – – –

𝒘CDM

SN – 0.264+0.081
−0.065 – −0.82+0.15

−0.11 – –
BAO + SN + BBN < 81.5 0.283+0.067

−0.059 – −0.85+0.15
−0.10 – –

BAO + SN + 𝜃★ 68.9+4.6
−6.6 0.278+0.023

−0.029 – −0.826+0.062
−0.047 – –

BAO + SN + BBN + 𝜃★ 67.0 ± 1.0 0.281+0.018
−0.020 – −0.828+0.049

−0.043 – –
CMB > 65.1 0.244+0.016

−0.052 – −1.32+0.12
−0.25 – –

BAO + CMB > 72.0 0.223+0.011
−0.031 – −1.41+0.08

−0.17 – –
SN + CMB 65.66+0.76

−0.75 0.3326+0.0086
−0.0088 – −0.946 ± 0.028 – –

BAO + SN + CMB 65.97+0.79
−0.77 0.3282+0.0090

−0.0092 – −0.948+0.028
−0.027 – –

𝒘0𝒘𝒂CDM

SN – 0.377+0.066
−0.022 – −0.82+0.13

−0.11 < 0.18 –
BAO + SN + BBN > 62.8 0.362+0.062

−0.025 – −0.79+0.12
−0.10 < 0.11 –

BAO + SN + BBN + 𝑡U 69.6+2.4
−2.5 0.308+0.029

−0.036 – −0.76 ± 0.11 −0.79+0.87
−0.67 –

BAO + SN + 𝜃★ < 79.6 0.298+0.029
−0.037 – −0.74 ± 0.10 −0.76+0.86

−0.61 –
BAO + SN + 𝜃★ + 𝑡U 68.4+3.1

−3.3 0.293+0.024
−0.031 – −0.74+0.09

−0.10 −0.72+0.82
−0.58 –

BAO + SN + BBN + 𝜃★ 67.5 ± 1.2 0.295+0.020
−0.025 – −0.74+0.09

−0.10 −0.72+0.77
−0.55 –

BAO + SN + BBN + 𝜃★ + 𝑡U 67.8+1.1
−1.2 0.296+0.020

−0.025 – −0.74+0.09
−0.10 −0.78+0.75

−0.54 –
CMB > 65.4 0.247+0.040

−0.056 – > −1.6 < 0.52 –
BAO + CMB > 67.1 0.242+0.019

−0.050 – > −1.5 < 0.089 –
SN + CMB 67.3 ± 1.0 0.317+0.010

−0.011 – −0.73 ± 0.11 −1.09+0.57
−0.51 –

BAO + SN + CMB 67.81+0.96
−0.86 0.3109+0.0086

−0.0099 – −0.673+0.098
−0.097 −1.37+0.51

−0.50 –

𝝂𝚲CDM

CMB 66.9+1.3
−0.7 0.321+0.009

−0.017 – – – < 0.28
BAO + CMB 67.70+0.80

−0.64 0.311+0.008
−0.011 – – – < 0.15

SN + CMB 65.8+1.1
−0.9 0.336+0.012

−0.016 – – – < 0.37
BAO + SN + CMB 66.66+0.96

−0.72 0.325+0.009
−0.013 – – – < 0.27

TABLE V. We report the 68% credible region (1𝜎) or 95% of the upper/lower limit of cosmological parameters (in columns) under different
cosmological models (in 5 tiers) and different data combinations. See the methodology in Section III B. 𝐻0 is given in units of km s−1Mpc−1

and neutrino mass in eV. We highlight in bold, what we consider our main constraints.
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FIG. 5. 𝒘CDM. 1 and 2 𝜎 contours of the 2D posterior of 𝑤-𝐻0 (left) and 𝑤-Ωm (right). BAO and SN still push for different regions of
parameter space, 𝑤 < −1 and 𝑤 > −1, respectively. Nevertheless, SN dominates the constraints on 𝑤. Some tensions among probes are still
apparent, as discussed in Section IV C.
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that do not rely on CMB power spectra. All probes tend to prefer the lower-right (high 𝑤0, low 𝑤𝑎) quadrant and tensions between different
observables are much relaxed relative to ΛCDM (see Table IV). Our main constraint, BAO+SN+CMB (orange), disfavors ΛCDM (𝑤0 = −1,
𝑤𝑎 = 0) at a 3.2𝜎 significance (Table II). The background-only (dashed-purple) and non-CMB (dashed-gray) cases also show 2.8𝜎 and
2.0𝜎 deviations from ΛCDM, respectively. See Section IV D for more details and discussion. The gray-dotted line indicate the ΛCDM case
(𝑤0 = −1, 𝑤𝑎 = 0), and the limit of the 𝑤0 + 𝑤𝑎 < 0 prior.
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D. 𝒘0𝒘𝒂CDM

Constraints on 𝑤0𝑤𝑎CDM are shown in Figure 6. On the
left, we show results from the CMB alone, which is not strongly
constraining this parameter space and finds a 2.5𝜎 deviation
from the ΛCDM case (as always, quantified using the method
described in Section III C and reported in Table II). Adding
BAO pushes the contours to lower values of 𝑤𝑎, resulting in
a 3.4𝜎 tension with ΛCDM, but do not dramatically change
the constraints. In the right panel of Figure 6 we see that SN
on their own can give 2-sided constraints on 𝑤0 well within
our priors. Whereas SN can also give 2-sided constraints on
𝑤𝑎 if one chooses broad priors (with the 1-𝜎 bound reaching
𝑤𝑎 ∼ −15, see [8]), the constrains hit our lower limit described
in Table I. When combining SN with CMB the contours close
well within our priors in the 𝑤0 − 𝑤𝑎 plane (shown in the left
panel) and leave a 2.2𝜎 deviation from ΛCDM.

When we add BAO to SN and CMB, the contours shrink
slightly and move towards lower values of 𝑤𝑎, resulting in a
3.2𝜎 deviation from ΛCDM and

𝑤0 = −0.673+0.098
−0.097

𝑤𝑎 = −1.37+0.51
−0.50

}
BAO + SN + CMB. (25)

On the right-hand side of Figure 6, we compare the tightest
constraint (BAO+SN+CMB, in orange in both panels) to other
data combinations that do not rely on the CMB power spectra.
Compared to SN alone, the CMB-independent combination of
BAO+SN+BBN gives similar constraints on 𝑤0-𝑤𝑎.

To further characterize these results, we now consider
adding a prior on the age of the Universe, 𝑡U, as de-
scribed in Section II D. Most notably, adding this prior to
BAO+SN+BBN has a large impact, as seen in the compari-
son between solid and dashed gray lines in the right panel of
Figure 6. We find

𝑤0 = −0.76 ± 0.11
𝑤𝑎 = −0.79+0.87

−0.67

}
BAO + SN + BBN + 𝑡U. (26)

In contrast to the BAO+SN+BBN constraint,
BAO+SN+BBN+𝑡U produces closed contours in both
𝑤0 and 𝑤𝑎, fully independent of the CMB (which did not
provide close contours on its own). This case is 2𝜎 away
from ΛCDM. Another interesting case is when we also add
𝜃★ from the CMB to obtain our tightest constraint from the
background expansion probes alone:

𝑤0 = −0.74+0.09
−0.10

𝑤𝑎 = −0.78+0.75
−0.54

}
BAO + SN + BBN + 𝜃★ +
𝑡U. (27)

We find that once 𝜃★ is added to BAO+SN (with or without
BBN), the 𝑡U prior does not add much information. Hence, we
conclude that BAO+SN+𝜃★ already determines the age of the
Universe and that determination agrees with the 𝑡U prior we
are considering.

Whereas in ΛCDM and 1-parameter extensions discussed
above, we find that SN and BAO tend to push parameter

constraints in different directions, this is not the case in
𝑤0𝑤𝑎CDM. This is partially due to the model’s increased flex-
ibility since BAO moves mostly 𝑤𝑎 and SN mostly constraints
𝑤0, as can be seen in the left and right panel of Figure 6, respec-
tively. Regarding the tension metrics reported in Table IV, we
find that the tension between CMB and BAO seen in ΛCDM
is completely alleviated (0.1𝜎 for 𝑤0𝑤𝑎CDM versus 2.0𝜎 for
ΛCDM), and other tension metrics, e.g., between SN and ei-
ther the CMB or BAO+CMB, are also reduced. These tension
metrics indicate that all the data combinations we consider
agree within this model. This observation is reinforced by the
fact that their 1-𝜎 confidence regions overlap in the lower-right
quadrant of the 𝑤𝑎 vs 𝑤0 plane. We also remark that, even
though we impose a 𝑤0 +𝑤𝑎 < 0 prior (see Section III B), this
region of space is also naturally excluded by the data, since
none of the data combinations highlighted (except, marginally,
BAO + SN + BBN +𝑡U) hit this prior within the 2𝜎 contours.

Our tightest constraint, BAO+SN+CMB, disfavors ΛCDM
at 3.2𝜎 significance. It is remarkable that this is at a compara-
ble level of significance to the recent results reported by DESI
[20] from their combined analysis of Planck CMB, DES SN,
and DESI 2024 BAO. To more directly compare, in the Ap-
pendix A we re-analyze the DESI BAO results using our anal-
ysis framework and priors, finding the deviation from ΛCDM
to be 3.6𝜎 when combining SN+CMB+DESI2024BAO.11 The
combination of DESI BAO with DES BAO, DES SN and CMB
could show an even higher deviation fromΛCDM, as discussed
in Appendix A.

E. 𝝂𝚲CDM

Another interesting extension12 of ΛCDM is the variation
of neutrino mass. Whereas in all analyses described above we
fixed the sum of neutrino masses to

∑
𝑚𝜈 = 0.06𝑒V, we now

let it vary as described in Section III A, below Equation 11.
We focus on constraints including CMB measurements, shown
in Figure 7. The fact that the CMB primarily constrains CDM
and baryon densities produces the degeneracy between

∑
𝑚𝜈

and Ωm seen for all contours.
Variations between different data combinations can thus be

interpreted in terms of how that degeneracy is broken via con-
straints on Ωm. The CMB on its own only places a 95% upper
limit of

∑
𝑚𝜈 < 0.28eV, with the Ωm information coming

largely from the damping produced by lensing on the high-ℓ
power spectra. As BAO prefers a lower value of Ωm than
CMB, the BAO+CMB combination pushes that bound down
to

∑
𝑚𝜈 < 0.15eV. On the other hand, because SN prefers a

high value ofΩm, SN+CMB relaxes the limit on neutrino mass

11 The deviations quoted here differ slightly from those quoted in [20] and
those in [24], as those paper adopt a the method based on Δ𝜒2, whereas
we quantify deviation in terms of parameter shifts (see Section III C 1). We
also use only temperature and polarization from CMB, see Section II C.

12 One could argue that neutrinos are known to have mass and, hence, this
should not be considered an extension. For example, in DES 3×2pt neutrino
masses are always varied in the baseline analysis [16].
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FIG. 7. 𝝂𝚲CDM. 1 and 2 𝜎 contours of the posterior of the neu-
trino mass vs. matter density. Given the degeneracy of these two
parameters set by CMB, the preference for high-Ωm by SN results
in a relaxation of the

∑
𝑚𝜈 bounds, while the low-Ωm preference by

BAO translates to tighter constraints.

to
∑
𝑚𝜈 < 0.37eV. If we combine all of BAO+SN+CMB, we

obtain
∑
𝑚𝜈 < 0.27eV. These results, with BAO tightening∑

𝑚𝜈 constraints compared to the CMB alone and DES SN
tending to weaken them, are in line with what has been pre-
viously seen in the DESI BAO analysis [20] as well as [63].
We note that our BAO+CMB neutrino mass bounds are higher
than those reported for DESI BAO (0.072 eV), reflecting the
fact that DES BAO Ωm constraints are weaker and compat-
ible with higher values than those from DESI BAO. As dis-
cussed for DESI BAO and other BAO studies in the literature
(e.g. [20, 81, 82]), our BAO+CMB bounds are tight enough that
the peak of the marginalized posterior hits the lower

∑
𝑚𝜈 = 0

prior bound and would peak at
∑
𝑚𝜈 < 0 if one were to fit

that posterior with a Gaussian that allowed negative values. In
contrast, the peak of the marginalized posteriors for SN+CMB
occurs at

∑
𝑚𝜈 > 0.

Finally, we remark that according to Table IV, freeing the
neutrino masses does not alleviate significantly the tensions
among probes.

F. Cosmographic expansion

Next, we use a cosmographic expansion [83, 84] to measure
𝐻0 using the DES BAO+SN with an external calibration of
the sound horizon, 𝑟𝑑 . A cosmographic expansion is a Taylor
expansion of the scale factor 𝑎 that is agnostic about the energy
contents of the Universe while maintaining the assumptions of
homogeneity and isotropy. We follow the same definitions

and methodology defined in Sec. 2 of [67], which assumes a
spatially flat Universe. We determine our result using the 4th

order expansion and a Gaussian prior on the sound horizon
from [54] of 𝑟𝑑 ∼ N(147.46, 0.28) Mpc (see Section II C 3).
We obtain

𝐻0 = 68.6+1.7
−1.6 km s−1 Mpc−1, (28)

which is consistent with the Planck ΛCDM value along with
previous inverse distance ladder measurements [67, 85, 86].
We use the Akaike Information Criterion, AIC ≡ 2𝑘 −
2 lnLmax [87], where 𝑘 is the number of parameters in the
model, to assess whether the additional parameters used in the
higher order cosmographic models are required by the data.
We find the 4th order cosmographic model used to obtain our
key result quoted above, to have a strong and moderate prefer-
ence over the 2nd and 3rd order models respectively. However,
we find no preference for or against the 4th and 5th order expan-
sions and therefore focus on the model with fewer parameters.

G. Comparison of 𝑯0 & 𝛀m across models

In this section, we compare the values of Ωm and 𝐻0 in-
ferred from all relevant combinations of models and probes.
We summarize these results in Figure 8, which shows 68%
c.r. 𝐻0 constraints, and Figure 9, which shows 68% c.r. Ωm
constraints. As a reference for the 𝐻0 constraints, Figure 8
shows a band with the direct-𝐻0 (SH0ES) results in red and
the Planck-ΛCDM results in black, highlighting the known
tension between those measurements. For Ωm constraints in
Figure 9, we show two bands corresponding to the 1-𝜎 inter-
vals for CMB (black) and SN (light green) in ΛCDM, whose
tension is quantified as 1.7𝜎 (Table IV).

We remind the reader that CMB tend to constrain the com-
bination Ωm𝐻

2
0 very well. Hence, Ωm and 𝐻0 measurements

typically anti-correlate. Particularly, SN or BAO do not con-
strain 𝐻0 on their own, but their constraints on Ωm propagate
to 𝐻0 when combining them with CMB thanks to that degen-
eracy. With this in mind, we focus our discussion below on the
Hubble constant, but similar effects (in the opposite direction)
can be seen in Ωm. We note the following highlights:

• Within ΛCDM, BAO tends to push 𝐻0 CMB constraints
to slightly higher values, whereas SN tends to push for
lower values of 𝐻0 (via the Ωm-𝐻0 anti-correlation im-
posed by CMB). However, the constraining power of the
CMB dominates when combined with SN and/or BAO.

• In ΛCDM, we can obtain 𝐻0 constraints from only
BAO+BBN+𝜃★. These bounds fall between those from
Planck and SH0ES, but are closer to the latter.

• In ΛCDM, very low values of 𝐻0 are obtained with
BAO+SN+𝜃★. However, these inferences are driven
by tensions between SN and BAO+𝜃★, with the latter
preferring extreme values for Ωb (hitting our priors) and
the age of the Universe. Hence, this tension relaxes
when including BBN and/or 𝑡U priors, bringing the 𝐻0
values up.
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• BAO pushes to higher values of 𝐻0 when added to CMB
in all models considered. This is particularly significant
for 𝑤CDM, where BAO+CMB places a lower bound on
𝐻0 that is consistent with the value from SH0ES and not
with Planck-alone. However, we note this combination
(BAO+CMB for 𝑤CDM) is in tension with SN at 2.5𝜎.
The BAO+CMB combination barely constrains 𝐻0 in
𝑤0𝑤𝑎CDM.

• SN pushes to lower values of 𝐻0 (via the Ωm-𝐻0 degen-
eracy) when added to CMB in all the extensions.

• CMB constraints on 𝐻0 significantly relax when extend-
ing the model beyond ΛCDM. However, combining the
CMB with both SN and BAO recovers tight constraints
on 𝐻0. These combinations are always compatible with
the 𝐻0 value inferred for CMB-ΛCDM.

• The cosmographic expansion (Section IV F)
BAO+SN+𝑟𝑑 gives 𝐻0 = 68.6+1.7

−1.6 km s−1Mpc−1,
compatible with CMB-ΛCDM, and is robust against
the order considered in the expansion.

• Remarkably, in 𝑤0𝑤𝑎CDM where all the tensions
among datasets disappear, we find a very tight con-
straint from BAO+SN+CMB, despite the flexibility of
the model: 𝐻0 = 67.81+0.96

−0.86 km s−1Mpc−1.

• In 𝑤0𝑤𝑎CDM, when using only expansion history
probes (BAO+SN+BBN+𝜃★+𝑡U), we obtain again a
well-constrained Hubble constant, 𝐻0 = 67.8+1.1

−1.2
km s−1Mpc−1.

Hence, we conclude that the tensions seen inΛCDM, 𝑘ΛCDM
and 𝑤CDM among probes, do not seem to hint at a resolution
of the Hubble tension problem and our data combinations tend
to favor 𝐻0 values similar to ΛCDM CMB constraints.

V. DISCUSSION

Findings and tensions in 𝚲CDM and 1-parameter extensions

A recurring theme of this work is that in most of the cos-
mological models we consider, we find some level of tension
between datasets, often with our two background probes, BAO
and SN pulling in different directions of parameter space. With
this in mind, we summarize the main findings for ΛCDM and
its one-parameter extensions:

• ΛCDM

– When adding BAO to CMB, it pushes for lower
values of Ωm, whereas SN pushes in the oppo-
site direction. This is consistently found in other
cosmological models.

– Several tensions among data and/or inconsisten-
cies are found. For example, BAO+BBN+𝜃★ is
found in 2.9𝜎 tension with SN.

– The age-of-the-Universe priors can help alleviate
some tensions.

– The combination BAO+SN+BBN+𝜃★ can set
competitive results to CMB, and are within ∼ 1𝜎
of it.

• 𝑘ΛCDM

– CMB alone is subject to significant geometric de-
generacies and prefers negative Ω𝑘 . When adding
BAO, it becomes compatible with Ω𝑘 =0, whereas
SN tightens the constraints around negative values
ofΩ𝑘 . The combination BAO+SN+CMB is within
∼ 1𝜎 of flatness.

– BAO+SN+BBN+𝜃★, with 2.8𝜎 evidence for posi-
tive Ω𝑘 , is not compatible with CMB and its com-
bination with SN and/or BAO.

– BAO is found to be in 3.2𝜎 tension with CMB in
this model.

• 𝑤CDM

– CMB alone has a very large degeneracy between
𝑤 and Ωm, preferring 𝑤 < −1 at 1.7𝜎. When
adding BAO, contours tighten, preferring 𝑤 < −1
at 2.8𝜎. On the other hand, SN prefers 𝑤 > −1
(𝑤 = −0.82+0.15

−0.11), remaining nearly identical if we
also add BAO.

– This difference in the preferred value of 𝑤 leads
to a tension of ∼ 2.5𝜎 between BAO+CMB and
SN in 𝑤CDM. This can be interpreted as evidence
for evolving dark energy, given that the effective
redshifts of SN and BAO are different.

• 𝜈ΛCDM

– In this model, tensions among probes remain at a
similar level as in ΛCDM (Table II).

– CMB alone sets
∑
𝑚𝜈 < 0.28eV, with a positive

correlation between Ωm and
∑
𝑚𝜈 . Hence, the

preference for higher Ωm of SN results in a more
relaxed neutrino constraint (

∑
𝑚𝜈 < 0.38eV) and

the preference for lowerΩm of BAO for more strin-
gent constraint (

∑
𝑚𝜈 < 0.15eV). BAO + SN +

CMB results are very similar to CMB alone:
∑
𝑚𝜈

< 0.27eV.

We find it difficult to reconcile all the data with these models
and report our main results within 𝑤0𝑤𝑎CDM, where tensions
are alleviated and different data combinations agree. We argue
this choice below and present the main𝑤0𝑤𝑎CDM conclusions
in Section VI.

Is 𝒘0𝒘𝒂CDM preferred over 𝚲CDM?

Our choice of 𝑤0𝑤𝑎CDM model for the main results is
driven by the tensions between inferences from different
datasets observed in the other models: all have at least one
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FIG. 8. Hubble constant constraints for most of the combinations of models and datasets considered in this work, visualizing values reported
in Table V. Two-sided 1-𝜎 (68% c.r.) constraints are shown as points with error bars, and one-sided 95% upper/lower limits are shown as
triangular markers with the point facing down/up. We also show the SH0ES and the CMB-ΛCDM constraints as shaded bands for comparison.
We note that 𝐻0 anti-correlates with Ωm (shown in Figure 9) when including CMB with other probe combinations. Besides the variety of
values, we note that the more extreme constraints are associated with tensions between datasets and that our main results (BAO+SN+CMB in
𝑤0𝑤𝑎CDM, marked with a star) agree with CMB-ΛCDM (gray band). See discussion in Section IV G.

case of ≥ 2.5𝜎 tension (Table IV).13 In addition to tensions
explicitly reported in Table IV, there are additional significant
offsets in the posteriors inferred for different data combinations
shown in Figures 2, 4 and 5. These latter tensions cannot be
quantified by the methodology in Section III C 2 when part of
the data is shared among the two data combinations considered.
Both types of tensions get significantly relieved in 𝑤0𝑤𝑎CDM,
with a maximum tension of 1.6𝜎 among 7 data combinations
tested. Furthermore, all data combinations tested have 1-𝜎
regions that overlap in the 𝑤0-𝑤𝑎 plane, and several of them
report significant deviations from ΛCDM (Table II).

Some other works have relied on Bayesian evidence or some
approximation to it to choose a preferred model. However, we
argue here that these methods can strongly dilute their evidence
as the priors widen, whereas the parameter difference method
we employ (Section III C 1) is independent of that effect, pro-
vided the data are sufficiently constraining (and we consider
it to be the case for Equation 25 and Equation 27). We note
that both methods penalize adding more free parameters (as
we do in 𝑤0𝑤𝑎CDM) to compensate for the additional de-
grees of freedom. This penalization is explicit in the Bayesian
evidence ratios. For our method, it naturally appears since

13 Additionally, recent works like [88] suggest that tensions in Ωm in ΛCDM
would naturally appear if the Universe followed a 𝑤0𝑤𝑎CDM cosmology.

given a change in goodness of fit, the significance of deviation
dilutes when having more degrees of freedom. We also see
in Table III that 𝑤0𝑤𝑎CDM improves the goodness of fit by
Δ𝜒2 ∼ 11 with respect toΛCDM for the two most constraining
data combinations. Under the Gaussian approximation for the
likelihood (Wilks’ theorem [76]), this corresponds to a > 2.5𝜎
preference for 𝑤0𝑤𝑎CDM, given the two additional degrees of
freedom, in line with our method considering the full shape of
the posterior in the 𝑤0 − 𝑤𝑎 plane (∼ 3𝜎, Table II).

One could potentially be concerned about projection effects
when extending the parameter space, or about the effect of
informative priors. This effect can be present in some in-
stances with weak constraints such as CMB alone in Figure 6.
However, probe combinations with strong constraining power
such as BAO+SN+CMB or BAO+SN+BBN+𝜃★ are not ex-
pected to be affected by this. To verify the robustness of con-
straints and the significance of their deviation from ΛCDM,
we ran a series of checks on the 𝑤0𝑤𝑎CDM inferences re-
ported in the text above for BAO+SN+CMB (Equation 25),
BAO+SN+BBN+𝑡U (Equation 26) and BAO+SN+BBN+𝜃★
+𝑡U (Equation 27). These checks, which included the compar-
ison of 2D marginalized posteriors with the position of the 10
highest-posterior samples from the chain, and with an approx-
imate profile likelihood, support the idea that these constraints
are not significantly impacted by projection effects. As vali-
dation of the reported parameter-shift deviation from ΛCDM,
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FIG. 9. Density parameter of matter in the Universe, Ωm, with its corresponding 68% c.r. (points with error bars) or 95% upper/lower limit
(triangles pointed down/up), given by the constraints for different combinations of models and datasets considered in this work. We also show
the CMB-ΛCDM and SN-ΛCDM constraints, noting their full posterior are 1.7𝜎 apart (Table IV, Section III C 2). Note that Ωm anti-correlates
with 𝐻0 (shown in Figure 8) when including CMB and other probe combinations. Some of the more extreme constraints can be related to
tensions between datasets, as is discussed in Section IV G. Our main results, BAO+SN+CMB 𝑤0𝑤𝑎CDM, are marked with a star.

we confirmed that the iso-density contour going through the
ΛCDM point in parameter space is well behaved — i.e. that it
is not dominated by noise.

The Hubble constant

Given the choice of𝑤0𝑤𝑎CDM results as our main focus, we
can consider the implications for the Hubble tension, referring
to 𝐻0 constraints examined in Section IV G. We report a
consensus value given by BAO+SN+CMB 𝑤0𝑤𝑎CDM of

𝐻0 = 67.81+0.96
−0.86 km s−1 Mpc−1 ,

noting that this value is in good agreement with that
given by CMB-ΛCDM (𝐻0 = 67.30+0.57

−0.61 km s−1Mpc−1) and
BAO+SN+CMB-ΛCDM (𝐻0 = 67.03+0.53

−0.55 km s−1Mpc−1).
It is also compatible with BAO+SN+CMB constraints in
all models considered, as well as with the cosmographic
expansion model (BAO+SN+𝑟𝑑 at fourth order: 𝐻0 =

68.6+1.7
−1.6 km s−1Mpc−1, see Section IV F). This inference

is also consistent with the CMB-independent data combi-
nation BAO+SN+BBN+𝑡U (𝐻0 = 69.6+2.4

−2.5 km s−1Mpc−1

in 𝑤0𝑤𝑎CDM) and with the background-probe combina-
tion BAO+SN+BBN+𝜃★+𝑡U (𝐻0 = 67.8+1.1

−1.2 km s−1Mpc−1 in
𝑤0𝑤𝑎CDM). Whereas we find some higher or lower values
of 𝐻0 for certain other combinations of datasets and models,

these values are always associated with tensions seen between
probes. In summary, the inferred value of 𝐻0 from the data we
consider is fairly robust to different choices for model and data
combinations, and the improved fit for 𝑤0𝑤𝑎CDM does not
substantially impact considerations for the Hubble tension.

VI. CONCLUSIONS

In this paper, we studied the cosmological parameter im-
plications of background probes, BAO and SN, from the DES
final dataset. We did this in combination with external probes:
Planck’s CMB (in three different forms: temperature and po-
larization power spectra, angular acoustic scale, 𝜃★, or comov-
ing acoustic scale, 𝑟𝑑), BBN [60], and age-of-the-Universe
priors [56], as explained in Section II. We studied the ΛCDM
model, extensions on the background evolution (𝑘ΛCDM,
𝑤CDM and 𝑤0𝑤𝑎CDM, see Section III A), and an extension
with free neutrino masses (𝜈ΛCDM).

Following from the discussion above (Section V), our main
conclusion is that these datasets fail to agree in parameter space
except for the most complex model we considered,𝑤0𝑤𝑎CDM.
This corresponds to the model known as CPL, where the equa-
tion of state of dark energy varies linearly with the scale factor
(𝑤(𝑎) = 𝑤0 + (1 − 𝑤𝑎)𝑎). In this parameter space, our data
combination of BAO+SN+CMB prefers {𝑤0 > −1, 𝑤𝑎 < 0}
(Equation 25) over ΛCDM ({𝑤0 = −1, 𝑤𝑎 = 0}) with a sig-
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nificance of ∼ 3.2𝜎:

𝑤0 = −0.673+0.098
−0.097

𝑤𝑎 = −1.37+0.51
−0.50

}
BAO+SN+CMB.

Within the 𝑤0𝑤𝑎CDM model, all datasets considered are
compatible with one another and the consensus lies in the
{𝑤0 > −1, 𝑤𝑎 < 0} quadrant. Remarkably, even if we restrict
ourselves to only background probes (BAO+SN+BBN+𝜃★+𝑡U)
or non-CMB (BAO+SN+BBN+𝑡U), we find 2.8𝜎 and 2.0𝜎
deviations from ΛCDM, respectively. These results could
indeed be hinting at the dynamical nature of dark energy, or
they could be a sign of some unknown systematic error in
some (parts of the) datasets or of another type of non-ΛCDM
physics shaping the expansion history of the Universe.

Certainly, this and recent works create an interesting sce-
nario for our understanding of the cosmological model.
Whereas in the recent past, the description of dark energy
dynamics in ΛCDM has been in reasonably good agreement
with nearly all observables studied, this has shifted in the last
year. First, the final DES-SN5YR results released in Jan-
uary 2024 [8] reported a ∼ 2𝜎 hint of deviation from ΛCDM
in favor of the 𝑤0𝑤𝑎CDM model. Shortly after, DES-Y6-
BAO found another 2.1𝜎 tension between its measurement
of 𝐷𝑀 (𝑧 = 0.85)/𝑟𝑑 and that predicted by Planck-ΛCDM
[6] (although we note similar level of tension was previously
seen in DES-Y3-BAO [26]). Finally, in April of the same year,
DESI reported a 3.9𝜎 deviation fromΛCDM when combining
DESI 2024 BAO with Planck-CMB and DES-SN5YR SN. Re-
analyzing that same data, we reproduce this result (Appendix
A), finding a 3.6𝜎 tension when using our model comparison
methodology (Section III C) and CMB likelihood configura-
tion (which, as we note in Section II C is slightly different than
that used in the DESI paper).

This work confirms that the previously observed tension
persists at a similar level (3.2𝜎) when considering DES Y5
BAO combined with DES-SN5YR and Planck-CMB. For com-
parison, we note that substituting the single DES (angular)
BAO datapoint for the seven DESI BAO measurements [22]
in combination with the same SN and CMB likelihoods only
slightly reduces the significance of the reported deviation from
ΛCDM from 3.6𝜎 to 3.2𝜎). We also find that the deviation
from ΛCDM becomes larger when including both DESI and
DES BAO, though but the exact significance would depend
on the unknown (but likely small) correlations between these
datasets. Overall this work adds to the growing evidence from
different studies that the equation of state of dark energy could
vary with time. However, before a change of paradigm of this
magnitude can be established, the community should require
a larger statistical significance, and this tension should per-
sist over several years with new datasets and careful scrutiny
of data characterization and analysis methodology. Addition-
ally, a physical model of cosmic acceleration that is more well
motivated from first principles would help establish a viable
alternative to ΛCDM.

This study represents the impact of DES background cos-
mology probes (BAO and SN) on the current cosmological

paradigm from the survey’s final dataset. Looking ahead,
DES will soon be releasing analyses that additionally probe the
growth of structure and the density perturbations in the late-
time Universe. These include studies of weak gravitational
lensing, galaxy clustering, cluster counts, cross-correlations
among those probes and also with external datasets, such as
the CMB. These upcoming results will both provide better con-
straints on the properties of our cosmological models and pro-
vide crucial cross-checks of whether the emerging paradigm
shift is self-consistent across probes. Certainly, the legacy
of DES will be a rich source of insight for state-of-the art
cosmological analyses in the coming years.
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Appendix A: Combination with DESI 2024 BAO

In this appendix, we combine our BAO and SN measure-
ments with the DESI 2024 BAO results from [21], and also
CMB from Planck, and run chains assuming 𝑤0𝑤𝑎CDM.
We include all BAO measurements from DESI, namely BGS,
LRG1, LRG2, LRG3+ELG1, ELG2, QSO and LYA . In Fig-
ure 10, we show the angular BAO distance ladder, including
the results from DESI 2024 and our DES BAO measurement.
For BGS and QSO, the 2D BAO fit was not carried out; there-
fore, there is no 𝐷𝑀/𝑟𝑑 available in the table mentioned above.
For these two tracers, we plot 𝐷𝑉/𝑟𝑑 as the value for 𝐷𝑀/𝑟𝑑
represented in the plot and 1.5×𝜎(𝐷𝑉/𝑟𝑑) as its uncertainty.14
Nevertheless, for the chains, the full likelihood of DESI 2024
BAO is used, considering 𝐷𝑀/𝑟𝑑 and 𝐷𝐻/𝑟𝑑 when available,
and 𝐷𝑉/𝑟𝑑 when not. This is labeled as DESI2024BAO.

The results of our chains are shown in Figure 11. The
CMB+DESI2024BAO combination (blue) is 2.8𝜎 away from
ΛCDM (see Table VI), compared to the 3.4𝜎 deviation
found with BAO+CMB (Table II). When adding SN
(SN+CMB+DESI2024BAO, red), the deviation rises to 3.6𝜎
(Table VI), compared to the 3.2𝜎 we found with DES BAO
in combination with CMB and SN (Table II). Nevertheless,
we see that DESI alone does not show a strong deviation from
ΛCDM.

We also note that the 3.6𝜎 deviation found here for
SN+CMB+DESI2024BAO is somewhat lower than that re-
ported by DESI (3.9𝜎 [22]). This is due to two main reasons.
First, the CMB implementation is somewhat different (see Sec-
tion II C), mainly because we do not include CMB-lensing in
our likelihood, but [22] did. Second, DESI used likelihood
ratios to estimate the deviation based on Δ𝜒2 and Wilks’ the-
orem, while we consider the full shape of the posterior in
the 𝑤0-𝑤𝑎 parameter plane as our primary metric, see Sec-
tion III C 1. If we use the same likelihood ratio method as
DESI, we find a deviation of 3.5𝜎 from Δ𝜒2 = 16.4.

Finally, we also report the combination of CMB, SN together
with both BAO datasets (BAO+SN+CMB+DESI2024BAO,
green in Figure 11). In this case, the parameter shift devia-
tion from ΛCDM is at the 4.2𝜎 level while the goodness-of-fit
comparison gives Δ𝜒2 = 16.5 and 3.5𝜎. Nevertheless, we
caution that this number relies on DES BAO and DESI BAO

14 Assuming spherical symmetry, the 𝐷𝑀 (𝑧) constraints are 50% less precise
(see [91]) with respect to the spherically-averaged measurement.
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FIG. 10. Ratio between the 𝐷𝑀 (𝑧)/𝑟𝑑 measured using the BAO
feature at different redshifts and the prediction from the cosmolog-
ical parameters determined by Planck-2018, assuming ΛCDM. We
include all the measurements from the DESI 2024 BAO analysis in
different colors, and the DES Y6 measurement as an golden star.

being fully independent. There is some small overlap in the
area and redshift range of the samples that could give rise to
some small correlations among these datasets. This correla-
tion is expected to be small, but computing it is beyond the
scope of this paper.

Appendix B: Likelihood for BAO individual bins

In [6], we presented measurements of the BAO shift 𝛼 from
the angular correlation function (ACF) over the entire BAO
sample redshift range (0.6 < 𝑧ph < 1.2). This method was
validated with 1952 mocks. Along with it, two other meth-
ods were validated: the angular power spectrum (APS) and
projected correlation function.

In this appendix, we validate the method when computed at
the individual bin level, with Δ𝑧ph = 0.1. In this process, we
found ACF to be more robust than APS and PCF, so we will
only continue with ACF.

The main validation is given by Table VII, similar to Table
III of [6]. The method minimizes the 𝜒2 as a function of 𝛼,
defining the best fit as the minimum 𝜒2 and the error 𝜎𝛼 as
the semi-width of the Δ𝜒2 = 1 region. In Table VII, we find
the mean of the best fits, ⟨𝛼⟩, which is expected to be 1, since
in the mocks we assume the cosmology they were generated
with. We then use |⟨𝛼⟩ − 1| as a systematic error associated to
modeling in each individual bin, which we report in Table VIII
as 𝜎mod,sys. We also check the reasonable agreement between
⟨𝜎𝛼⟩, 𝜎std and 𝜎68, which tells us about the robustness of our
error bars. We refer the reader to [6] for more details.

In Table VIII, we report our measurements of the individual
bin BAO. The systematic error associated to modeling (𝜎𝑧,mod)
comes from Table VII described in the previous paragraph.
The systematic error associated with redshifts (𝜎𝑧,sys) comes
from Table I of [6]. The total error is computed as the sum
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FIG. 11. 𝑤0𝑤𝑎CDM with DESI. 1 and 2 𝜎 contours of the 2D
posterior of 𝑤0-𝑤𝑎 for several data combinations that include DESI
2024 BAO, labeled as DESI2024BAO. We also include combinations
with DES BAO (simply labeled as BAO), in particular, the orange
BAO+SN+CMB contour is the same one as in Figure 6. Combining
CMB, SN and either BAO dataset (DES or DESI), the deviation from
ΛCDM is > 3𝜎. The deviation could be larger for the green case
with both BAO datasets combined, however, possible correlations
among them have been neglected in this combination, see discussion
in Appendix A.

of the quadrature of those two with the statistical error. This
is the same procedure we followed in [6] for the combined
measurement (0.6 < 𝑧ph < 1.2). Then, multiplying 𝛼 by the
fiducial 𝐷𝑀/𝑟𝑑 from the cosmology assumed in the template
fitted to the data, we obtain physical constraints on 𝐷𝑀/𝑟𝑑 .

Finally, we note that these individual measurements are ex-
pected to be correlated, mostly due to their redshift overlap
(Figure 2 of [6]). Using the 1952 mock catalogues we com-
pute the Pearson correlation coefficient (𝜌𝑖 𝑗 ) among any two
bins (𝑖, 𝑗) and represent them in Figure 12. Then, our final
covariance comes from the total error (𝜎) reported on the last
row of Table VIII and the correlation from Figure 12:

𝐶𝑖, 𝑗 = 𝜎𝑖𝜎𝑗 𝜌𝑖 𝑗 . (B1)

With this covariance, and the mean of 𝐷̄ ≡ 𝐷𝑀/𝑟𝑑 reported
in Table VIII, we construct a Gaussian likelihood (logL ∝
(𝐷𝑖 (p) − 𝐷̄𝑖)𝐶−1

𝑖, 𝑗
(𝐷 𝑗 (p) − 𝐷̄ 𝑗 )).

Appendix C: Cosmological constraints from the BAO individual
bins

Once we have set up the alternative individual bin likelihood
in Appendix B, we can re-run our chains. We will simply focus
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Deviations from ΛCDM (𝜎)

Dataset w0waCDM

DESI2024BAO 1.3
CMB + DESI2024BAO 2.8
SN + CMB + DESI2024BAO 3.6
BAO + SN + CMB + DESI2024BAO 4.2

TABLE VI. Deviations from ΛCDM of the constraints in the 𝑤0𝑤𝑎CDM model for data combinations that include DESI 2024 BAO results,
see Appendix A. This is quantified in 𝜎s, see Equation 21 and Section III C 1. We note that possible correlations between DESI BAO and DES
BAO (simply labeled as BAO), are neglected and could reduce the deviation reported in the last row.

Bins Redshift ⟨𝛼⟩ 𝜎std 𝜎68 ⟨𝜎𝛼⟩ mocks ∈ ⟨𝛼⟩ ± ⟨𝜎𝛼⟩
1 0.6 < 𝑧ph < 0.7 1.0024 0.0485 0.0457 0.0454 67.7%
2 0.7 < 𝑧ph < 0.8 0.9999 0.0458 0.0438 0.0420 66.2%
3 0.8 < 𝑧ph < 0.9 1.0038 0.0407 0.0388 0.0403 70.0%
4 0.9 < 𝑧ph < 1.0 1.0095 0.0398 0.0370 0.0376 69.2%
5 1.0 < 𝑧ph < 1.1 1.0072 0.0409 0.0377 0.0416 72.4%
6 1.1 < 𝑧ph < 1.2 1.0067 0.0475 0.0461 0.0557 76.0%

TABLE VII. Validation of the angular correlation function method on individual tomographic bins, when run in the 1952 COLA mocks. We
show: (i) bin number, (2) redshift interval, (3) mean of the best fit BAO shift (𝛼) across all mocks, (4) standard deviation of best fit 𝛼, (5)
semi-width of the interval containing 68% of the best fit 𝛼, (6) mean of the error reported in each mock, and (7) number of mocks with a best
fit within [⟨𝛼⟩ − ⟨𝜎𝛼⟩, ⟨𝛼⟩ + ⟨𝜎𝛼⟩]. This table is the equivalent of Table III of [6] but for individual bins.
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FIG. 12. Correlation matrix of 𝛼𝑖 for the 5 redshift bins with an
individual BAO detection.

on BAO+CMB, where the impact of BAO is expected to be
more notable. Even in this case, in Figure 13, we barely see
any difference with respect to the standard BAO likelihood. In
other cases that were explored, but not shown, we also found
a negligible effect of swapping the BAO likelihoods. Hence,
we conclude that the different 𝛼 values preferred by different
redshift bins are likely due to statistical fluctuations (note that
in [6] we already found 𝛼𝑖 redshift fluctuations consistent with
that of the 1952 mocks) rather than hinting to an expansion
history different to that preferred by the single BAO case.
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FIG. 13. Comparison of constraints from CMB in combination with the standard DES BAO constraint (BAO: 1 𝐷𝑀/𝑟𝑑 point in 0.6 < 𝑧ph < 1.2)
and the combination with the alternative BAO analysis based on 5 individual bins (BAO-5: 𝐷𝑀/𝑟𝑑 fitted in each of the Δ𝑧ph = 0.1 bins). We
show constraints in ΛCDM, 𝑘ΛCDM, 𝑤CDM, and 𝑤0𝑤𝑎CDM, finding very small differences.
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[60] N. Schöneberg, The 2024 BBN baryon abundance up-
date, J. Cosmology Astropart. Phys. 2024, 006 (2024),
arXiv:2401.15054 [astro-ph.CO].

[61] A. G. Riess, W. Yuan, L. M. Macri, D. Scolnic, D. Brout,
S. Casertano, D. O. Jones, Y. Murakami, G. S. Anand,
L. Breuval, T. G. Brink, A. V. Filippenko, S. Hoffmann, S. W.
Jha, W. D’arcy Kenworthy, J. Mackenty, B. E. Stahl, and
W. Zheng, A Comprehensive Measurement of the Local Value
of the Hubble Constant with 1 km s−1 Mpc−1 Uncertainty from
the Hubble Space Telescope and the SH0ES Team, ApJ 934, L7
(2022), arXiv:2112.04510 [astro-ph.CO].
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