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Galaxy clusters provide a unique probe of the late-time cosmic structure and serve as a powerful
independent test of the ΛCDM model. This work presents the first set of cosmological constraints
derived with ∼ 16, 000 optically selected redMaPPer clusters across nearly 5, 000 deg2 using DES
Year 3 data sets. Our analysis leverages a consistent modeling framework for galaxy cluster cos-
mology and DES-Y3 joint analyses of galaxy clustering and weak lensing (3×2pt), ensuring direct
comparability with the DES-Y3 3×2pt analysis. We obtain constraints of S8 = 0.864 ± 0.035 and
Ωm = 0.265+0.019

−0.031 from the cluster-based data vector. We find that cluster constraints and 3×2pt
constraints are consistent under the ΛCDM model with a Posterior Predictive Distribution (PPD)
value of 0.53. The consistency between clusters and 3×2pt provides a stringent test of ΛCDM
across different mass and spatial scales. Jointly analyzing clusters with 3×2pt further improves
cosmological constraints, yielding S8 = 0.811+0.022

−0.020 and Ωm = 0.294+0.022
−0.033, a 24% improvement in

the Ωm − S8 figure-of-merit over 3×2pt alone. Moreover, we find no significant deviation from the
Planck CMB constraints with a probability to exceed (PTE) value of 0.6, significantly reducing
previous S8 tension claims. Finally, combining DES 3×2pt, DES clusters, and Planck CMB places
an upper limit on the sum of neutrino masses of

∑
mν < 0.26 eV at 95% confidence under the

ΛCDM model. These results establish optically selected clusters as a key cosmological probe and
pave the way for cluster-based analyses in upcoming Stage-IV surveys such as LSST, Euclid, and
Roman.

PACS numbers: 98.80.-k, 98.80.Es, 98.65.-r
Keywords: Cosmology, Cosmological parameters, Galaxy cluster counts, Large-scale structure of the universe

I. INTRODUCTION

The standard ΛCDM model of cosmology has been
successful in explaining a wide range of observational re-
sults [1–14] (see [15–19] for reviews). However, recent
evidence has started to hint the limitation of ΛCDM.
Specifically, tension has emerged in the measurements of
the S8 parameter, the amplitude of the matter density
fluctuations, defined as S8 = σ8

√
Ωm/0.3. The measure-

ments of S8 derived from the cosmic microwave back-
ground (CMB) [8], when converted to today’s values,
tend to be higher than the late-universe values directly
measured from large-scale structure [20–27], see [28–30]
for reviews. Possible explanations of the tension range
from unexpectedly strong baryonic feedback to beyond
ΛCDM physics [31–33]. Another hint arises from mea-
surements of the Hubble constant using local distance

ladders, which yield a higher value than the one inferred
from the CMB [e.g., 34]. Moreover, recent combinations
of Type-Ia supernovae (SN), Baryonic Acoustic Oscilla-
tions (BAO), and CMB show hints that the dark energy,
which drives the universe’s accelerated expansion, might
not be a cosmological constant (Λ) [35, 36].

To confirm or resolve the tension and to seek new
physics beyond ΛCDM, we must examine the universe
from multiple perspectives. Galaxy clusters (CL), galaxy
clustering (GC), and weak gravitational lensing (WL) are
each sensitive to different aspects of the late-time cosmic
structure. Consistently analyzing, comparing, and com-
bining insights from all these probes forms the founda-
tion of multiprobe cosmological analysis and is a key goal
of the Dark Energy Survey [10, 36–38]. Among these
probes, galaxy clusters are megaparsec scale structures
that probe the late-time cosmic structure and have long
been recognized as a powerful cosmological probe [16, 39–
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42]. Cosmological analyses have been conducted using
clusters identified in X-ray [43–47], millimeter [48–50],
and optical surveys [51–56].

Wide-field imaging surveys, such as the Dark En-
ergy Survey (DES), the Hyper Suprime Cam (HSC),
and the Kilo-Degree Survey (KiDS), simultaneously pro-
vide a large sample of optically identified clusters and
the gravitational lensing signal for cluster mass cali-
bration. Forecasts have shown that the clusters have
a statistical power comparable to that of combined
CMB+SN+BAO+WL in Stage-III and Stage-IV experi-
ments [16]. However, despite its superb statistical power,
optical cluster samples face unique challenges in system-
atic uncertainties. Previous analyses have revealed that
clusters selected by optical richness tend to suffer a se-
lection bias in lensing [57]. Specifically, without taking
the selection bias in lensing into account, the cosmologi-
cal constraints of σ8 and Ωm in the DES-Y1 small-scale
analysis [57] can be biased by more than 2σ. Recent anal-
yses have treated the cluster selection bias using either
analytic or simulation-based approaches [55, 58, 59].

In this paper, we present the cosmological constraints
from galaxy clusters using the first three years of ob-
servations from the Dark Energy Survey (DES-Y3).
Specifically, we jointly analyze the cluster-based data
vector (CL+GC1 hereafter), including cluster abun-
dances, large-scale cluster lensing, large-scale cluster–
clustering, large-scale cluster–galaxy correlation func-
tions, and large-scale galaxy–galaxy correlations, mea-
sured for DES-Y3 dataset (see Fig. 1 for a summary). As
demonstrated in DES-Y1 [11], this combination of data
vectors enables efficient and robust extraction of cos-
mological information from galaxy clusters. Specifically,
cluster–galaxy cross-correlations, cluster clustering, and
galaxy clustering constrain cluster masses through the
halo bias–halo mass relation, while cluster lensing pro-
vides an independent mass constraint. Together, these
observables self-calibrate selection effects and yield pre-
cise cluster mass estimates. The resulting constraints on
cluster mass and abundance lead to competitive cosmo-
logical constraints.

The DES-Y3 cluster sample consists of ∼ 16K
redMaPPer2 clusters across nearly 5, 000 deg2, nearly
tripling the sample size of DES-Y1. This increased sta-
tistical power necessitates the advancements in our mod-
eling framework beyond DES-Y1 [11, 58]. Our updated
analysis, validated for the precision expected in the full
DES dataset [60], addresses selection biases through a
combination of optimized scale cuts and an improved an-
alytic model. This approach is further validated through
analytic calculations and simulations [61]. Addition-
ally, we employ a specially designed machine learning-
based likelihood inference tool [62], reducing computa-

1 We note that this was referred to as 4× 2pt+N in DES-Y1 [11].
2 redMaPPer stands for the red-sequence Matched-filter Probabilis-
tic Percolation cluster finding algorithm.

tional costs by a factor of 10. Parallel to this paper, the
DES Galaxy Cluster team is working on extracting cos-
mology from small-scale cluster lensing while addressing
systematics impacting small-scale lensing [59, 63–71].

Leveraging this new cluster-based constraint alongside
galaxy clustering and weak gravitational lensing mea-
sured from DES-Y3, we perform a stringent test of the
ΛCDM model. Uniquely, our cluster cosmology analysis
employed a fully consistent model with DES-Y3 3×2pt3,
and we have homogenized analysis choices between clus-
ters and 3×2pt. This enables relatively straightforward
comparisons between cluster constraints and those from
3×2pt, as well as the joint analyses. Similar to DES-
Y1, our joint analyses fully account for cross-covariance
between different cosmological probes. The full data vec-
tor (CL+3×2pt4 hereafter) includes all data in CL+GC,
high redshift galaxy clustering, galaxy–galaxy lensing,
and cosmic shear (See Fig. 1 for a summary). We find
that adding clusters leads to 24% improvements in cos-
mological constraints in the Ωm − S8 plane.

This paper is organized as follows. We first present
the data set in Sec. II and then the measurement and
modeling in Sec. III. We discuss our blinding strategies in
Sec. IV. The cosmological results are presented in Sec. V.
We conclude in Sec. VI. Appendix A presents a DES-
Y3 catalog update. Appendix B shows the full sets of
data vectors. Appendix C details the calculation of the
posterior predictive distribution, which has been used to
quantify the goodness of fit and the tension between cor-
related datasets. Appendix D discusses the constraints
on the mass–richness relation. The constraints on nui-
sance parameters are presented in appendix E.

II. DARK ENERGY SURVEY DATA

In this paper, we use a number of data products from
the Dark Energy Survey Year 3 (DES-Y3) dataset, which
comprises data taken in the first three years of DES be-
tween 2013 to 2016. The foundation of the data products
described here is the DES-Y3 Gold catalog described in
[72], from which we derive the three samples of objects:
the redMaPPer galaxy cluster sample (Section IIA), the
Metacalibration source galaxy sample and the Maglim
lens galaxy sample (Section II B). We note that the source
and the lens galaxy samples have been described in de-
tail in previous work [see 10, and references therein], we
therefore only summarize briefly the key aspects of the
samples.

3 The 3×2pt refers to the joint analyses of cosmic shear, galaxy
clustering, galaxy–galaxy lensing.

4 We note that this was referred to as 6× 2pt+N in DES-Y1 [11].
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FIG. 1. Summary of the different components in this analy-
sis. The data in this paper consist of cluster abundances (N)
and six two-point correlation functions derived from galaxy
density (δg), weak gravitational lensing shear (γ), and clus-
ter density (δc). The correlation functions include cosmic
shear (γγ), galaxy–galaxy lensing (δgγ), galaxy clustering
(δgδg), cluster–galaxy cross-correlation (δcδg), cluster auto-
correlation (δcδc), and cluster lensing (δcγ).
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FIG. 2. Photometric redshift performance of DES-Y3
redMaPPer cluster catalog. Upper panel: gray contours show
1σ and 2σ confidence intervals, and orange stars show 5σ out-
liers. Bottom: photo-z bias and uncertainties evaluated with
available 1955 spectroscopic central galaxies. The orange line
is estimated via the standard deviation of spectroscopic red-
shifts. The blue line is evaluated based on the reported red-
shift uncertainties estimated by redMaPPer.

A. DES cluster samples

For this analysis, we use a volume-limited sample
of galaxy clusters detected in DES-Y3 photometric
data [73] with the redMaPPer cluster finder (v6.4.22+2)
5. The redMaPPer algorithm operates on a sub-
set of high-quality objects selected from the DES-Y3
Gold catalog. To ensure data quality, we exclude ob-
jects flagged with FLAG GOLD = 8, 16, 32, or 64.

5 The catalog is released at https://des.ncsa.illinois.edu/

releases/y3a2/Y3key-cluster.
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FIG. 3. Comparison of DES-Y1 redMaPPer and DES-Y3
redMaPPer samples that have central galaxy with < 0.5 ar-
cmin seperation. Top panel: ratio of redshifts. Bottom panel:
ratio of richness. Contours show 1σ and 2σ scatters. Black
solid lines show the median.

We further select extended objects using the criterion
EXTENDED CLASS MASH SOF ≥ 2. For photome-
try, we adopt the “Single-Object Fitting” (SOF) mea-
surements in the g, r, i, and z bands to identify clus-
ters. Notably, this approach differs from DES-Y1 analy-
ses, which relied on the multi-epoch, multi-object fitting
(MOF) composite model (CM) galaxy photometry. We
opt for SOF photometry in this study because it demon-
strates greater stability for bright central galaxies.

redMaPPer identifies galaxy clusters as overdensities
of red-sequence galaxies. The cluster-finding process in-
volves two main steps. First, the algorithm constructs an
empirical red-sequence model, which relates galaxy col-
ors to redshift. This model is derived using spectroscopic
redshifts from the fourteenth data release of the Sloan
Digital Sky Survey (SDSS DR14) [74] and the Australian
Dark Energy Survey Global Redshift Catalog (OzDES
GRC). Second, the algorithm iteratively identifies over-
densities of red-sequence galaxies through a matched-
filter technique. The matched filter consists of galaxy
colors, positions, and luminosities, which are calculated
from the SOF photometry and the red-sequence model.

Each detected galaxy overdensity, known as the
redMaPPer cluster, is then assigned a photometric red-
shift (zλ), a mass proxy (richness, λ), and a central posi-
tion based on the matched-filter likelihood. These prop-
erties form the basis for our subsequent cluster analyses.

In this analysis, we only use galaxy clusters with
λ > 20 to ensure > 99% purity of the sample [75, 76].
We further restrict the samples to redshift intervals zλ =
[0.2, 0.65]. The redshift lower limit mitigates the degra-

https://des.ncsa.illinois.edu/releases/y3a2/Y3key-cluster
https://des.ncsa.illinois.edu/releases/y3a2/Y3key-cluster
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dation of redMaPPer performances due to the lack of u-
band data, and the redshift upper limit ensures a rela-
tively constant footprint across redshift and consistency
of redMaPPer redshift bins and the galaxy samples used
for cross-correlations. With these restrictions, a total
of 18,005 galaxy clusters are included in the DES-Y3
redMaPPer cosmology catalog. Among 18, 005 clusters,
1, 514 of those are removed after applying a joint mask
used by the 3×2pt analyses. This is 2.5 times as many
clusters compared to the cosmological sample in DES-Y1
[57].

The redMaPPer v6.4.22+2 algorithm used in this anal-
ysis is similar to the one used in DES-Y1 analyses
[57, 77] with one important update. The percolation ra-
dius, the radius used to deblend overlapping redMaPPer
clusters, is updated from 1.5 × (λ/100)0.2h−1Mpc to
1.95×(λ/100)0.45h−1Mpc to be more consistent with the
halo exclusion criteria in [78].

We further investigate the performance of DES-Y3
redMaPPer using available spectroscopic samples and
DES-Y1 redMaPPer cluster samples. Fig. 2 shows the
redshift performance of the redMaPPer samples. We com-
pare zλ with the available central galaxies’ spectroscopic
redshift to estimate the redshift biases and scatters. In
total, 1, 955 of DES-Y3 redMaPPer clusters have a spec-
troscopic central galaxy, and 194 of them have redshifts
greater than 0.6. Using these samples, we find nearly un-
biased redshifts with tight scatter σ(zλ)/(1+zλ) ≃ 0.006,
consistent with [77]. Next, we compare in Fig. 3 the
richness and redshifts of redMaPPer samples in DES-Y3
and DES-Y1 that have central galaxies within 0.5 arcmin
separation6. In this comparison, we use the DES-Y1
redMaPPer with λ ≥ 5 to avoid loss of clusters from the
sample due to scattering across the λ = 20 cut in DES-Y3
redMaPPer samples. We find that the two samples have
consistent redshift but slightly different richness distribu-
tions. While the median values of the redshift ratio and
richness ratio between DES-Y3 and DES-Y1 are similarly
consistent with 1, we find that the scatter of the richness
ratio is much more asymmetric and skewed toward larger
values. This is likely due to differences in photometries
and percolation radius used in the redMaPPer algorithm.

We note that the performance of DES-Y3 redMaPPer
has been investigated in several companion papers. The
centering efficiency is studied using XMM-Newton and
Chandra X-ray imaging in [69]. The fraction of cor-
rectly centered redMaPPer clusters is 0.87 ± 0.04. The
distribution of radial offsets of mis-centered clusters is
modeled as a Gamma distribution with a characteristic
length scales of 0.23±0.05Rλ, where Rλ is the cluster ra-
dius estimated by redMaPPer. Refs. [69, 79] investigate
the X-ray temperature–richness scaling relations, find-
ing a tight relation with a scatter of 0.23 ± 0.01 and
0.21 ± 0.01, respectively. Further, in [80], the authors

6 We find a consistent result with 0.1 arcmin.

quantify the performance of the redMaPPer cluster finder
by cross-matching DES-Y3 clusters with detections from
three South Pole Telescope surveys (SZ, pol-ECS, pol-
500d). Specifically, they confirm a ∼ 20 − 40% bias on
the richness estimate due to systems in projection [57]
7 and rule out significant contamination by unvirialized
objects at the high-richness end (λ > 100).
Finally, we quantify the selection function using a

customized random catalog following the method in
[81]. This random catalog is essential when constructing
cluster-related two-point correlations. A key challenge
in constructing cluster randoms is that clusters are ex-
tended objects whose detectability depends on their size,
redshift, and survey boundaries. To address this, we gen-
erate redMaPPer randoms by sampling cluster richness–
redshift pairs from the data and placing them at ran-
dom positions. In this process, we ensure that each clus-
ter is assigned a location where it could have been de-
tected based on the survey redshift mask, a footprint-
dependent redshift upper limit below which all cluster
member galaxies are above the detection limit. We then
apply the same selection cuts as the redMaPPer cosmol-
ogy sample, removing clusters whose masked fraction ex-
ceeds 0.2 or whose richness falls below 20. To correct the
impact of these cuts on the redshift and richness distri-
butions, we reweight each remaining cluster with the fol-
lowing procedure. Each cluster richness–redshift pair is
repeatedly positioned at different places within the sur-
vey footprint 1000 times. We calculate the fraction of
the 1000 repeated samples that pass the selection crite-
ria mentioned above. This fraction is then used as the
weight for that simulated cluster. This procedure ensures
that the final random catalog has a consistent selection
function as the cluster cosmology sample while properly
accounting for survey boundaries and depth variations.

B. DES source and lens galaxy samples

We use the same source and lens galaxy samples as
those used in [10] (see Appendix A for a minor update to
the source catalog). Using the same sample is the key to
cleanly and coherently combining the cluster information
with the 3×2pt information.
The Metacalibration source sample is derived from

the Metacalibration algorithm [82] and rigorously ex-
amined in [83]. The final catalog consists of ∼ 100M
galaxies divided into 4 tomographic bins. The weighted
source number density is neff = 5.59 gal/arcmin2, with
a corresponding shape noise of σe = 0.261. The red-
shift distribution and its calibration using independent
methods based on photometry as well as clustering infor-
mation is described in [84, 85]. Using image simulations,

7 We specifically test the impact of this bias in richness on cosmo-
logical constraints in [60].
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redMaPPer clusters
Bin Redshift range Ncluster

1 [0.2, 0.4] 5,632
2 [0.4, 0.55] 6,308
3 [0.55, 0.65] 4,551

Maglim galaxies
Bin Redshift range Ngal ngal (arcmin−2)
1 [0.2, 0.4] 2,236,473 0.1499
2 [0.4, 0.55] 1,599,500 0.1072
3 [0.55, 0.7] 1,627,413 0.1091
4 [0.7, 0.85] 2,175,184 0.1458

Metacalibration source galaxies
Bin Ngal neff (arcmin−2) σϵ

1 24,940,465 1.476 0.243
2 25,280,405 1.479 0.262
3 24,891,859 1.484 0.259
4 25,091,297 1.461 0.301

TABLE I. Basic characteristics of the source galaxy samples,
lens galaxy samples, and cluster samples. The cluster sample
has three tomographic bins, while each galaxy sample has four
tomographic bins. For the lenses, we list the redshift range,
total galaxy number counts, and number density. For the
sources, we list the total number of galaxy counts, as well as
the effective number density and shape noise for weak lensing.
The area of the survey is 4,143 deg2.

[86] quantified the uncertainty in the shear calibration as
well as its coupling with the redshift distribution due to
blending.

The Maglim lens sample is constructed via a redshift-
dependent magnitude selection from the DES-Y3 Gold
catalog and is designed to have the maximum statisti-
cal power while maintaining control over the redshift un-
certainties [87]. To minimize spurious clustering com-
ing from spatially varying systematic effects, [88] derive
a large-scale structure weight that is included with the
catalog. The definition of the bins, as well as the redshift
distribution and its uncertainty, are derived using the
Directional Neighborhood Fitting (DNF) algorithm [89].
The original sample includes 6 tomographic bins. In [10],
only four out of six redshift bins were used in the final
cosmology analysis due to poor fits in the high-redshift
bins. In this work, we further exclude the highest-redshift
bin (bin 4) when cross-correlating with the cluster sample
due to the lack of overlap in redshift.

Table I lists the key characteristics of the source and
lens sample, while Fig. 4 shows the redshift distribution
of the samples. Constraints on the shear and redshift
calibration parameters are listed in Table II.
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FIG. 4. The Metacalibration source galaxy (top), Maglim
lens galaxy (middle), and redMaPPer cluster (bottom) redshift
distributions.

III. DATA VECTORS AND MODELING
STRATEGY

A. Measurements

We split the sample of 16,491 DES-Y3 clusters within
the DES-Y3 3×2pt footprint into three redshift bins in
the range 0.2 < z < 0.65. Within each tomographic
bin, the clusters are further split into four richness bins,
20 ≤ λ < 30, 30 ≤ λ < 45, 45 ≤ λ < 60, 60 ≤ λ. The
corresponding number counts N are shown in Appendix
B; these 12 data points have a combined signal-to-noise
(S/N) of 94.5. For all summary statistic measurements,
presented in the figures shown in Appendix B, each panel
shows the data points in the upper part and the frac-
tional difference between the data and the mean of the
predictions from the CL+GC chains, normalized by the
PPD prediction scatter (Appendix C). Data points ex-
cluded from the analysis by scale cuts are shown in light
opacity.
We use the TreeCorr code [90] to measure two-

point auto- and cross-correlation functions of the DES-
Y3 cluster sample, the Maglim lens sample, and the
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TABLE II. Parameters and priors considered in this analysis. “Flat” represents a flat prior in the given range, “Gauss (µ, σ)”
denotes a Gaussian prior with mean µ and width σ, and “Fixed (X)” means that the parameter is fixed at X.

Parameter Prior Varied in CL+GC Varied in CL+3×2pt
Cosmology

Ωm Flat (0.1,0.9)

As × 109 Flat (0.5, 5.0)

ns Flat (0.87, 1.07)

Ωb Flat (0.03, 0.07)

h Flat (0.55, 0.91)

Ωνh2 Flat (0.0006, 0.00644)
Galaxy Bias

b11,l Flat (0.8, 3.0)

b21,l Flat (0.8, 3.0)

b31,l Flat (0.8, 3.0)

b41,l Flat (0.8, 3.0) -

Intrinsic Alignment

a1 Flat (-5.0, 5.0)

η1 Gauss (0, 3)

a2 Flat (-5.0, 5.0) -

η2 Gauss (0, 3) -
bTA Fixed (1) - -
Maglim Photo-z

∆1
z,l × 102 Gauss (−0.9, 0.7)

∆2
z,l × 102 Gauss (−3.5, 1.1)

∆3
z,l × 102 Gauss (−0.5, 0.6)

∆4
z,l × 102 Gauss (−0.7, 0.6) -

w1
z,l Gauss (0.98, 0.06)

w2
z,l Gauss (1.31, 0.09)

w3
z,l Gauss (0.87, 0.05)

w4
z,l Gauss (0.92, 0.05) -

Maglim Magnification
C1

l Fixed (0.42) - -
C2

l Fixed (0.30) - -
C3

l Fixed (1.76) - -
C4

l Fixed (1.94) - -
Point-mass Marginalization

Bi Flat (-1.0, 1.0) -
Source Galaxy Photo-z

∆1
z,s × 102 Gauss (0.0, 1.8)

∆2
z,s × 102 Gauss (0.0, 1.5)

∆3
z,s × 102 Gauss (0.0, 1.1)

∆4
z,s × 102 Gauss (0.0, 1.7)

Shear Calibration

m1 × 102 Gauss (−0.6, 0.9)

m2 × 102 Gauss (−2.0, 0.8)

m3 × 102 Gauss (−2.4, 0.8)

m4 × 102 Gauss (−3.7, 0.8)
redMaPPer Richness–Mass Relation

lnλ0 Flat (2.0,5.0)

Alnλ Flat (0.1,1.5)

Blnλ Flat (-5.0, 5.0)

σintrinsic Flat (0.1, 1.0)
redMaPPer Selection Effect

bs1 Flat (1.0,2.0)

bs2 Flat (-1.0,1.0)

r0 Flat (10, 60)
redMaPPer Magnification
Ci

cA
Fixed (-2) - -
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Metacalibration source sample. As mentioned in
Sec. II B, the CL+GC analysis restricts the lens galaxy
sample to Maglim tomography bins 1–3, as Maglim bin
4 does not overlap with the cluster redshift range 0.2 <
z < 0.65, and we do not detect a cross-correlation at the
sensitivity in this analysis.

The resulting two-point statistics are γc(θ), the tan-
gential shear profile per cluster richness bin and cluster-
source tomography bin combination (with 404 data
points after scale cuts and a S/N of 31.8), wcc, the an-
gular clustering of clusters across richness bins within
each tomography bin (with 149 data points after scale
cuts and a S/N of 18.8), and wcg, the angular cross-
clustering of clusters and galaxies per cluster richness bin
and cluster-galaxy tomography bin combination (with
124 data points after scale cuts and a S/N of 39.6). We
use measurements of the Maglim angular correlation func-
tion wgg from [88] (31 data points after scale cuts and a
S/N of 52.5), which we reproduce in the figure presented
Appendix B to illustrate the fractional difference between
wgg and the mean of the predictions from the CL+GC
chains. All two-point measurements are presented in Ap-
pendix B.

B. Modeling Strategy

The theoretical model for the CL+GC and CL+3×2pt
analyses is described in detail and validated in [60], build-
ing on the 3×2pt model [91, 92]. Briefly, the 3×2pt
model is based on a model for the non-linear mat-
ter power spectrum, linear galaxy bias, the tidal align-
ment tidal torquing (TATT) intrinsic alignment model
[93], which is an extension of the non-linear alignment
(NLA) model. The massive neutrinos are modeled as
three degenerate species of equal mass. Our model fur-
ther included magnification of lens galaxies, photomet-
ric redshift uncertainties parameterized by a shift pa-
rameter (Metacalibration) or shift and stretch param-
eters (Maglim), and multiplicative shear calibration un-
certainty; non-local contributions to galaxy–galaxy lens-
ing from the mass distribution below the scale cut are
marginalized out, which we implement as a parametric
marginalization (“point mass”). The theoretical pre-
dictions for the cluster observables are calculated us-
ing a log-normal richness–mass relation and an empir-
ical, scale-dependent model for redMaPPer selection ef-
fects (see section C5 of [60] for details). The model for
cluster 2pt-statistics (γc, wcc, wcg) is an extension of the
3×2pt model, with the linear bias of each cluster richness
bin computed from the observable–mass relation and the
halo bias–mass relation. The cluster lensing goes through
a linear transformation based on the relation of the tan-
gential shear profile (∆Σ) and the projected surface den-
sity (Σ) to localize the signal [94]. Scale cuts for cluster
(cross-) clustering and cluster lensing are determined to
control the impact of non-linear biasing and uncertainties
in the modeling of the non-linear matter distribution.

The model parameters and priors are summarized in
Table II. We note that compared to the DES-Y3 3×2pt
analysis presented in [10], we implement two changes for
consistency with the upcoming DES Year 6 analyses:
the matter power spectrum model is updated to HM-
Code2020 [95], and we employ weakly informative priors
on the redshift evolution of intrinsic alignments (η1, η2)
to reduce prior volume effects.
Simulated analyses of noise-less model vectors indi-

cate that marginalized parameter constraints should only
be weakly affected by prior volume effects, with the 2D
marginalized constraint on Ωm and S8 biased by less than
0.3 of the statistical uncertainties.
The likelihood inferences are performed using a cus-

tomized sampler LINNA [62]. LINNA automatically
builds a theory emulator, iteratively modifies the train-
ing sample, and performs MCMC analyses. The accuracy
of LINNA for 3×2pt, CL+GC, and CL+3×2pt has been
validated to the expected constraining power of LSST-
Y10.

IV. BLINDING AND UNBLINDING

In this paper, the CL+GC portion of the analysis is
done in a blinded fashion to avoid any implicit decisions
based on the results from the data. The blinding and
unblinding protocol was defined before making any mea-
surements with data and followed to minimize any un-
intentional analysis decisions being affected by the data
results. The philosophy follows what was done in [10] and
[53]. Below, we describe the blinding strategies, the find-
ings during unblinding, and any changes in the analysis
after unblinding.

A. Blinding

As this analysis is done after the 3×2pt analysis is
unblinded [10], there is no catalog or data vector-level
blinding. We only perform blinding at the parameter
level. That is, we run chains directly on the unblinded
data vectors, but the output chain samples are shifted
before being saved and analyzed.
For the cosmological parameters of interest (Ωm, h,

Ωb, ns, As,
∑

mν), we apply a random shift drawn from
a uniform distribution with an upper limit of 5σ of the
posterior of that parameter and a lower limit of 0. For
the 4 mass–observable relation parameters (ln λ0, Alnλ,
Blnλ, σintrinsic) and the 3 galaxy bias parameters (only
the first three lens bins were used in the CL+GC part),
we apply the same procedure but with an upper limit of
2σ of the posterior.
Note that we do not blind all other parameters or the

χ2 values. We are allowed to plot the unblinded data
vector and best-fit model without blinding, as well as
the blinded contours.
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B. Unblinding

To unblind, we have defined a list of tests that need to
be passed. There are three main categories of tests that
we describe below:

• Modeling tests: These tests check that we can re-
cover unbiased cosmology with our modeling choices. In
particular, they verify that with the scales used in the
analysis, we can recover unbiased cosmology even with
uncertainty in some of the modeling choices. Most of
these tests are carried out and thoroughly checked in [60]
using simulated data vectors. In this paper, we conduct
one additional test of the model.

– Redshift-dependent selection effect. We investigate
whether the redshift evolution of the selection effect
needs to be explicitly modeled. To do this, we introduce
a redshift-dependent parameterization of the selection ef-
fect amplitude, bs1 (for the equation of the selection effect
model, see equation 23 of [60]):

bs1

(
1 + z

1.45

)bz

, (1)

where bz is a free parameter governing the redshift
evolution. If bz is consistent with 0 within 3σ, we do
not consider a redshift-dependent selection effect model.
Repeating our CL+GC cosmological analysis with this
modification, we obtain a marginalized 1σ constraint
of bz = −0.04+0.29

−0.34, consistent with zero. The resulting
cosmological constraints remain consistent with our
fiducial analysis, as shown in the second row of Fig. 5.
This result indicates that redshift evolution in the
selection effects is negligible and has minimal impacts
on cosmological constraints.

• Data-level tests: These tests empirically examine
whether there are any unexpected data behaviors. All
the tests are thus run directly on the data itself. There
are a number of tests here that we summarize. Overall,
our results are summarized in Fig. 5, and we find that
there are no significant issues in the data that prevent us
from unblinding.

– Systematics weights. We test the effect of varying
survey conditions, which might imprint an artificial
clustering signal on the large-scale two-point correlation
functions. We expect this effect to be negligible for the
CL+GC analysis due to the reasons below. First, cross-
correlations such as cluster–galaxy cross-correlations and
cluster lensing have much higher signal-to-noise than
clustering of clusters. As long as the survey systematics
on the galaxy sample are removed, the cross-correlations
are immune from this systematics even if we do not
correct the impact on the cluster density field. Second,
the cluster randoms are constructed by injecting fake

clusters on real data and rerunning the detection. This
process is expected to remove most of the survey sys-
tematics for the relative density of clusters and randoms.
To validate these expectations, we conduct an explicit
test using DES-Y3 data. We first match redMaPPer,
redMaPPer randoms, and broad-χ2 redMaGiC samples
[96] in DES-Y3 by their positions. The broad-χ2

redMaGiC sample, one of the two lens galaxy samples
in the DES-Y3 3×2pt cosmology analyses, is selected for
its color consistency with the redMaPPer red sequence
model. We apply its systematic weights, which correct
survey systematics in the redMaGiC galaxy density
fields, to both the redMaPPer sample and its randoms.
Using these weights, we generate a new data vector and
compare the resulting cosmological constraints to those
from our fiducial analysis. Because galaxies should be
more affected by survey systematics than galaxy clusters,
the difference between the two analyses sets an upper
bound on the impact of systematics on the clustering
signal for CL+GC. Since we expect negligible changes
in cosmological constraints, our requirement for this test
is that S8 and Ωm constraints should shift within 0.3σ.
We find that the difference in S8 and Ωm constraints
between the two analyses is 0.068σ, confirming that
survey systematics have a negligible effect.

– Cluster lensing estimator. Our analysis choices for
cluster lensing are different from those of DES-Y1. We
apply a linear transform [94] to localize the cluster lens-
ing signal [60], and we adopt a scale cut (2 h−1Mpc on
the transformed cluster lensing) that is different from Y1
(8 h−1Mpc on γc). We first test our analysis with DES-
Y1 analysis choices [11, 58], where we do not perform
localized transform but adopt 8 h−1Mpc as our scale
cut. We then assess whether including small-scale cluster
lensing biases the cosmological constraints by repeating
the analysis with the cluster lensing signal removed at
2–5 h−1Mpc. Since it is difficult to define the require-
ments for these tests, we qualitatively examine the pos-
terior. If the shift in the Ωm-S8 plane is greater than 3σ
of the fiducial analysis, we investigate further.

As shown in Fig. 5, we find that Y1 analysis choices
lead to higher Ωm (mean Ωm = 0.27 to 0.28) but lower
σ8 (mean σ8 = 0.92 to 0.87). Ref. [94] have shown
that galaxy–galaxy lensing measurements contain one-
halo contribution even at 12 h−1Mpc. Because struc-
tures near clusters are more non-linear, we expect that
cluster lensing contains even more one-halo contribution
at 12 h−1Mpc. The Y1 analysis likely overestimates the
lensing signal due to this residual one-halo contribution,
leading to a bias toward higher Ωm and correspondingly
lower σ8 to maintain the same cluster abundance. While
adopting the DES-Y1 analysis choices does not fully shift
the DES-Y3 cosmological constraints to match DES-Y1
results [11], the trend is consistent. The remaining differ-
ence is well within expectations from statistical fluctua-
tions. Additionally, removing small-scale cluster lensing
only mildly shifts the cosmological constraints, highlight-
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ing the robustness of our constraints to small-scale sys-
tematics once the cluster lensing signal is localized.

– Scale-dependent Metacalibration response. We
check whether using scale-dependent Metacalibration
responses impacts our results. While the analyses of
the South Pole Telescope (SPT) [49] and eROSITA [97]
adopt a scale-dependent response, we choose to adopt
a scale-independent response as our fiducial analysis
choice. This is because it is unclear whether the mea-
sured scale-dependent response is due to the contribution
of cluster member galaxies, which do not contribute to
the lensing signal. Adopting a scale-dependent response
could lead to a bias in cluster lensing measurement.
Since it is unclear whether a scale-dependent response
should be adopted, it is difficult to define the require-
ments for this test. Our threshold for unblinding is that
the shift in the Ωm-S8 plane between analyses with and
without scale-dependent responses is less than 3σ of the
fiducial analysis. We show in Fig. 5 that this analysis
choice leads to negligible impacts on our cosmological
constraints.

– Data split test: we perform the cosmological inference
with a subset of the data to check for consistency. In par-
ticular, we split the cluster sample according to redshift
(z < 0.4 and z > 0.4) and richness (λ < 30 and λ > 30).
We also split the two-point data vector into subsets that
contain lensing and clustering. Since it is difficult to
define the requirements for this test, we qualitatively ex-
amine the posterior. Our threshold for unblinding is that
the shift in the Ωm-S8 plane between analyses of two sub-
sets of the data is less than 3σ of the fiducial analysis.
As shown in Fig. 5, all splits yield consistent cosmological
constraints, reinforcing the robustness of our result.

– Covariance matrix: we check that the implementation
of the shape noise component in the covariance is
consistent between an analytical calculation and that
from randomly rotating the galaxies.

• Goodness-of-fit tests: We want to test whether our
model is a good description of the data. We have to
predefine a course of action in the scenario that our model
does not fit the data so that we do not make decisions in
favor of the model we considered. In particular, we use
the posterior predictive distribution (PPD) methodology
described in Appendix C to evaluate the goodness-of-
fit in a fully Bayesian way. We set the threshold for
unblinding to be 0.01.

Once all the tests above were passed, we unblind the
cosmological constraints for CL+GC. There have been
no changes in the analysis after unblinding.

V. COSMOLOGICAL CONSTRAINTS

We employ DES cluster measurements and a thorough
analysis pipeline presented in Sec. III to test the cur-
rently favored ΛCDM model (the 5-parameter ΛCDM
model with a varying neutrino mass). One unique as-
pect of DES-Y3 cluster constraints is that we homogenize
analysis choices and systematic models between DES-Y3
clusters and DES-Y3 3×2pt cosmological analyses, en-
abling an apples-to-apples comparison between different
cosmological probes and, eventually, joint analyses. In
this section, we first discuss the robustness of DES clus-
ter cosmology results and compare them with other opti-
cal, X-ray, and millimeter cluster cosmology constraints.
We then discuss the consistency between DES clusters
and other DES cosmological probes. Finally, we present
results from joint analyses of clusters and 3×2pt and
compare them with cosmology from external datasets.
Throughout this section, we use the PPD methodology to
assess goodness-of-fit and evaluate consistency between
different data vectors within a fully Bayesian framework
(see Appendix C for details). A low PPD value (e.g., 0.01
8 ) signals potential inconsistencies between the model
and data or among different datasets.

A. DES-Y3 CL+GC cluster cosmology

In Fig. 6, we show the marginalized CL+GC con-
straints from the DES-Y3 redMaPPer clusters for σ8, S8,
and Ωm. The numerical values of the constraints are
shown in Table III. We find that ΛCDM well-describes
DES-Y3 cluster measurements. Using the PPD metric
[98] to quantify the goodness-of-fit (see Appendix C), we
find p(CL+GC|ΛCDM) = 0.39. Marginalized over 28 as-
trophysical parameters, CL+GC constraints on the key
parameters are

S8 = 0.864± 0.035

Ωm = 0.265+0.019
−0.031

σ8 = 0.922+0.063
−0.049.

(2)

The figure-of-merit9 on Ωm–S8 of DES-Y3 CL+GC to
DES-Y1 CL+GC is 1.52, which is expected by the im-
proved statistical power [11].
We now compare our results with other optical clus-

ter cosmology analyses in Fig. 6. Ref. [55] calibrate
redMaPPer clusters detected in SDSS using HSC-Y3 weak
lensing data, obtaining constraints that are broader but
consistent with our CL+GC results. Similarly, Ref. [54]
analyzes optically selected clusters in the KiDS survey
using KiDS-DR3 weak lensing. While their constraints

8 Note that this is the unblinding criteria of the DES-Y3 3×2pt
analysis [10].

9 The figure-of-metrit is calculated as 1/
√

det(Cov(S8,Ωm)).



10

0.25 0.3 0.35
m

CL+GC
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Y1 Lensing choice
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FIG. 5. Summary of marginalized constraints (mean and 1σ confidence interval) on S8, Ωm, and σ8 in ΛCDM. The first
section shows additional modeling tests beyond those presented in [60]. The second section shows the impact of cluster lensing
analysis choice, while the third section shows the consistency of different data splits. The final section shows the constraints
from DES-Y1 data as a comparison.

Parameter 3×2pt CL+GC CL+3×2pt CL+3×2pt+Planck CMB

Ωm 0.332+0.032
−0.042 0.265+0.019

−0.031 0.294+0.022
−0.033 0.317+0.007

−0.011

As(×10−9) 1.988+0.232
−0.442 2.527+0.323

−0.544 2.068+0.249
−0.450 2.092+0.028

−0.033∑
mν (eV) - - - < 0.258 (95%CL)

h - - - 0.672+0.008
−0.006

σ8 0.748+0.053
−0.063 0.922+0.063

−0.049 0.822± 0.053 0.790+0.016
−0.010

S8 0.784± 0.022 0.864± 0.035 0.811+0.022
−0.020 0.812+0.012

−0.011

TABLE III. Summary of the marginalized parameter constraints in ΛCDM. The mean and 68% confidence interval are provided
for each cosmological parameter. Parameters that are not constrained are indicated by a dash.

are also broader and consistent with DES CL+GC, they
find a slightly lower value of S8. While we focus on com-
parisons with the latest results from optical clusters, we
show comparisons of various DES cluster cosmology anal-
yses in Appendix F.

Fig. 7 extends this comparison to cluster cosmology
constraints from different wavelengths. Ref. [49] ana-
lyze clusters detected in the SPT-SZ and SPTpol surveys,
with mass calibration performed using DES-Y3 and HST
weak lensing. Ref. [47] study clusters from the western
Galactic hemisphere of eROSITA’s first All-Sky Survey
(eRASS1), calibrating masses with DES-Y3, KiDS, and
HSC weak lensing datasets [97, 99]. The figure-of-merit
on Ωm–S8 of DES-Y3 CL+GC to SPT and eRASS is 0.75
and 0.2 respectively. We find that our constraints are
consistent with eRASS1 and SPT. The central value of S8

from DES-Y3 clusters is similar to that of eRASS1 and is
somewhat higher than SPT. Interestingly, the mean mass
of DES-Y3 clusters is more similar to that of eRASS1
than SPT (see Fig. 18), and the redshift range of eRASS1
(z = 0.1−0.8) and DES-Y3 (z = 0.2−0.65) is more simi-

lar than SPT (z = 0.25−1.78). The consistent deviation
of DES-Y3 and eRASS1 from SPT could suggest a mass-
dependent or redshift-dependent trend in S8 constraints
derived from galaxy clusters. However, given the current
statistical precision of DES-Y3, this remains an intrigu-
ing possibility rather than a definitive conclusion.

The DES-Y3 cluster cosmology analysis differs in key
ways from most other cluster studies. For example,
KiDS, HSC, eRASS, and SPT all rely on cluster lensing
at scales below 2 h−1Mpc for mass calibrations, while
DES-Y3 clusters remove those scales for analyses. DES-
Y3 clusters uniquely incorporate cluster–galaxy cross-
correlations for mass calibrations. DES-Y3 clusters con-
sider the full modeling complexities of DES weak lens-
ing analysis, while others simplify some of the modeling
choices, such as intrinsic alignment, magnifications, etc.,
although we note that our analysis approach is slightly
more sensitive to these effects. Despite these differences,
the level of consistency between DES-Y3 cluster cosmol-
ogy and results from independent optical, X-ray, and SZ-
selected cluster analyses is remarkable. This agreement,
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FIG. 6. Marginalized constraints on the three parameters σ8,
S8 = σ8

√
Ωm/0.3, and Ωm in the ΛCDM model from Stage-

III optical cluster cosmology analyses. Contours show 68%
and 95% confidence intervals.

across diverse data sets and modeling assumptions, high-
lights the reliability and the great potential of galaxy
clusters as a cosmological probe.

B. Consistency between CL+GC cluster cosmology
constraints and 3×2pt in DES-Y3

We now turn to check the internal consistency be-
tween different DES cosmological probes. Using the
PPD metric, we find p(ξ±|CL +GC) = 0.04 and p(ξ± +
γt[first three bin]|CL +GC) = 0.07. We note that we
cannot calculate the PPD of full 3×2pt and CL+GC
because of shared galaxy clustering data vectors and
the lack of the bias value of the highest redshift bin of
Maglim in CL+GC analyses. Finally, we check that the
ΛCDM model fits to the combined data vector, obtain-
ing P (CL + GC|ΛCDM) = 0.53. With all these tests, we
established that DES-Y3 clusters and DES-Y3 3×2pt are
consistent under the ΛCDM model. This consistency it-
self is a remarkable cosmological test of the ΛCDMmodel
because of the widely different masses and scales probed
by different observables.
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FIG. 7. Marginalized constraints on the three key parameters
σ8, S8 = σ8

√
Ωm/0.3, and Ωm in the ΛCDM model from

cluster cosmology analyses, including DES-Y3 clusters (blue),
SPT-SZ+SPTpol clusters with DES-Y3 weak lensing mass
calibrations (gray), and eRASS1 clusters with DES-Y3, HSC,
and KiDS weak lensing mass calibrations (purple). Contours
show 68% and 95% confidence intervals.

C. Cosmology from joint analyses of cluster
abundances, weak lensing, and galaxy clustering

Having checked the consistency, we jointly analyze
cluster abundances and all possible two-point correla-
tion functions between cluster density, galaxy density,
and weak lensing shear field, known as the CL+3×2pt
probes. The marginalized constraints on Ωm, S8, and
σ8 are shown in Fig. 8 and summarized in Table III.
Marginalized over 37 astrophysical parameters, the DES
CL+3×2pt constraints on the key parameters are

S8 = 0.811+0.022
−0.020

Ωm = 0.294+0.022
−0.033

σ8 = 0.822± 0.053.

(3)

The ratio of the figure-of-merit on Ωm–S8 of DES-Y3
CL+3×2pt to DES-Y3 3×2pt is 1.24. In addition to the
improved constraining power, CL+3×2pt favors a higher
S8 and smaller Ωm value than that of 3×2pt. In Fig. 8, we
also compare our CL+3×2pt constraints with the com-
bined analysis of SPT and DES-Y3 3×2pt and find con-
sistent results. The slightly better constraints of SPT
and DES-Y3 3×2pt are mostly due to a more orthogonal
degeneracy direction between SPT and DES-Y3 3×2pt
than CL+GC and DES-Y3 3×2pt.
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FIG. 8. Marginalized constraints on the three key parameters
σ8, S8 = σ8

√
Ωm/0.3, and Ωm in the ΛCDM model from dif-

ferent DES cosmological probes, including DES-Y3 clusters
(blue), DES-Y3 3×2pt (green), and joint analyses of DES-Y3
clusters and DES-Y3 3×2pt (orange). We further show com-
bined analyses of SPT clusters and DES-Y3 3×2pt (purple).
Contours show 68% and 95% confidence intervals.

Comparing the CL+3×2pt with the prediction of
ΛCDM based on Planck CMB TT, EE, TE likelihood
re-analyzed with DES prior [10], we find that the param-
eter difference tension metric [100] yields a PTE of 0.6
(0.85σ). The S8 of CL+3×2pt is 0.58σ lower than Planck
under ΛCDM as shown in Fig. 9.

Because DES-Y3 CL+3×2pt and Planck CMB are con-
sistent, we combine the two analyses to obtain tighter
constraints on the cosmological parameters, which are
summarized in Table III. In addition to the improved
constraints on S8 and Ωm, we show the constraints on
the sum of neutrino masses in Fig. 10, where the neutrino
mass and density Ων are related via

∑
mν = 93.14Ωνh

2

eV. As shown in Fig. 10, the DES-Y3 CL+3×2pt is able
to break the degeneracy between Ωm and

∑
mν in the

Planck-only constraint. Combining the DES CL+3×2pt
and Planck CMB leads to an upper limit∑

mν < 0.26eV (95%CL). (4)

This is a ≈ 65% reduction compared to DES-Y3
3×2pt+Planck [10], due to a greater constraining power
of Ωm. Interestingly, the marginalized posterior of

∑
mν

peaks at 0.1 eV, consistent with the combined constraints
of SPT clusters and DES-Y3 3×2pt [50].

Finally, we compare the Ωm constraints from the DES-
Y3 CL+3×2pt analysis, DDES-Y3 SN [12], DES-Y6
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FIG. 9. Marginalized constraints on the three key parame-
ters σ8, S8 = σ8

√
Ωm/0.3, and Ωm in the ΛCDM model from

the joint analysis of DES-Y3 clusters and DES-Y3 3×2pt (or-
ange). This measurement is further compared with the pre-
dictions from Planck CMB (gray). Given the consistency be-
tween different probes, we further show the combined con-
straints from DES CL+3×2pt and Planck CMB (purple).
Contours show 68% and 95% confidence intervals.

BAO [36], and DESI-Y1 BAO constraints [13] in Fig. 11.
We find that the CL+3×2pt constraints obtain a tighter
constraint on Ωm than 3×2pt and pull the value toward
DESI BAO constraints. Compared to DES-Y5 SN, the
CL+3×2pt obtains an Ωm value 2.04σ lower than that
of DES-Y5 SN. This is a potentially intriguing deviation
– [101] showed that the differences between the Ωm from
DES-Y5 SN and DESI-Y1 BAO under ΛCDM could be
due to the evolution of dark energy equation of state.
It would be interesting to investigate whether the dif-
ference between the Ωm from DES-Y5 SN and DES-Y6
CL+3×2pt is consistent with the prediction of the fa-
vored w0 − wa model in the joint analyses of DESI-Y1
BAO, DES-Y5 SN, and Planck CMB. However, our cur-
rent model is not validated for the w0 −wa model; thus,
we leave this investigation to future work.

While we have been focusing on discussions of cosmo-
logical parameters, the CL+3×2pt also provides a strin-
gent constraint on the several nuisance parameters, which
are presented in Appendix E. In Appendix D, we further
show the inferred mass–richness relation of the DES-Y3
cluster samples based on the CL+3×2pt analysis and de-
tail the associated calculation.
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marginalized posteriors for Ωm, with shaded regions show-
ing the 68% confidence interval.
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FIG. 11. Marginalized posteriors on Ωm in the ΛCDM model.
We show DES 3×2pt (green), DES CL+3×2pt (orange),
DESI-Y1 BAO (gray, [13]), DES-Y6 BAO+θ⋆+BBN (blue,
[36]) and DES-Y5 supernovae (purple, [12]).

VI. CONCLUSIONS

This work presents the measurement, calibration, and
cosmological constraints of cluster abundances and all
possible two-point correlation functions between clusters,
galaxies, and weak gravitational lensing shears measured
in the first three years of DES data. Since DES-Y1 [11],
we have improved our analysis framework [58] to meet
the accuracy requirement of the much more constraining
datasets, which covers about three times the sky area of
that of DES-Y1. This improved analysis framework is
described in detail and validated to meet the accuracy

requirement of the full DES data in [60]. The compu-
tationally intensive analysis framework is enabled by a
customized likelihood inference tool [62] that reduces the
computation needs by a factor of 10, making the compu-
tation consumptions of the project manageable.

In the first phase of this work, we performed a blinded
analysis on the cluster-based data vector (known as the
CL+GC analysis): the combination of cluster abun-
dances, cluster lensing, cluster clustering, cluster–galaxy
cross-correlation functions, and galaxy clustering. While
carrying out the analysis, we shifted key cosmological and
nuisance parameters by a random number. This allows us
to test the robustness of our analysis and make decisions
without knowing the actual cosmological parameters we
would obtain. These decisions include the selection-
effect model, survey systematics mitigation scheme, clus-
ter lensing scale cuts and the analysis method, the ten-
sion metric, and the criteria for the goodness of fit. The
blinding and unblinding processes are described in detail
in Sec. IV. We do not alter any of the analysis after we
unblind.

With ∼ 16, 000 optically detected clusters, our cluster-
based cosmological constraint is the most powerful cos-
mological constraint from an optically selected cluster
sample to date. We have achieved ∼ 50% improve-
ments in the constraints on the key cosmological pa-
rameters from our result in DES-Y1. We find that
the ΛCDM model is consistent with our cluster-based
data vector with constraints on the clustering amplitude
S8 = 0.864±0.035 and matter density Ωm = 0.265+0.019

−0.031.
Comparing to cluster cosmological constraints in X-ray
[47] and SZ [49], we find that our cluster cosmological
constraints are consistent with those analyses but have a
slight preference for low Ωm and high S8.

Under the ΛCDM model, we find that our cluster cos-
mology constraint is consistent with the DES-Y3 3×2pt
constraints presented in [10]. As clusters and DES-
Y3 3×2pt probe the universe in different environments
and scales, the consistency of the constraints is itself
a strong test of the ΛCDM model. Given the consis-
tency of the probes, we then perform a joint analysis of
the DES-Y3 cluster and DES-Y3 3×2pt, known as the
CL+3×2pt analysis. Marginalizing over 41 nuisance pa-
rameters, we find constraints on the clustering amplitude
S8 = 0.811+0.022

−0.020 and matter density Ωm = 0.294+0.022
−0.033.

We have achieved 24% improvements relative to DES-
Y3 3×2pt on the figure of merit on the Ωm–S8 plane,
similar to what we found in DES-Y1 [11]. Our S8 con-
straint is 0.58σ lower than Planck under ΛCDM, which
significantly weakens the claimed S8 tension from some
previous work, where the clustering amplitude measured
by low-z measurements tends to be 2−3σ lower than the
prediction of Planck CMB under the ΛCDM model. Our
Ωm is tighter than DES-Y3 3×2pt, with the central value
pulled toward DESI-BAO, and is ∼ 2σ lower than that
of DES-Y5 SN.

Given the strong consistency between our cosmologi-
cal constraints and those from Planck CMB, we further
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combine DES-Y3 CL+3×2pt and Planck CMB. We find
a mild preference for a non-zero sum of neutrino masses
with an upper limit

∑
mν < 0.26 eV [95% confidence

interval] under the ΛCDM cosmological model. This is
consistent with the findings in the combined analyses of
SPT, DES-Y3 3×2pt and Planck CMB.

This analysis presents the latest joint analyses of
galaxy cluster abundances and 3×2pt in overlapping sur-
veys, fully accounting for the cross-covariance between
different cosmological probes. Our analysis framework
has proven to reliably extract cosmological information
from galaxy clusters detected in optical surveys and con-
sistently deliver competitive constraints through the two
stages of the DES analysis [11]. We note that the anal-
ysis framework developed is not only useful for combin-
ing optical clusters with 3×2pt but also facilitates other
combined analyses of clusters and 3×2pt [50]. The novel
advancement of the modeling and validation plan since
DES-Y1 sets the foundation for future low-redshift mul-
tiprobe cosmological analyses in Stage-IV lensing surveys
such as the Euclid mission, the Vera C. Rubin Observa-
tory’s Legacy Survey of Space and Time, and the Nancy
Grace Roman Space Telescope.
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de Amparo à Pesquisa do Estado do Rio de Janeiro,
Conselho Nacional de Desenvolvimento Cient́ıfico e Tec-
nológico and the Ministério da Ciência, Tecnologia e In-
ovação, the Deutsche Forschungsgemeinschaft and the
Collaborating Institutions in the Dark Energy Survey.

The Collaborating Institutions are Argonne National
Laboratory, the University of California at Santa Cruz,
the University of Cambridge, Centro de Investigaciones
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[22] C. Heymans, T. Tröster, M. Asgari, C. Blake, H. Hilde-
brandt, B. Joachimi, K. Kuijken, C.-A. Lin, A. G.
Sánchez, J. L. van den Busch, et al., arXiv e-prints
arXiv:2007.15632 (2020), 2007.15632.

[23] M. Asgari, C.-A. Lin, B. Joachimi, B. Giblin, C. Hey-
mans, H. Hildebrandt, A. Kannawadi, B. Stölzner,
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[88] M. Rodŕıguez-Monroy et al., To be submitted to MN-
RAS (2021), 2105.13540.

[89] J. De Vicente, E. Sánchez, and I. Sevilla-Noarbe, MN-
RAS 459, 3078 (2016), 1511.07623.

[90] M. Jarvis, TreeCorr: Two-point correlation functions,
Astrophysics Source Code Library, record ascl:1508.007
(2015), 1508.007.

[91] E. Krause et al., To be submitted to PRD (2021),
2105.13548.

[92] DES et al., in prep. (2025).
[93] J. A. Blazek, N. MacCrann, M. A. Troxel, and X. Fang,

Phys. Rev. D 100, 103506 (2019), 1708.09247.
[94] Y. Park, E. Rozo, and E. Krause, Phys. Rev. Lett. 126,

021301 (2021), 2004.07504.
[95] A. J. Mead, S. Brieden, T. Tröster, and C. Heymans,
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FIG. 12. Left: Comparison of the 3×2pt cosmological constraints from [10] (black) and the same inference pipeline with the
updated shear catalog (red). Right: Comparison of the updated 3×2pt constraints using inference pipeline in [10] and that
used in this work, implemented through both CosmoSIS (black) and CosmoLike (red).

Appendix A: Catalog update from [10]

After the publication of [10], it was discovered that there was an inconsistency between the tomographic binning
of the source catalog used for the data vector measurements and the redshift distribution used for the cosmological
inference. The updated catalog has since been used by [102]

In this work, since we would like to combine the cluster probes with the 2×2pt probes, we also present the updated
cosmological constraints to [10] using the corrected source catalog. Fig. 12 compares the constraints from [10] (black)
and the updated data vectors running through the same analysis pipeline (red). We find that the updated constraints
shift a negligible amount (0.11σ in Ωm and 0.32σ in S8) from the published results, demonstrating that the cosmological
constraints from [10] remain robust. Interestingly, though perhaps expected, the new constraints also have a much
better goodness-of-fit, going from p-value of 0.07 to 0.47.
To facilitate the connection of this work with the published results in [10], in Fig. 12, we plot again the updated

constraint and compare with the constraints using the same data vector but analysis pipeline adopted by this work
(see Section III and [60]) implemented both via CosmoSIS and CosmoLike. We find that CosmoSIS and CosmoLike
give consistent cosmological constraints (0.07σ in Ωm and 0.2σ in S8) while CosmoLike is somewhat broader than
that of CosmoSIS. Given that the two analyses use sufficiently different samplers and modeling codes, this level of
discrepancy is expected. We further compare the difference between CosmoSIS and CosmoLike predictions and find a
difference of ∆χ = 0.20 for 3×2pt and ∆χ2 = 0.06 for 2×2pt, similar to the findings in [103].

Appendix B: Data vectors

We show in Fig. 13, 14, 15, 16, 17 the full set of data vectors used in this work. For all figures, each panel shows
the data points in the upper part and the fractional difference between the data and the mean of the predictions from
the CL+GC chains, normalized by the PPD prediction scatter (Appendix C). Data points excluded from the analysis
by scale cuts are shown in light opacity.

Appendix C: Posterior predictive distribution (PPD)

Here, we briefly summarize the PPD calculation. We refer the readers to [98] for a more in-depth description and
only focus on the differences in this section. Throughout the paper, we have used PPD for two purposes:
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FIG. 13. Measured cluster abundances for each tomographic bin. Each panel in column i corresponds to measurements using
redMaPPer clusters in tomographic bin i. The shaded region represents 1σ uncertainties. The lower part of each panel shows
fractional differences between the data and the mean prediction from the CL+GC chains, normalized by the prediction scatter.
Shaded bands denote the 1σ confidence interval.

1. To quantify the goodness of fit between model (M) and data (d).

2. To quantify the consistency between two data vectors (d1 and d), given a model (M).

To carry out these two calculations, we need to evaluate two probabilities P (d|M) and P (d|d1,M) respectively. We
approximate each probability as a Gaussian Mixture Model, written as

P (d|d1,M) =
∑
i

ϕiGauss
(
d− µ2,i −C−1

21 C
−1
11 (d1 − µ1,i),C22 −C21C

−1
11 C12

)
, (C1)

P (d|M) =
∑
i

ϕiGauss(d− µi,C), (C2)

where i runs over the steps of the MCMC chains, ϕi are arbitrary normalization constants, Gauss(x, y) denotes a
multivariate Gaussian distribution with mean x and covariance y, and C is the covariance matrix of the data vector,
Cx1,x2

is the covariance matrix between data vector x1 and x2. In the above expression, µi is the theory prediction
at step i of the MCMC chain. For simplicity, we use P (d,M) to denote P (d|d1,M) when testing the consistency of
data and P (d|M) when testing the goodness-of-fit of the model.

To evaluate the consistency or the goodness of fit, we need to estimate whether the data at hand (do) is consistent
with a random draw from the P (d,M). We calculate the posterior predictive distribution (PPD) defined as

PPD(do|M) := P (P (do|M) > P (dr|M)) (C3)

PPD(do|d1,M) := P (P (do|d1,M) > P (dr|d1,M)) , (C4)

where dr is a random sample from P (d|M) in equation C2 and from P (d|d1,M) in equation C1 . We numerically
calculate the above probability with 15, 000 random draws from P (d,M). A low PPD value indicates that the data
at hand is not a random draw from P (d|M), while a high PPD value could indicate a problem in the model, such as
an overestimation of the covariance matrix.

Finally, with a large number of draws, P (dr) can be approximated as a Gaussian distribution. We can evaluate
the mean and the standard deviation from the P (dr) and compare it with the data vector at hand do. While less
accurate, this comparison can be used as a visual check on whether the data and model are compatible. We plot this
comparison in the lower panel of Fig. 13, 14, 15, 16, 17 and do not find any obvious deviation.

Appendix D: Mass–observable relations

We calculate the mass distribution of our samples using the posterior from the CL+3×2pt analysis. Specifically,
the mass distribution of a cluster given a richness bin ∆λc at redshift z can be calculated as

P (M |∆λ, z) =

∫
λ∈∆λc

n(M, z)P (λ|M, z)dλ∫
λ∈∆λ

n(M, z)dλ
, (D1)
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FIG. 14. Measured γc correlation functions for each tomographic bin combination. Each panel in row i and column j represents
the measurement using clusters from tomographic bin i and source galaxies from tomographic bin j. Colors indicate different
richness bins, with error bars denoting 1σ uncertainties. Faint dots indicate data points excluded from the analysis. The lower
part of each panel shows the fractional differences between the data and the mean of the predictions from the CL+GC chains,
normalized by the prediction scatter. For clarity, each richness bin is artificially shifted by 3. Shaded bands represent the 1σ
confidence interval.

where n(M, z) is the halo mass function and P (λ|M, z) is the richness–mass relation. The mass distribution of
redMaPPer is shown in Fig. 18. We further show comparison with SPT-Pol [104] and eRASS1 [47]. To facilitate the
comparison, we use the colossus [105] package to convert M500c to M200m and assuming an NFW profile with a
concentraion-mass relation [106].

Further, the CL+3×2pt leads to a stringent constraint on the mean halo mass–richness relation. Marginalized over
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cosmological and nuisance parameters, the mean mass of redMaPPer clusters is constrained as

⟨M200m|λ⟩ = 1014.399±0.011

(
λ

40

)1.053±0.031 (
1 + zλ
1.45

)−0.667±0.194

h−1M⊙.

Since the richness changes between DES-Y1 and DES-Y3 (Fig. 3), it is hard to compare this value with existing
literature. However, we note that while the normalization changes, we find that the constrained slope of the mass–
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FIG. 16. Measured wcg correlation functions for each tomographic and richness bin combination. Each panel in row i and column
j represents the measurement using clusters from tomographic bin i with richness j and Maglim galaxies from tomographic bin i.
Colors indicate different richness bins, with error bars denoting 1σ uncertainties. Faint dots indicate data points excluded from
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bands represent the 1σ confidence interval.

richness relation is consistent with those in the literature [11, 107].
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Appendix E: All parameters

We show constraints of nuisance parameters in Fig. 19. The one-dimensional mean and 1σ confidence intervals of
the nuisance parameters are summarized in Table IV. Interestingly, we find that the selection bias is consistent with
1, indicating no detection of selection effect on large scales. This is consistent with our findings in DES-Y1 [11].



24

0.
24

0.
32

0.
40

m

0.02

0.00

0.02

0.04

B
3

0

20

40

60

b s
2 

0.25

0.00

0.25

b s
1 

1.0

1.2

1.4

b s
0 

0.6

0.0

0.6

1.2

B
ln

0.15

0.30

0.45

0.60

in
tr

in
si

c

0.8

0.9

1.0

A l
n

3.2

3.6

4.0

4.4

ln
0

8

0

8

2

2.5

0.0

2.5

a 2

5

0

5

10

1

0.0

1.5

3.0

a 1

0.060

0.045

0.030

0.015

m
4

0.04

0.00

0.04

4 z,
s

0.75

0.90

1.05

 w
3 z,

l

0.015

0.000

0.015

3 z,
l

1.2

1.6

2.0

b1 3,
l

0.60

0.75

0.90

h 0

0.15

0.30

0.45

0.60

m
 (e

V)

0.030

0.045

0.060

0.075

b

0.88

0.96

1.04

1.12

n s

0.72

0.80

0.88

0.96

S 8

0.
72

0.
80

0.
88

0.
96

S8

0.
88

0.
96

1.
04

1.
12

ns

0.
03

0
0.

04
5

0.
06

0
0.

07
5

b

0.
15

0.
30

0.
45

0.
60

m  (eV)

0.
60

0.
75

0.
90

h0

1.
2

1.
6

2.
0

b1
3, l

0.
01

5
0.

00
0

0.
01

5

3
z, l

0.
75

0.
90

1.
05

 w3
z, l

0.
04

0.
00

0.
04

4
z, s

0.
06

0
0.

04
5

0.
03

0
0.

01
5

m4

0.
0

1.
5

3.
0

a1

5 0 5 10

1

2.
5

0.
0

2.
5

a2

8 0 8

2

3.
2

3.
6

4.
0

4.
4

ln 0

0.
8

0.
9

1.
0

Aln

0.
15

0.
30

0.
45

0.
60

intrinsic

0.
6

0.
0

0.
6

1.
2

Bln

1.
0

1.
2

1.
4

bs0 

0.
25

0.
00

0.
25

bs1 

0 20 40 60

bs2 

0.
02

0.
00

0.
02

0.
04

B3

cluster+3x2pt
cluster
3x2pt

FIG. 19. Summary cosmology and selected nuisance parameters for CL+GC (blue), 3×2pt (green), and CL+3×2pt (red).
Contours show 68% and 95% confidence intervals. For lens galaxies, we only show parameters related to the third Maglim

bin, which is the highest redshift bin for CL+GC analysis. For source galaxies, we show parameters related to the fourth
Metacalibration bin.

Appendix F: Comparisons with previous DES cluster analyses

Figure 20 compares DES cluster cosmology analyses. The comparison of the large-scale-based analysis between
DES-Y1 and DES-Y3 was discussed in section IVB. Specifically, the analysis of Y3 data with Y1 cluster lensing
analysis choices shifts the contour toward DES-Y1 constraints. However, we believe that Y1 cluster lensing analysis
has residual contaminations from small-scale cluster lensing due to the lensing estimator being non-local. We decided
to adopt the Y3 analysis choice as fiducial before we unblind the parameter constraints. As a comparison, we also
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TABLE IV. Summary of the mean and 1σ confidence interval of the nuisance parameters constrained by CL+GC and
CL+3×2pt. Parameters that are not constrained are indicated by a dash.

Parameter CL+3×2pt CL+GC
Galaxy Bias

b11,l 1.194+0.068
−0.094 1.356+0.083

−0.100

b21,l 1.494+0.081
−0.120 1.562+0.090

−0.120

b31,l 1.519+0.085
−0.110 1.709+0.093

−0.130

b41,l - 1.630+0.100
−0.120

Intrinsic Alignment

a1 1.717± 0.604 0.203+0.143
−0.189

η1 0.735± 2.346 0.255± 2.276

a2 - −0.403+0.435
−0.374

η2 - 2.020+2.640
−2.089

Point-mass Marginalization

B0 - 0.008+0.007
−0.007

B1 - −0.001± 0.008
B2 - 0.011± 0.009
B3 - 0.006± 0.010
redMaPPer Richness–Mass Relation

lnλ0 3.874+0.167
−0.136 4.122+0.162

−0.146

Alnλ 0.903+0.037
−0.029 0.953+0.037

−0.030

Blnλ 0.163+0.183
−0.245 0.462+0.209

−0.263

σintrinsic 0.238+0.053
−0.140 0.222+0.041

−0.120

redMaPPer Selection Effect

bs1 1.128+0.044
−0.110 1.123+0.043

−0.110

bs2 0.067+0.120
−0.089 0.086+0.110

−0.084
r0 - -

show constraints from DES-Y1 cluster analyses using small-scale cluster lensing information, presented in [68]. These
constraints differ slightly from the fiducial constraints presented in [57], with a 0.5σ shift in the Ωm–σ8 plane, which
is due to differences in the sampling methods and the adopted richness–mass relations. The DES-Y1 cluster analyses
using small-scale cluster lensing are known to be affected by selection effects [57, 107] and are inconsistent with the
large-scale analyses.
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FIG. 20. Comparison of DES cluster cosmology analyses, including DES-Y3 CL+GC analysis (blue), DES-Y3 CL+GC analysis
with Y1 lensing analyses choices (orange), DES-Y1 CL+GC analysis (gray, [11]). We further compare with the analysis based
on small-scale cluster lensing and cluster abundances (purple, [68]).

23 Institute for Fundamental Physics of the Universe, Via Beirut 2, 34014 Trieste, Italy
24 Hamburger Sternwarte, Universit¨
25 School of Mathematics and Physics, University of Queensland, Brisbane, QLD 4072, Australia
26 Department of Physics, IIT Hyderabad, Kandi, Telangana 502285, India
27 Fermi National Accelerator Laboratory, P. O. Box 500, Batavia, IL 60510, USA
28 Department of Physics and Astronomy, University of Waterloo, 200 University Ave W, Waterloo, ON N2L 3G1,
Canada
29 Department of Physics, University of Michigan, Ann Arbor, MI 48109, USA
30 California Institute of Technology, 1200 East California Blvd, MC 249-17, Pasadena, CA 91125, USA
31 Departments of Statistics and Data Sciences, University of Texas at Austin, Austin, TX 78757, USA
32 NSF-Simons AI Institute for Cosmic Origins, University of Texas at Austin, Austin, TX 78757, USA
33 SLAC National Accelerator Laboratory, Menlo Park, CA 94025, USA
34 Instituto de Fisica Teorica UAM/CSIC, Universidad Autonoma de Madrid, 28049 Madrid, Spain
35 Universität Innsbruck, Institut für Astro- und Teilchenphysik, Technikerstr. 25/8, 6020 Innsbruck, Austria
36 Center for Astrophysical Surveys, National Center for Supercomputing Applications, 1205 West Clark St., Urbana,
IL 61801, USA
37 Department of Astronomy, University of Illinois at Urbana-Champaign, 1002 W. Green Street, Urbana, IL 61801,
USA
38 School of Physics and Astronomy, Cardiff University, CF24 3AA, UK



27

39 Santa Cruz Institute for Particle Physics, Santa Cruz, CA 95064, USA
40 Center for Cosmology and Astro-Particle Physics, The Ohio State University, Columbus, OH 43210, USA
41 Department of Physics, The Ohio State University, Columbus, OH 43210, USA
42 Department of Astronomy/Steward Observatory, University of Arizona, 933 North Cherry Avenue, Tucson, AZ
85721-0065, USA
43 Jet Propulsion Laboratory, California Institute of Technology, 4800 Oak Grove Dr., Pasadena, CA 91109, USA
44 Centre for Gravitational Astrophysics, College of Science, The Australian National University, ACT 2601, Australia
45 The Research School of Astronomy and Astrophysics, Australian National University, ACT 2601, Australia
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