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J. Frieman1,37,3, J. Garćıa-Bellido38, M. Gatti3, E. Gaztanaga39,27,40, G. Giannini21,3, D. Gruen13, G. Gutierrez37,
S. R. Hinton34, D. L. Hollowood41, K. Honscheid9,42, T. Jeltema41, K. Kuehn43,44, S. Lee45, J. L. Marshall46,

J. Mena-Fern47, R. Miquel48,21, J. J. Mohr49,50, J. Myles51, A. Palmese52, A. A. Plazas Malagón6,7,
A. K. Romer53, T. Shin54, M. Smith55, E. Suchyta56, G. Tarle57, V. Vikram, A. R. Walker25, and J. Weller50,58

(DES Collaboration)
(Dated: Affiliations at the end of the paper. Contact author: chto@uchicago.edu)

We introduce an updated To&Krause2021 model for joint analyses of cluster abundances and
large-scale two-point correlations of weak lensing and galaxy and cluster clustering (termed
CL+3×2pt analysis) and validate that this model meets the systematic accuracy requirements of
analyses with the statistical precision of the final Dark Energy Survey (DES) Year 6 (Y6) dataset.
The validation program consists of two distinct approaches, (i) identification of modeling and pa-
rameterization choices and impact studies using simulated analyses with each possible model mis-
specification (ii) end-to-end validation using mock catalogs from customized Cardinal simulations
that incorporate realistic galaxy populations and DES-Y6-specific galaxy and cluster selection and
photometric redshift modeling, which are the key observational systematics. In combination, these
validation tests indicate that the model presented here meets the accuracy requirements of DES-Y6
for CL+3x2pt based on a large list of tests for known systematics. In addition, we also validate that
the model is sufficient for several other data combinations: the CL+GC subset of this data vector (ex-
cluding galaxy–galaxy lensing and cosmic shear two-point statistics) and the CL+3x2pt+BAO+SN
(combination of CL+3x2pt with the previously published Y6 DES baryonic acoustic oscillation and
Y5 supernovae data).
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I. INTRODUCTION

Wide-field imaging surveys have been one of the pri-
mary tools to study cosmic structure and its time evo-
lution. Recent studies from the Stage-III surveys, such
as the Dark Energy Survey (DES) [1], Hyper Suprime
Cam Subaru Strategic Project (HSC-SSP) [2], and Kilo-
Degree Survey (KiDS) [3], have presented exquisite mea-
surements of the amplitude of the cosmic structure fluc-
tuations. However, much of the signal-to-noise in these
measurements lies in the regime where complex measure-
ment, observational, and modeling systematics hinder
the interpretation. To deliver unbiased and competi-
tive cosmological constraints from these measurements,
one must judiciously choose the range of the data vector
used for the analyses and the complexity of the model so
that the accuracy of the analysis matches the statistical
precision of the measurement.

Achieving this analysis precision becomes even
more challenging when combining multiple cosmological
probes. In particular, DES is designed to enable measure-
ments of four key probes of dark energy: galaxy cluster
abundances, galaxy clustering, weak gravitational lens-

ing, and type-Ia supernovae [4]. Each probe is sensitive
to different aspects of cosmic structure, and their com-
bination breaks degeneracies between cosmological and
systematic parameters, leading to more accurate con-
straints. The higher accuracy of the measurement places
a stronger requirement on the precision of the analysis.
In addition, as astrophysical and observational systemat-
ics affect each cosmological probe differently, establishing
a self-consistent model across multiple probes becomes
particularly challenging.
This paper outlines the program for joint analyses of

galaxy cluster abundances, galaxy clustering, weak grav-
itational lensing, baryon acoustic oscillation (BAO), and
type-Ia supernovae for the final Dark Energy Survey year
6 (DES-Y6) dataset1. The combination of galaxy cluster
abundances, galaxy clustering, and weak gravitational
lensing involves six two-point correlation functions and
is referred to as CL+3×2pt hereafter. The major part of
the paper focuses on the analysis involving galaxy clus-

1 See appendix F for a comprehensive list of improvements from
DES-Y1 analysis [5, 6].
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ters and their cross-correlations with galaxies and lensing
(CL+GC), which includes cluster abundances, cluster–
galaxy cross-correlations, cluster clustering, galaxy clus-
tering, and cluster lensing. This is because type-Ia su-
pernovae and BAO are expected to have uncorrelated
systematics, and the modeling of the joint analyses of
galaxy clustering and weak gravitational lensing for the
same data set has been studied extensively [7]. The
cluster-focused data vector follows the DES-Y1 analysis
[5], incorporating cluster–galaxy cross-correlations, clus-
ter clustering, and galaxy clustering to constrain clus-
ter mass via the halo bias–halo mass relation. Cluster
lensing provides an independent mass constraint. The
combined data vectors constrain cluster mass and self-
calibrate cluster selection effects. The constrained clus-
ter mass and cluster abundances then lead to competitive
cosmological constraints. We further note that this pa-
per pays particular attention to cluster-specific system-
atics. While some of the systematics that impact the
3×2pt analysis are also tested for the combination of the
probes, we do not attempt to exhaustly test all possible
3×2pt systematics. In this work, we adopt two different
approaches to validate our analysis program and demon-
strate that the accuracy of our program matches the ex-
pected precision of the measurements from the DES-Y6
data. The first approach is to theoretically calculate pos-
sible modeling systematics and quantify the impact of
each systematic on our cosmological constraint. The sec-
ond approach is to use numerical simulations to provide
an alternative modeling test and to validate the combina-
tion of modeling systematics, astrophysical systematics,
and sample selections. We detail these two approaches
below.

We first explicitly calculate various hypothetical mod-
eling and observational systematics. We then validate
the amplitude and direction of each individual system-
atic’s impact on our cosmological constraints. This ap-
proach, known as the simulated likelihood analysis, has
been adopted as a primary tool to test the precision of
the models in survey analyses [7–9].

While the first approach is particularly powerful in un-
derstanding each individual systematic’s impact on cos-
mological constraints, it has one important caveat. Sev-
eral modeling and astrophysical systematics are hard to
calculate analytically, such as the cluster selection func-
tion, the performance of photometric redshift estima-
tions, and the galaxy selection function. This is particu-
larly problematic for cluster analyses. In the analysis of
galaxy clusters, the major challenge lies in understanding
the selection function and its impact on cluster abun-
dances and related two-point correlation functions, in-
cluding cluster lensing, cluster–galaxy cross-correlations,
and cluster clustering. Without a proper model of this
selection, cosmological constraints can be strongly biased
[10].

Previous studies have investigated the possible origin
of the selection bias. These include the impacts of the
projected line-of-sight structure, often referred to as the

projection effect, on the stacked cluster lensing profile
(∆Σ(r)) [11–13], how this projection effect can affect the
cluster abundances [12, 14], and how the triaxial shape
of the halos combined with a preferential selection of cer-
tain orientations can affect weak lensing profiles [15, 16].
While promising, these studies often focus on a specific
hypothesized physical origin that affects the cluster selec-
tion, only investigate a specific part of the theory model
(e.g., ∆Σ(r)), and mostly rely on approximate cluster-
finding algorithms that may not mimic the redMaPPer
selection in detail.
In this paper, while we also ensure that our model is

flexible enough that the previously investigated causes
of non-trivial cluster selection functions will not impact
our cosmological constraints, we also use a realistic sim-
ulation, Cardinal [17], in which redMaPPer is run in the
same setting as run on real data, to provide additional
validation of the cluster selection and its impact on all the
considered data vectors, including cluster abundances,
cluster clustering, cluster–galaxy cross-correlations, and
cluster lensing. We note that this validation is on the real
observables (e.g., tangential correlation function γt(θ))
instead of the intermediate theory model (e.g., projected
matter density profile Σ(r)). This is enabled by running
photometric redshift estimation algorithms and DES-like
galaxy selection on the simulated catalog so that we can
construct realistic galaxy and shape catalogs that incor-
porate various possible correlated systematics [18, 19].
As such, analyses in Cardinal validate the pipeline from
catalog to cosmology.
This paper is organized as follows. In section II, we

detail the theoretical model for the observables. We be-
gin with a general description of the theory model and
proceed with the specific implementation (II C). In sec-
tion III, we describe the construction of simulated DES
observations and the processes of transforming those ob-
servations into the data vector. In section IVA, we em-
ploy the simulated likelihood analysis techniques to jus-
tify the implementation of the theory model described in
IIC. In section IVB, we detail the result of validating
the theory model using the data vector generated in sim-
ulated DES analyses. Section V provides the conclusion.

II. MODEL

Our theory model and covariance calculation are im-
plemented in CosmoLike [20]. To identify potential
sources of systematic errors in the theoretical modeling,
we separate the theory model prediction into the general
theoretical formalism for calculating angular CL+3×2pt
statistics (Sect. II A,II B) and specific, often empirical,
model parameterization choices (Sect. II C), which may
be subject to model misspecification. This setup allows
us to systematically identify potential sources of sys-
tematic biases and validate each of our parameterization
choices.
We follow the notation in the DES-Y3 method paper
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[9]. In short, we use the lower-case Italic subscripts (i, j)
for tomographic bin indices, lower-case Greek subscripts
(α) for the vector and shear components, lower-case Ro-
man superscripts for specific samples (s: source galaxy,
l: lens galaxy, c: cluster sample), lower-case Italic sub-
scripts p for a generic sample, p ∈ (l, s, c), upper-case
Italic subscripts to denote cluster richness bins, cA, and
upper-case cursive subscripts A ∈ (δl, δcA ,E/B) for pro-
jected fields.

A. Projected tracer fields

1. Lensing field

The observed galaxy shapes are a spin-2 field with com-
ponents γα. Its two components γα are modeled as grav-
itational shear (G) and intrinsic ellipticity. The latter is
split into a spatially-coherent contribution from intrinsic
galaxy alignments (IA), and stochastic shape noise ϵ0:

γj
α(n̂) = γj

α,G(n̂) + γj
α,IA(n̂) + ϵjα,0(n̂) . (1)

Shape noise contributes to the covariance but not to the
mean two-point correlation function signal, hence we do
not include it in the mean model prediction and refer to
[21–23] for details on the covariance modeling.

At leading order, the gravitational shear field is related
to the convergence field κs, which for the i-th tomography
bin of a generic sample p can be calculated as

κi
p(n̂) =

∫
dχW i

κ,p(χ)δ
(3D)
m (n̂χ, χ) . (2)

Here χ is the comoving distance, δ
(3D)
m is the three-

dimensional matter density contrast, and W i
κ is the to-

mographic lens efficiency

W i
κ,p(χ) =

3ΩmH2
0

2

∫ ∞

χ

dχ′ni
p(χ

′)
χ′

a(χ)

χ′ − χ

χ′ , (3)

with ni
p(z) is the redshift distribution of sample p in the

tomographic bin i.
The intrinsic alignment contribution to the observed

galaxy shear field is a projection of the 3D field γ̃IA
weighted by the source galaxy redshift distribution

γi
α,IA(n̂) =

∫
dχW i

δ,s(χ)γ̃α,IA (n̂χ, χ) . (4)

The 3D intrinsic alignment field, γ̃IA, is specified by the
choice of intrinsic alignment model, c.f. Sect. II C.

Given the precision of DES-Y3 analyses, next-to-
leading order corrections to the gravitational shear are
negligible [9]; hence, gravitational shear only produces
an E-mode component. However, next-to-leading order
intrinsic alignment effects are relevant at the accuracy of
our analysis and may produce both E- and B-modes.

2. Galaxy and cluster density field

In general, the observed projected density field (δip(n̂))
at position n̂ of a generic sample in a given tomo-
graphic bin (i) includes contributions from projection of
three-dimensional density contrasts (δip,D(n̂)), contribu-

tion from redshift space distortion (δip,RSD(n̂)) that moves
the samples in and out of the given tomographic bin, and
magnification due to line-of-sight structures (δip,µ(n̂)),

δip(n̂) = δip,D(n̂) + δip,RSD(n̂) + δip,µ(n̂) . (5)

The projection of three-dimensional density contrasts can
be calculated as

δip,D(n̂) =

∫
dχW i

δ,p(χ)δ
(3D)
p (n̂χ, χ), (6)

W i
δ,p(χ) = ni

p(z)
dz

dχ
, (7)

where χ is the comoving distance, δ3Dp is the three-

dimensional density contrast, and ni
d(z) is the redshift

distribution of the generic samples in the tomographic
bin i. The contribution from redshift space distortion
(δip,RSD(n̂)) can be modeled as

δip,RSD(n̂) = −
∫

dχW i
δ,p(χ)

∂

∂χ

(
n̂v(n̂χ, χ)

a(χ)H(χ)

)
, (8)

where v is the peculiar velocity of the generic sample, a is
the scale factor, and H(χ) is the Hubble rate. Note that
in the above equation, we have assumed that v is small
compared to the width of the tomographic bin. Since
we only focus on large scales for this analysis, we further
relate n̂v to the density contrast of the samples via the
linearized continuity equation. Finally, the magnification
caused by line-of-sight structures can be modeled as

δip,µ(n̂) = Ci
pκ

i
p(n̂), (9)

where Cp is a magnification bias coefficient.

B. Field to summary statistics

1. Two-point statistics

With the exception of the angular galaxy/cluster clus-
tering power spectra Cii

δl/cAδl/cA
(ℓ), which are evaluated

including non-Limber contributions [24], we calculate
the angular cross-power spectrum between two projected
fields A,B using the Limber approximation

Cij
AB(ℓ) =

∫
dχ

W i
A(χ)W

j
B(χ)

χ2
PAB

(
k =

ℓ+ 0.5

χ
, z(χ)

)
,

(10)

with PAB the corresponding three-dimensional power
spectrum, which is specified by the model choices de-
tailed in Sect. II C.
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The angular two-point statistics in configuration space
are computed from the corresponding angular power
spectrum using the curved-sky transforms

wij
pp′(θ) =

∑
ℓ

2ℓ+ 1

4π
Pℓ(cos θ)C

ij
δpδp′

(ℓ) , (11)

γij
t,p(θ) =

∑
ℓ

2ℓ+ 1

4πℓ(ℓ+ 1)
P 2
ℓ (cos θ)C

ij
δpE

(ℓ) , (12)

ξij± (θ) =
∑
ℓ

2ℓ+ 1

2πℓ2(ℓ+ 1)2
[G+

ℓ,2(cos θ)±G−
ℓ,2(cos θ)]

×
[
Cij

EE(ℓ)± Cij
BB(ℓ)

]
, (13)

where Pℓ and P 2
ℓ are the Legendre polynomials and

the associated Legendre polynomials, G
+/−
ℓ,m are given by

Eq. (4.19) of [25]. We calculate the correlation functions
within an angular bin [θmin, θmax] by carrying out the
angular bin average of the transformation kernels ana-
lytically [23].

For galaxy–galaxy lensing, we add the tangential shear
contribution of an enclosed mass to the γt(θ) prediction
to remove the one-halo contribution in the galaxy–galaxy
lensing data vector at large scales. This process is known
as the point-mass marginalization [26]. Specifically, we
add the following term to equation 12,

∆γij
t,g(θ) =

1

δcritΩm

∫
dχW i

δ,g(χ)W
j
κ,s(χ)

Bi1015M⊙/h

dA(χ)2θ2
,

(14)

where Bi are free parameters that we marginalize over
and dA(χ) is the angular diameter distance.
For cluster lensing, we further transform the tangential

shear profile γt,c into the projected surface density

Σij
cA(θ) = Yγij

t,cA(θ), (15)

with Y a tranformation matrix defined in [27]. While the
tangential shear profile includes non-local contributions
from all enclosed mass, the projected surface density at
a given θ only probes the cluster density profile within
the corresponding cylindrical annulus and thus removes
contributions of the small-scale cluster mass profile to the
large-scale cluster lensing signal.

2. Cluster abundances

The number of galaxy clusters in richness bin A in
cluster tomography bin δzic can be calculated as

N i
A =

∫ ∞

0

dztrue
dV

dztrue

∫
zobs∈δzi

c

p(zobs|ztrue)∫
λ∈A

dλ

∫ ∞

0

dM p(λ|M, ztrue)
dn

dM
(M, ztrue) , (16)

with dV/dztrue the survey volume per unit redshift,
p(λ|M, ztrue) the richness–mass relation, and dn/dM the
halo mass function. Our parameterization choices for the
latter two model ingredients are specified in Sect. II C.

C. Model parameterization choices

1. Matter power spectrum

To compute lensing (cross-) power spectra, we relate
the convergence to 3D density contrast using Eq. 10 and

PκA(k, z) = PmA(k, z) . (17)

For DES-Y6 analyses, we adopt the halo model-based
HMcode2020 [28] as non-linear matter power spectrum
Pmm(k, z), including baryonic feedback with TAGN = 7.7
as a fixed parameter.
We refer to [7] for validation of this model choice in

the context of the 3×2pt analysis and demonstrate the
robustness of the CL+3×2pt to baryon feedback model
and galaxy bias model misspecification in Sect. IVA3.

2. Halo Mass and Halo Bias

We adopt the Tinker fitting functions for the halo mass
function dn

dM (M, z) and linear halo bias b1,h(M, z) [29].
The robustness of our analyses to model misspecifica-
tions in halo mass function and halo bias prescriptions is
validated in Sect. IVA2.

3. Richness–Mass Relation

Following DES-Y1 [5], we model the richness–mass re-
lation (p(λ|M, ztrue)) as a log-normal model with scatter

σ2
lnλ = σ2

intrinsic + (e⟨lnλ⟩ − 1)/e2⟨lnλ⟩, (18)

and mean

⟨ln(λ)|M⟩ = lnλ0 +Aλ ln(M/Mpiv) + Bλ ln

(
1 + z

1.45

)
.

(19)

4. Tracer Bias

On scales corresponding to the two-halo regime, we
adopt a linear bias (b1) prescription relative to the non-
linear matter density as the baseline model, such that
the cross power spectrum between galaxy/cluster density
and field A is given by

PδpA(k, z) = b1,p(z)PmA(k, z) . (20)



5

For galaxies, we model the redshift dependence with one
free parameter bi1,g per tomographic bin per tracer sam-
ple, neglecting the evolution of galaxy bias within tomo-
graphic bins.

For galaxy clusters, the redshift evolution of bi1,c is cal-
culated from the redshift evolution of the halo mass and
halo bias function,

bi1,cA(z) =

[∫
λ∈A

dλ

∫
dM p(λ|M, z)

dn

dM
(M, z)b1,h(M, z)

]

×

[∫
λ∈A

dλ

∫
dM p(λ|M, z)

dn

dM
(M, z)

]−1

.

(21)

Following the 3×2pt methodology, contributions from
non-linear galaxy biasing are mitigated by scale cuts2.
We demonstrate the robustness of the linear bias model
for the CL+3×2pt analysis in Sect. IVA4 (galaxy bias)
and Appendix B (cluster halo bias).

Following DES-Y1 [5, 20], we also add the contribution
of the one-halo term to the cluster lensing power spec-
trum. Specifically, PδcA(k, z) is modeled by an additional
term written as

P 1h
δcAA(k, z) =[∫
λ∈A

dλ

∫
dM p(λ|M, z)

dn

dM
(M, z)

M

ρ̄m
u(k, c, z,M)

]

×

[∫
λ∈A

dλ

∫
dM p(λ|M, z)

dn

dM
(M, z)

]−1

(22)

where ρ̄m is the mean matter density of the universe, and
u(k, c, z,M) is the Fourier transform of the NFW profile
with halo concentration c and mass M , for which we use
the concentration–mass relation of [30]. Note that we do
not include one-halo contributions for the modeling of the
galaxy-galaxy lensing because those contributions are ex-
plicitly removed through the point-mass marginalization
(Eq. 14).

5. Selection effect model

The identification and the richness estimation of clus-
ters can be affected by large-scale environments. Such
a correlation manifests as an additional bias for cluster-
related correlation functions. Here, different from the
scale-independent model adopted in DES-Y1 [5], we find
it necessary to include the scale-dependency in the selec-
tion model due to the lower scale cut in our analysis pro-
gram (section III 5) compared to DES-Y1. Specifically,

2 We note that this is one of the two DES-Y6 3×2pt analysis ap-
proaches.

we find that analyzing the contaminated data vector with
a scale-independent selection effect model results in a bias
in S8 and Ωm constraints by 0.45 of the statistical uncer-
tainty. Our model is motivated by HOD-cylinder mocks
generated with methods described in [31]. The functional
form reads,

Σij
cA

Σij
cA [Orig]

(θ) = bs1 + bs2exp

(
−θχ(z̄)

r0

)
(23)

Σij
cA

Σij
cA [Orig]

(θ) =
wii

cAg

wii
cAg[Orig]

(θ)

Σij
cA

Σij
cA [Orig]

(θ) =

√
wii

cAcA

wii
cA,cA [Orig]

(θ),

where z̄ is the mean redshift of the cluster sample in red-
shift bin i, Σij

cA [Orig] is the original cluster lensing model

described in equation 15, wii
cAg[Orig] and wii

cA,cA [Orig]
are described in equation 11, and bs1, bs2, r0 are free
parameters. The first equation of equation 23 is moti-
vated by HOD-cylinder mocks in appendix C, where we
find that on large scales, the additional modulation of
the cluster–matter correlations follows a simple power
law. Given that the projected over-density is propor-
tional to cluster-matter correlations, we expect their ra-
tio to follow the same functional form. A similar trend
in the projected over-density is also found in alternative
mocks [13, 32]. Our parametrized model can be easily
understood. bs1 controls the large-scale asymptotic be-
havior while bs1+ bs2 controls the amplitude at zero sep-
aration. r0 controls the transition scale. The second
equation of equation 23 is expected due to our assump-
tion that galaxy density is a linear matter density tracer
(equation 20). The third equation can be understood as
follows. The additional modulation in the matter over-
density around clusters is due to cluster selection. One
can attribute this modulation to the cluster density field,
which contributes twice to the cluster clustering signal
leading to a quadratic boost. This quadratic boost is
validated in HOD-cylinder mocks presented in appendix
C.

6. Intrinsic Alignments

We adopt the “tidal alignment and tidal torquing”
(TATT) model [33] as the baseline intrinsic alignment
model for the analyses presented here, similar to vari-
ous DES analyses [1, 7, 22]. Briefly, the intrinsic galaxy
shape field is written as an expansion in the density and
tidal tensor s,

γ̃α,IA = A1sα +A1δδmsα +A2 (s× s)α + · · · . (24)

The linear term, with A1, corresponds to the well-
studied “nonlinear linear alignment” model [NLA, 34–
36]. The second term captures the impact of source den-
sity weighting [37], and together, the two comprise the
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‘tidal alignment’ component. The third term, quadratic
in the tidal field, captures the impact of tidal torquing
[34, 38].

The DES-Y6 baseline model adopts a four-parameter
parameterization of the IA amplitude and redshift de-
pendence, fixing A1δ to A1, and choosing to parameterize
the redshift evolution of A1 and A2 as power laws with
exponents η1,2. In detail, the prefactors are given by

A1(z) =− a1C̄1
ρcritΩm

D(z)

(
1 + z

1 + z0

)η1

(25)

A2(z) =5a2C̄1
ρcritΩm

D(z)2

(
1 + z

1 + z0

)η2

, (26)

with pivot redshift z0 corresponding to the mean red-
shift of the source sample3, C̄1 a normalization con-
stant, which by convention is fixed to C̄1 = 5 ×
10−14M⊙h

−2Mpc2, and D(z) the linear growth factor.
We note that the DES-Y3 baseline model includes the

density weighting term with a redshift-independent am-
plitude bTA (which is directly proportional to A1δ in
Eq. 24), yielding a five-parameter IA model. For the
cluster lensing data vector, we further reduce the model
to A2 = 0 because we find that intrinsic alignment has
negligible impact on cluster lensing. Specifically, compar-
ing the data vector generated from the upper and lower
1σ values of A1 constrained from DES-Y3, the changes
in χ2 for cluster lensing is 0.04.

7. Magnification

Magnification modifies the observed galaxy density
through geometric dilution and the modulation of galaxy
flux and size selection [39–41]. Hence the DES Y3/Y6
3×2pt analyses model the lensing bias coefficient Ci

l in-
troduced in Eq. 9 as

Ci
l = 5

∂ lnni
l

∂m

∣∣∣∣
mlim,rlim

+
∂ lnni

l

∂ ln r

∣∣∣∣
mlim,rlim

− 2, (27)

where the logarithmic derivatives are the slope of the
galaxy magnitude and size distribution at the sample se-
lection limit.

The values of galaxy lensing bias coefficients Ci
l are es-

timated from simulations and data [42, 43]. In Y6 anal-
yses, we marginalize over uncertainties of the magnifica-
tion bias estimates, as validated in [43]. For Y3 cosmol-
ogy analyses, it was sufficient to hold magnification bias
parameters fixed, as demonstrated in validation on mock
catalogs [18].

3 We note that the mean redshift corresponds to the mean redshift
of the source sample in DES-Y1. We keep this value the same
for ease of comparison.

The observed cluster density is only affected by geo-
metric dilution,

Ci
cA ≡ −2 , (28)

as we absorb the magnification-induced modulation of
observed cluster richness in the mass–richness relation
parameterization.

8. Photometric redshift uncertainties

In this paper, we follow DES-Y3 models of photomet-
ric redshift uncertainties. Specifically, we adopt an addi-
tive shift parameter for the mean redshift for each tomo-
graphic bin for source galaxies, reading as,

ni
s(z) = ni

ref(z −∆i
z). (29)

For the lens galaxies, we adopt a stretch parameter to
change the width of the redshift distribution in addition
to a shift parameter in each tomographic bin. Mathe-
matically, this is expressed as

ni(z) =
1

σi
z

ni
ref

(
z − ⟨z⟩
σi
z

+ ⟨z⟩
)
. (30)

D. Covariance matrix

The DES-Y3 3×2pt analysis relies on analytic co-
variances, which schematically consist of Gaussian and
non-Gaussian cosmic variance, weak lensing shape noise,
(Poisson) clustering shot noise, and super-sample covari-
ance. These analytic covariances are calculated using the
halo model-based CosmoCov code [44, 45] and validated
in [23]. In DES-Y1 [46], we extended the DES 3×2pt
analytic covariances to include cluster abundances and
configuration-space cluster-density cross-correlations.

Relative to DES-Y1 [46], the analysis choice presented
in this paper incorporates two significant updates: (1)
Following the Y3 3×2pt covariance validation [23], we
implement the exact curved-sky, angular bin-averaged
transformation from angular power spectrum covariance
to configuration-space statistics for all CL+3×2pt statis-
tics. (2) We transform the covariances for two-point cor-
relations of w, γt, ξ± type provided by CosmoCov into
a covariance for Σc and its cross-covariance with other
observables: we apply the same localizing transform to
the covariance as to the data vector. Schematically, for a
subset of the data vector consisting of Σij

c (θ) and a type
of observable x

CovΣc,x =

[
Y 0
0 1

]
Covγt,c,x

[
Y 0
0 1

]t
. (31)
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III. MOCK UNIVERSE GENERATION

We validate our theory using the Cardinal simulation
[17]. In this section, we summarize the construction of
the Cardinal simulation, emphasizing the differences be-
tween the simulation used and those presented in [17].
We then describe the construction of the source, lens,
cluster catalogs, and the associated DES analysis prod-
ucts necessary for the cosmological analyses, including
the photometric redshifts, systematic weights, and mag-
nification biases. Finally, we summarize the construction
of the CL+3×2pt data vectors and the associated priors
for the cosmological analysis. Our analysis philosophy
is similar to that of previous DES analyses [18, 47]. We
treat the simulation as a plausible universe, where we run
data analysis pipelines in a similar way as they were run
on real data. We then validate our ability to recover the
true cosmology in the simulated universe. Effectively, we
are validating our pipeline starting from existing catalogs
similar to the DES Gold catalog [48] and shear catalog
[49] to cosmological constraints. A more complete end-
to-end would also include pixel-level images, but that is
beyond the scope of this paper.

1. Cardinal simulation

The Cardinal simulation is the successor of the Buz-
zard simulation [50], which has been heavily used for
DES cosmological analyses [e.g. 18, 19]. Cardinal and
Buzzard both consist of galaxies with an r-band mag-
nitude mr < 27 spanning 10k deg2 of the sky with
z = 0–2.35. The simulated catalogs were constructed
from three N-body simulations with sizes of 1.053, 2.63,
4.03 h−3Gpc3 and mass resolution of 3.3×1010, 1.6×1011,
and 5.9× 1011 h−1M⊙. The N-body simulation is gener-
ated using L-GADGET2 [51] with a ΛCDM cosmology
with Ωm = 0.286,Ωb = 0.047, σ8 = 0.82, ns = 0.96, h =
0.7, As = 2.145 × 10−9, and three massless neutrino
species with Neff = 3.046. These three N-body sim-
ulations are combined to generate a 10k deg2 N-body
lightcone, on which we paint galaxies.

Galaxies are painted through the following steps. First,
we assign galaxy positions, velocities, and absolute mag-
nitudes to dark-matter particles based on their La-
grangian overdensities. The relation of galaxy proper-
ties and the Lagrangian overdensities is obtained from
a subhalo abundance matching model constrained by
the galaxy–galaxy correlations and group–galaxy corre-
lations measured in SDSS [52]. This process was de-
tailed in [53]. The main difference between Cardinal and
its predecessors [18, 54] is the generation of the subhalo
abundance matching model. Cardinal is the first of its
kind that includes orphan subhalos whose disruptions are
constrained by the group–galaxy and galaxy–galaxy cor-
relations. This additional modeling component signifi-
cantly improves the fidelity of galaxy clustering below
2 h−1Mpc (see Fig. 5 of [17]), which is essential for re-

producing cluster abundances in simulations. Second,
each galaxy is assigned an SDSS SED [52] using a con-
ditional abundance matching algorithm. To efficiently
assign galaxy colors, we further simplify the SDSS SED
as a linear combination of five templates generated by
the Kcorrect algorithm [55, 56]. Compared to the pre-
decessors, we modify the property used for conditional
abundance matching so that it does not create an arti-
ficial color gradient in halos with a mass greater than
M200b = 1013 h−1M⊙. Third, we generate the broad-
band DES ugrizY and VISTA JHKbroadband magni-
tudes by integrating the SEDs with the corresponding
bandpass filters. In principle, one could apply DES-Y6
noise on these broadband magnitudes to obtain a galaxy
catalog that mimics the DES-Y6 gold catalog, which was
the procedure adopted in predecessors [18]. In practice,
we find that the broadband galaxy colors generated with
the procedure above assuming a DES-Y3 noise model
are too red compared to the DES-Y3 data due to the
limited diversity of SDSS SEDs and the insufficiency of
describing galaxy colors as linear combinations of five
SED templates. We address this problem with an itera-
tive approach [17]. In short, we use the procedure above
to generate a photometric catalog using a DES-Y3 noise
model. We then correct the colors in this photometric
catalog by comparing them to DES-Y3 data. We use
the corrected photometric catalog to generate an SED
library, which is then used to create a new photometric
catalog. This catalog is then processed with a footprint-
dependent DES-Y6 noise model to mimic the DES-Y6
gold catalog [48]. We refer the reader to section 3.6 of
[17] for more details. In principle, one would like to re-
tune Cardinal with the DES-Y6 gold catalog. However,
we found that the Y3 calibrated version with the Y6 noise
model can reproduce the overall magnitude distribution
of DES-Y6 gold catalog at 10% level (Fig. 5), which is
slightly worse than Cardinal presented in [17] but better
than Buzzard [18]. We, therefore, decided not to retune
the Cardinal model.

We then perform multiplane ray-tracing [57] to the
mock galaxy catalog to compute each galaxy’s shear,
magnification, and deflection. Specifically, these quan-
tities are computed using the lensing Jacobian at the
equally placed shells from z = 0 to z = 2.3 with a sep-
aration 25 h−1Mpc. To speed up the process, each shell
is divided into healpix pixels with nside = 8192 (corre-
sponding to a resolution of 0.46 arcmin), where Jacobian
lensing is computed. Although multiplane ray-tracing
produces high-fidelity lensing quantities, it suffers from
limited resolution where the lensing Jacobian is com-
puted [54]. Specifically, the lensing signal at scales below
∼ 10 times the resolution biases low by over 10% for
cosmic shear and galaxy–galaxy lensing [17]. Cardinal
is the first of its kind to address this resolution problem
using a hybrid approach. Specifically, the shear of each
galaxy is corrected according to the differences between
∆Σ computed using particle–halo cross-correlations and
ray-tracing shears. We refer the reader to section 3.5 of
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FIG. 1. Comparison of redshift distributions between photometric redshift estimations in Cardinal, true redshift distributions
in Cardinal (solid lines; top), and DES-Y6 data (solid lines; bottom). The first column shows source galaxies, the second
column shows maglim galaxies and the third column shows galaxy clusters.

[17] for details. We find that this hybrid approach can
reduce the resolution effect from 10% to less than 2% at
scales between 0.46 arcmins (ray-tracing resolution) and
4.6 arcmins for galaxies at z = 0.6.
Finally, we rotate the mock catalog into the DES-Y6

footprint, apply the DES-Y6 masks, and add footprint-
dependent photometric noise according to algorithms de-
tailed in [17]. Specifically, we assume the photometric
noise is dominated by Poisson noise due to galaxy pho-
tons and sky background. We compute this noise using
the effective exposure time and 10σ limiting magnitude
maps in the DES-Y6 catalogs. Note that Cardinal is the
first of the simulation series to adopt the Poisson model,
while its predecessors approximate this Poisson process
by assuming a Gaussian distribution.

2. DES Lens Catalog

In this work, we use the maglim [58] sample as the lens
galaxy sample, which is selected based on the Directional
Neighbourhood Fitting [DNF, 59] photometric redshifts.
Following the implementation in DES, for each galaxy,
DNF finds the 80 nearest spectroscopic galaxies accord-

ing to a directional metric, which is a product of the Eu-
clidean metric and the angular metric, computed from
g, r, i, z magnitude. The point estimate redshift zDNF is
then given by a linear interpolation of redshifts of those
80 nearest spectroscopic galaxies. DNF also provides the
redshift corresponding to the nearest spectroscopic galax-
ies (znn) for estimating the redshift distribution of an
ensemble of maglim galaxies.

To generate DNF redshifts in Cardinal, we first gener-
ate mock spectroscopic training samples for DNF by se-
lecting simulated galaxies with similar i-band magnitude
and redshift distributions to the spectroscopic training
samples for DNF in the DES-Y6 data [60]. We then run
the DNF algorithm for all galaxies in Cardinal using the
mock spectroscopic samples. With zDNF in Cardinal, one
could then select maglim galaxies in Cardinal using the
same magnitude cut as the DES-Y6 data [60], namely,
mi < 18 + 4zDNF. In practice, due to the differences be-
tween galaxy colors in Cardinal and DES-Y6 data, the
maglim generated with the same magnitude cut will have
a different number density, leading to different signal-
to-noise ratios between simulations and DES-Y6 data.
Since the primary purpose of Cardinal is to validate our
modeling assumptions, matching the signal-to-noise ratio
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between simulations and data is more important than
adopting exactly the same magnitude cut. We, there-
fore, choose to modify the magnitude cut to minimize the
number density differences between Cardinal and DES-
Y6 maglim samples. Specifically, we bin the Cardinal
maglim galaxies into six tomographic bins based on their
zDNF and bin edges [0.2, 0.4, 0.55, 0.70, 0.85, 0.95, 1.05].
We then fit a piecewise linear relation as the magnitude
cut so that the difference in the maglim number density
of Cardinal and DES-Y6 data is minimized in each to-
mographic bin. The resulting changes in the magnitude
cut are similar to DES-Y3 [58], ranging from 0.01 mag in
the lowest tomographic bin to 0.35 in the highest tomo-
graphic bin. In the middle panel of figure 1, we show a
comparison of the redshift distribution between Cardinal
DNF photometric redshift, Cardinal true redshift, and
DNF photometric redshift of DES-Y6 maglim samples.
Here, we estimate the photometric redshift distribution
using the DNF znn. We find in Cardinal that the DNF
znn photometric redshift distribution matches the true
redshift distribution well and, therefore, adopts this es-
timation for cosmological analyses in Cardinal. We note
that in the DES-Y6 data, a self-organizing map-based
(SOM) photometric redshift estimation is used to deter-
mine the redshift distribution of maglim galaxies, but
validating that procedure in Cardinal is beyond the scope
of this paper.

The footprint-dependent photometric noise in Cardinal
can cause spurious clustering signals on maglim galaxies.
To mitigate this, we weigh each maglim galaxy based on
weights generated based on the effective exposure time
and 10σ limiting magnitude maps that are used to gen-
erate photometric noise in Cardinal. Here, we briefly
describe the adopted procedure and refer the readers to
[60] for details. We wish to remove the spurious clus-
tering signal caused by the footprint-dependent survey
systematics. Naively, one can perform a linear regres-
sion with L2 norm given all the maps describing survey
systematics (survey property maps hereafter) and the
observed galaxy overdensity maps. The weight of each
galaxy is then the inverse of the predicted galaxy den-
sity based on the linear combination of survey property
maps with coefficients given by the best-fit model. How-
ever, the large number of possible survey property maps
might lead to overfitting and can remove real clustering
signals in the galaxy overdensity maps. To avoid this,
one can add regularization terms and determine their val-
ues via the cross-validation method [61]. Specifically, we
choose the regularization terms as a linear combination
of L1 and L2 norm, which has been demonstrated to per-
form well when a large number of coefficients tend to be
zero [61, 62]. The combined log-likelihood, also known
as ElasticNet (or ENET hereafter), is then given by

L(α) =
1

2Npix
||δgal − Sα||22 − λ1||α||1 −

λ2

2
||α||22, (32)

whereα are free parameters, S are survey property maps,
λ1,2 are hyperparameters, Npix is the number of entries

in S, and δgal is the galaxy overdensity maps. α, λ1 and
λ2 are determined via cross-validation. The weight of
each galaxy is then (1+Sα)−1. So far, we mostly follow
the procedure described in [61]. In Cardinal, since the
number of relevant survey property maps is much smaller
than the real data, ENET might fail due to the fact that
the distribution of α can be very different from the real
data. To avoid this, we consider all the survey property
maps in the DES-Y6 data in addition to the relevant
property maps when evaluating equation 32 even though
the galaxy number density in Cardinal only depends on
a small number of survey property maps.
Finally, the galaxy overdensity is also modulated by

the lensing of the foreground structure. Specifically, the
galaxies behind an overdense region will be brighter and
are more likely to pass the maglim selection criteria.
Moreover, their positions will change and can, on av-
erage, be less clustered due to lensing deflections. As
detailed in section II, we model this effect by linearly
relating galaxy overdensities to the tomographic conver-
gence field κ. The coefficient of this relation is deter-
mined by Balrog simulations in DES-Y6 analyses. In
Cardinal, we empirically measure this coefficient. Specif-
ically, we select maglim samples based on unmagnified
magnitude. We then compare the fractional differences
in the number of galaxies between magnified and unmag-
nified maglim samples. We fit a linear model to the frac-
tional differences given the κ values, and the slope of the
linear model is the magnification coefficient.

3. DES Source Catalog

We construct a galaxy sample that mimics the DES-
Y6 Metadetection sample as the source catalog. The
Metadetection algorithm uses the code Ngmix4 to fit
galaxy shapes and uses different artificially sheared im-
ages to self-calibrate the shear estimator. The DES-Y6
source catalog is then selected based on Metadetection
quantities such as signal-to-noise and size. Since Car-
dinal only has flux matching to the photometry in the
Gold galaxy catalog [48], we generate a different set of
Metadetection-specific galaxy properties for all Cardi-
nal galaxies, which is then used for source galaxy selec-
tion. Here, we rely on the Balrog imaging simulations
[63, 64], which inject low-noise galaxy images measured
in the DES deep fields [65] into wide-field images and re-
measure their photometry through the DES Data Man-
agement pipeline. Assuming that the noise in deep field
galaxy properties is negligible, we can use the Balrog
simulation as a map from true galaxy properties to DES
galaxy properties. Specifically, we find the Balrog in-
jected galaxy closest in griz bands for each Cardinal
galaxy. We then apply the magnitude differences between

4 https://github.com/esheldon/ngmix

https://github.com/esheldon/ngmix
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deep and wide photometry of the matched Balrog galaxy
to the corresponding Cardinal galaxy. The galaxy flux in
Cardinal generated with this process will be referred to
as fbal for the rest of the paper. In principle, one would
want to use the Y6 Balrog for this process. However, at
the time of the Cardinal construction, Y6 Balrog did not
exist. We, therefore, apply the following shortcut. Given
a Y3 Balrog galaxy, we replace the noisy photometry
with the Metadetection galaxies whose corresponding
r, i, z magnitudes in the gold catalog are the closest. We
find that the resulting modified Y3 Balrog has a similar
magnitude and magnitude error distribution to the Y6
Metadetection catalogs. We then use this modified Y3
Balrog to generate Cardinal source galaxies.

While using Balrog to generate noisy galaxy pho-
tometry in the simulation ensures a reasonable distri-
bution of photometric noise given the true photometry,
it has an important caveat. The generated photometric
noise will not be realistically footprint-dependent, mak-
ing it hard to use simulations to study the impact of
source clustering due to survey nonuniformity. An im-
portant improvement of Cardinal over Buzzard is that
we include footprint-dependent noise in fbal so that the
source galaxies and their redshift distributions in Cardi-
nal will naturally inherit this footprint-dependent noise
effect. Specifically, we use the fact that the Gold cat-
alog photometry in Cardinal, albeit less accurate, has
this footprint-dependent noise. We can then use the
conditional abundance matching technique to shuffle the
fbal and σ(fbal) pairs so that p(< σ(fbal)|fbal

i ) = p(<
σ(f)|fbal

i ), where σ(f) is the uncertainty of Gold catalog
photometry.

We finally select the Metadetection galaxies in Car-
dinal with the following cut:

1. 10 < fbal
i /σ(fbal

i ) < 1000

2. mi < 24

3. mg −mz > 0.7

4.
√
r250 + r2psf/rpsf > x1/(1 + x2z) + x3,

where r50 is the size of Cardinal galaxies and rpsf is the
size of DES PSF at the position of each Cardinal galaxy.
The first cut mimics the signal-to-noise ratio cut in the
DES Y6 Metadetection catalog [49]. The second and
third cuts are to ensure reasonable photometric redshift
uncertainties in Cardinal. The fourth cut has three pa-
rameters tuned to ensure that the number density of Car-
dinal is similar to that of DES-Y6 data.

We then proceed to generate redshift bins and the cor-
responding redshift distribution for the selected source
galaxy catalog. This process is done with the Self-
Organizing Map Photometric Redshift (SOMPZ) algo-
rithm [66]. The essential idea of the DES SOMPZ algo-
rithm is to estimate the redshift distributions of an en-
semble of galaxies by combining information of redshift
samples and deep-field galaxy samples [65]. To empir-
ically estimate the redshift distributions with a limited

number of redshift samples, we further reduce the dimen-
sionality of the galaxies’ color space into a finite num-
ber of categories (SOM cells) with a self-organizing map
(SOM) algorithm. Mathematically, the SOMPZ redshift
estimator can be expressed as a product of probability
distributions, written as,

p(z|b̂, ŝ) ≈
∑
ĉ∈b̂

∑
c

p(z|c, ŝ)p(c|ĉ, ŝ)p(ĉ|ŝ), (33)

where ĉ is the SOM cells of source galaxies, c is the SOM

cells of deep-field galaxies, b̂ denotes the tomographic bin,
and ŝ represents source galaxy selections.

Each component in equation 33 is empirically eval-
uated in simulations in a manner similar to the data.
Specifically, we first select patches in Cardinal that have
the same area as the deep field in DES-Y6 data. In
addition to the DES ugriz photometry, we also gener-
ate Ultra Vista Survey JHK photometry by integrat-
ing SEDs of each galaxy over the corresponding band-
pass. We then remove the deep-field galaxies that will
not pass the Metadetection selection, which depends on
the noisy photometry as described above. To make the
Metadetection selection of Cardinal deep-field galax-
ies, we generate noisy photometry by performing Monte-
Carlo realizations on random locations across the DES
footprint, following the same method used to create the
source galaxy catalog in Cardinal. To mitigate noise from
the Monte-Carlo process, we repeat this procedure ten
times and apply the Metadetection selection on each
set of noisy photometry. Each deep-field galaxy is then
assigned a weight (wi) based on the number of times its
noisy realizations meet the Metadetection selection cri-
teria. Subsequently, we apply a consistent level of photo-
metric noise derived from the median depth of DES-Y6
data to each deep-field galaxy. This allows us to con-
struct the deep SOM (c) based on realistic deep-field
ugrizJHK noisy photometry and properly take into ac-
count the effect of Metadetection selections. To esti-
mate the redshift distribution of the deep field galaxies
(p(z|c, ŝ)), we generate the simulated redshift samples by
randomly selecting the same number of galaxies as the
DES-Y6 redshift sample [67] out of the simulated deep-
field galaxies. Here, we assume this redshift sample is
free from selection biases.

We construct the wide SOM (ĉ) using simulated
Metadetection source galaxies. We then construct the
transfer function (p(c|ĉ, ŝ)) from deep SOM (c) to wide
SOM (ĉ) using the deep-field galaxies and their Monte-
Carlo-realized noisy photometry described above. Specif-
ically, we assign each Monte-Carlo-realized noisy photo-
metric measurement to a wide SOM cell (ĉ) whose cor-
responding deep field photometry is also assigned to a
deep SOM cell (c). We can then calculate the joint prob-
ability p(c, ĉ|ŝ) by calculating the fraction of the Monte
Carlo-realized deep galaxy that is assigned to both c and
ĉ. Further, we can calculate p(ĉ|ŝ) by calculating the
Monte Carlo-realized deep galaxy assigned to ĉ. Using
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Bayes theorem, we get

p(c|ĉ, ŝ) = p(c, ĉ|ŝ)
p(ĉ|ŝ)

, (34)

.

Finally, we assign each wide SOM cell ĉ to a to-
mographic bin. To do so, we use the bin edge z =
[0.0, 0.404, 0.59, 0.82, 2.0] to ensure a roughly equal num-
ber density of source galaxies per bin, similar to how the
bin edge is chosen in DES-Y6 analyses. We then assign
each redshift sample in Cardinal to a bin based on its
redshift. For each wide SOM cell ĉ, we find the mode of
the bin in which redshift samples corresponding to the
wide SOM cell belong. We then assign this mode value
as the bin associated with the wide SOM cell.

The photometric redshift generated above is noisy due
to the limited number of spectroscopic samples and the
limited size of the deep field. To reflect this noise, we em-
ploy the three-step Dirichlet sampling (3sDIR) method
[68] to generate 104 realizations of the redshift distribu-
tion n(z) by analytically calculating the impact of shot
noise and sample variance on n(z). The result is shown
in figure 1.

4. DES Cluster Catalog

We generate the cluster catalog by running redMaP-
Per on the Cardinal gold galaxy catalog. The pro-
cess is similar to that presented in [17]. In this paper,
we bin the redMaPPer catalog into three tomographic
bins based on zλ with bin edges [0.2, 0.4, 0.55, 0.65] to
maximize the cross-correlation signals between redMaP-
Per and maglim. Within each redshift bin, we further
split the samples into four richness bins with bin edges
[20, 30, 40, 60, 500]. The resulting redshift distribution is
shown in the left panel of figure 1.

5. Data vectors

In this paper, we consider all possible auto- and cross-
correlations between maglim galaxies, redMaPPer clus-
ters, and shears measured from source galaxies. This
includes cosmic shear, galaxy clustering, galaxy–galaxy
lensing, cluster–galaxy clustering, cluster clustering, and
cluster lensing. The first three constitute the data vec-
tor for the 3×2pt analysis [7]. The galaxy clustering,
cluster–galaxy clustering, cluster clustering, and cluster
lensing constitute the data vector for the CL+GC analy-
sis. To isolate the information, we only consider maglim
galaxies that have overlapping redshift ranges as galaxy
clusters (i.e., the first three redshift bins) in the CL+GC
analysis.

We measure the auto- and cross-correlations of maglim
galaxies and redMaPPer clusters using the Landy-

Sazalay estimator [69]. Specifically, we evaluate

ŵ(θ) =
DD − 2DR+RR

RR
, (35)

where DD is the number of pairs of tracers (galaxies or
galaxy clusters) with angular separation θ, RR is simi-
larly defined for a catalog of points whose positions are
randomly distributed within the survey volume (random
points), and DR is the number of cross pairs between
tracers and random points. The cluster lensing γc(θ) is
calculated via the same estimator as implemented in [5],
reading as

γ̂c(θ) =
Nr

Nc

∑
j∈DS(θ) eTs,j

RS(θ)
−

∑
j∈RS(θ) eTs,j

RS(θ)
, (36)

where DS(θ) is the number of cluster–source galaxy pairs
with angular separation θ and eTs,j is the tangential
shear of the source galaxies in cluster–source galaxy pair,
Nr is the number of random points, Nc is the number
of galaxy clusters, and RS(θ) is the number of random
points–source galaxy pairs with angular separation θ.

Following equation 15, we further transform the mea-
surement γc(θ) to Σ(θ) with a linear transformation.
This makes our modeling more resilient to unknown
small-scale physics that shapes the matter distribution
below the scale of interest.

All two-point correlation functions are calculated in
20 logarithmic angular bins between 2.5 to 250 arcmins
using Treecorr [70]. However, due to the limitation of
the model, only limited ranges of scales are used for the
analysis. Specifically, we only use scales > 8 h−1Mpc for
galaxy clustering and galaxy–cluster cross correlations,
> 16 h−1Mpc for cluster clustering, and > 2 h−1Mpc
for cluster lensing. These scales are defined at the mean
redshifts of each tomographic bin, assuming a fiducial
cosmology, which is the fiducial value shown in table I
for simulated likelihood analyses and Cardinal cosmology
for Cardinal analyses.

To isolate the different modeling components that
shape the two-point correlation functions, we generate
the data vector with the following variants of catalogs:

A. Halo: We use redMaPPer to count the richness of
each dark matter halo in Cardinal. We select maglim and
source galaxies using each galaxy’s unmagnified photom-
etry. We generate a data vector using the positions of ob-
jects that are not deflected due to lensing. We note that
the cluster sample in this run still suffers the projection
effect. redMaPPer’s richness will still include foreground
and background galaxy that satisfies the red-sequence
criteria.

B. Full: Similar to variant A, but here we use redMaP-
Per to find galaxy clusters. We generate the data vector
using the found clusters and their redMaPPer identified
redshift.
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FIG. 2. Comparison between the data vector generated from three variants of Cardinal described in section III 5: Halo (orange),
Full (blue), and Full Mag (green). For clarity, here we show one redshift and one richness bin for each component of the data
vector. The errorbars correspond to the 1σ uncertainty estimated with theoretical calculation detailed in section II.

C. Full (Mag): Similar to variant B, but here, we gener-
ate maglim and source galaxies using magnified photom-
etry. The data vector is generated using the positions of
objects deflected due to lensing.

Comparisons of A and B test the validity of redMaPPer
as a cluster finder in the Cardinal universe. Comparisons
of B and C test the validity of lensing implementation in
Cardinal and the model adopted to mitigate the magni-
fication biases. The measurements of all three variants
are shown in figure 2.

We find that at a given richness, using redMaPPer as
a richness calculation tool (halo run hereafter) leads to
slightly fewer clusters than using redMaPPer as a cluster
finder (full run hereafter). This is likely due to miscenter-
ing, which leads to a small difference in the richness–mass
relations of the two samples. The fewer clusters in the
halo run indicate that they are likely to have a larger
mass, which is consistent with the fact that the halo run
clusters have a slightly larger wcg, Σ, and wcc. Despite
this small difference in the richness–mass relations, we
find that the halo run and full run produce data vectors
that are consistent with each other, indicating the ex-
cellent performance of redMaPPer as a cluster finder in
Cardinal.

Finally, we estimate the redshift errors in maglim and
source galaxies by comparing mean redshifts estimated
using photometric redshift distribution and true redshift
distribution. We use the measured differences as the cen-
tral value of the Gaussian prior for the parameters asso-
ciated with those redshift uncertainties. We summarize
the priors and parameters used for cosmological analyses
in table I.

IV. VALIDATION OF THE MODEL

In this section, we present the main results of the pa-
per — we show that the model used in this paper is

robust for the CL+GC analysis with DES Y6 data, both
in a simulated likelihood analysis (Section IVA) and an
end-to-end analysis carried out with the Cardinal mock
catalogs (Section IVB). We further show that possible
shared systematics between CL+GC and 3×2pt will not
bias the CL+3×2pt using simulated likelihood analyses
(Section IVA).

A. Simulated likelihood analysis

The model presented in Section II is the fiducial model
we will use in the forthcoming DES Y6 CL+GC analysis.
Before we can apply the model to data, it is important to
check that 1) with a simulated noiseless data vector, we
recover the input cosmology, and 2) our results are robust
to the most dominant systematic effects in the model.
We quantify the impact of known unmodeled system-

atics on our cosmological constraints. Specifically, we
consider the following systematics:

1. The functional form of the richness–mass relation for
the cluster sample (MOR).

2. Uncertainties in halo mass function and halo bias
(Emu).

3. Impacts of baryonic effect on the halo mass function,
halo bias, and matter power spectra (Hydro).

4. Non-linear galaxy overdensity–matter overdensity re-
lation, or the nonlinear galaxy bias (NL Bias).

5. Non-linear matter clustering (NL matter cluster-
ing).

6. Selection effects in the cluster sample (Selection Ef-
fect).

7. Systematics in the one-halo regime of cluster lensing
(One-halo lensing).
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TABLE I. Parameters and priors considered in this analysis. Flat represents a flat prior in the given range, and Gauss(σ)
denotes a Gaussian prior with width σ. The means of the Gaussian priors are determined by comparing true redshifts and
photometric redshifts of galaxies, thus varying between different versions of simulations.

Parameter Prior Fiducial value Varied in CL+GC Varied in CL+3×2pt
Cosmology

Ωm Flat (0.1,0.9) 0.3

As Flat (5× 10−10,5× 10−9 ) 2.19e-9

ns Flat (0.87, 1.07) 0.96859

Ωb Flat (0.03, 0.07) 0.048

h Flat (0.55, 0.91) 0.69

Ωνh2 Flat (0.0006, 0.00644) 0.00083
Galaxy Bias

b11,l Flat (0.8, 3.0) 1.42

b21,l Flat (0.8, 3.0) 1.66

b31,l Flat (0.8, 3.0) 1.7

b41,l Flat (0.8, 3.0) 1.62 -

b51,l Flat (0.8, 3.0) 1.78 -

b61,l Flat (0.8, 3.0) 1.75 -

Intrinsic alignment

a1 Flat (-5.0, 5.0) 0.0

η1 Gauss(µ = 0, σ = 3) 0.0

a2 Flat (-5.0, 5.0) -1.36 -

η2 Gauss(µ = 0, σ = 3) 0.0 -
maglim photo-z

∆1
z,l Gauss(µ = 0.005, σ = 0.007) 0.005

∆2
z,l Gauss(µ = 0.003, σ = 0.011) 0.003

∆3
z,l Gauss(µ = 0.001, σ = 0.006) 0.001

∆4
z,l Gauss(µ = −0.002, σ = 0.006) -0.002 -

∆5
z,l Gauss(µ = 0.001, σ = 0.01) 0.001 -

∆6
z,l Gauss(µ = 0.008, σ = 0.01) 0.008 -

maglim magnification
C1

l fixed -1.57 - -
C2

l fixed -1.70 - -
C3

l fixed -0.25 - -
C4

l fixed 1.50 - -
C5

l fixed 2.22 - -
C6

l fixed 2.80 - -
point mass marginalization

Bi Flat (-1.0, 1.0) 0.0 -
Source galaxy photo-z

∆1
z,s Gauss(µ = 0.034, σ = 0.018) 0.034

∆2
z,s Gauss(µ = 0.028, σ = 0.013) 0.028

∆3
z,s Gauss(µ = 0.011, σ = 0.006) 0.011

∆4
z,s Gauss(µ = −0.010, σ = 0.013) -0.010

Shear Calibration

m1 Gauss(µ = 0, σ = 0.008) 0

m2 Gauss(µ = 0, σ = 0.013) 0

m3 Gauss(µ = 0, σ = 0.009) 0

m4 Gauss(µ = 0, σ = 0.012) 0
redMaPPer richness–mass relation

lnλ0 Flat (2.0,5.0) 4.26

Alnλ Flat (0.1,1.5) 0.943

Blnλ Flat(-5.0, 5.0) 0.207

σintrinsic Flat(0.1, 1.0) 0.15
redMaPPer selection effect

bs1 Flat (1.0,2.0) 1.1

bs2 Flat(-1.0,1.0) 0.2

r0 Flat(10, 60) 30
redMaPPer magnification

Ci
cA

fixed -2 - -
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We will use the shorthand in the parentheses to refer to
each effect below.

We employ the simulated likelihood analysis technique,
where we analyze synthetic data vectors assuming the
fiducial model presented in Section II and a Gaussian
likelihood with a covariance matrix presented in Sec-
tion IID. The synthetic data vector is generated with the
fiducial model assuming fixed cosmological and nuisance
parameters (shown in Table I) and Cardinal redshift dis-
tributions shown in Figure 1. The covariance matrix is
generated with DES-Y6-like shape noise, which is ∼ 10%
lower than the unblinded shape noise in DES-Y6 [49], and
DES-Y6-like number density of maglim galaxies, which
is ∼ 10% higher than the unblinded number density in
DES-Y6 [60]. We note that this mismatch makes the
simulated likelihood analysis more conservative.

To test the impact of systematics on the parameter
constraints, we compare the parameter estimation from
theoretically contaminated synthetic data vectors and
from uncontaminated synthetic data vectors. We com-
pare with the result from the uncontaminated synthetic
data instead of the true cosmological parameters because
the marginalized parameter posteriors may appear biased
from the true parameter values due to degeneracy in high
dimensional parameter spaces, known as the prior volume
effect [71]. We require the shifts in Ωm and σ8 plane to
be less than 0.3 times the expected statistical uncertain-
ties for each systematic to ensure systematic uncertain-
ties well below the statistical uncertainties. Below, we
detail the generation of theoretically contaminated syn-
thetic data vectors.

1. Functional form of the richness–mass relation

The richness–mass relation depends on the properties
of galaxies in clusters and the performance of the cluster
finder, which is sensitive to the contrast of galaxy prop-
erties in clusters and the field. Thus, the richness–mass
relation is sensitive to the statistical relations between
luminosities, colors, and positions of galaxies and their
host halo masses across a wide range of halo mass and
redshifts, making it hard to make a theoretical predic-
tion. Here, we follow the approach adopted in DES-
Y1 [5], where we validate the sensitivity of our anal-
ysis to the different choices of the richness–mass rela-
tion. Specifically, we generate synthetic data assuming
the richness–mass relation in [10], where the authors as-
sume two contributions to the richness–mass relation of
redMaPPer clusters. The first contribution comes from
the intrinsic galaxy abundance–halo mass relation, which
is parametrized as a Poisson distribution following the
usual Halo Occupation Distribution prescription. The
second contribution comes from projected halos whose
galaxies are miscounted due to photometric redshift un-
certainties. This second contribution is calibrated using
gravity-only simulations, where the photometric redshift
uncertainties are estimated from DES-Y1 data. We note

that the photo-z uncertainty in DES-Y6 data is expected
to be better than in DES-Y1 data, making this calcula-
tion a conservative assumption.

2. Uncertainties in halo mass function and halo bias

The assumed the Tinker halo mass function and halo
bias–halo mass relation are known to have systematic un-
certainties of 5− 10% and 10− 20% respectively [72, 73].
To estimate their impact on cosmological constraints,
we generate the synthetic data vector using the Aemu-
lus emulators based on gravity-only simulations [72, 73],
which reduces these uncertainties to 1% for the halo mass
function and 3% for the halo bias–halo mass relation.
We then analyze this synthetic data vector with the Tin-
ker halo mass function and halo bias–halo mass relation
model.

3. Impacts of baryonic effect on the halo mass function, the
halo bias, and the matter power spectra

The halo mass function, the halo bias–halo mass rela-
tions, and the matter power spectra can be affected by
baryonic physics. Since the impact of the baryonic ef-
fect is expected to affect the one-halo regime [74], where
the modeling uncertainties are explicitly tested for galaxy
cluster analyses (IVA7), we do not test the impact of
baryonic effects on matter power spectra for cluster anal-
yses. On the other hand, we test the impact of baryonic
effects on the modeling of the halo mass function and
halo bias explicitly. To test this, we generate synthetic
data using the fitting functions for the halo mass func-
tion and halo bias provided in [75], which is based on the
Magneticum simulation [76]. For the specific parts of the
model that are affected, please see equations 21 and 16.
Baryonic effects on matter power spectra will affect

clusters and 3×2pt simultaneously. While we do not
expect these effects will impact cluster-only analyses,
they might affect joint constraints of clusters and 3×2pt.
To validate this, we generate synthetic data using HM-
code2020 with TAGN = 8.0, which corresponds to a strong
baryonic effect similar to the BAHAMAS 8.0 simulation.
We note that tests of the strong baryonic effect using
the BAHAMAS 8.0 simulation and no baryonic effect for
3×2pt are presented in [7].

4. Nonlinear galaxy overdensity–matter overdensity relation

We model the contribution of non-linear galaxy bias to
galaxy clustering, galaxy–cluster cross-correlations, and
cluster-clustering using an effective 1-loop power spec-
trum model with non-linear bias parameters: b2 (local
quadratic bias), b2s (tidal quadratic bias), and b3nl (third
order non-local bias). The general form of this contribu-
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tion can be written as

P1loop,A,B(k, z) =

1

2
(b1Ab2B + b1Bb2A)Pb1b2(k) +

1

4
b2Ab2BPb2b2(k)

+
1

2
(b1Abs2B + b1Bbs2A)Pb1s2(k)

+
1

4
(b2Abs2B + b2Bbs2A)Pb2s2(k)

+
1

2
(b1Ab3nlB + b1Bb3nlA)Pb1b3(k) +

1

4
(bs2Abs2B)Ps2s2(k),

where A,B denotes the tracers (e.g., clusters, galaxies, or
matters), and Pb1b2 , Pb2b2 , Pb1s2 , Pb2s2 , Pb1b3 , and Ps2s2

are integrals of power spectra evaluated using FAST-PT
code [77]. Note that if the tracer is matter, we have
b1 = 1, b2 = 0, bs2 = 0, b3nl = 0. As for galaxies and
clusters, following the analysis choice of [9], we model bs2
and b3nl using their co-evolution value

bs2 =
−4

7
(b1 − 1)

b3nl = b1 − 1. (37)

We adopt the b2 of maglim galaxies determined in the
3×2pt analysis [1]. For clusters, we found that adopt-
ing the b2–b1 relation measured in separate universe N-
body simulations [78] overpredicts the measured pro-
jected cluster–clustering signal (See Appendix B for de-
tails). Because this overprediction could lead to an overly
conservative conclusion, we adopt a different approach
from DES-Y1 [5]. Specifically, as detailed in Appendix B,
we adopt the b2 value for clusters obtained from fitting
the non-linear bias model to the halo clustering signal
measured in the N-body simulation.

Similarly, we add the 1-loop contribution to
galaxy–galaxy lensing in the CL+3×2pt and
CL+3×2pt+BAO+SN data vector. Specifically, we
add the following terms to the galaxy–matter power
spectra,

P1loop,g,m(k, z) =

1

2
b2gPb1b2(k) +

1

2
bs2gPb1s2(k) +

1

2
b3nlgPb1b3(k).

(38)

We further test the impact of non-linear galaxy
overdensity–matter overdensity relation on cluster lening.
Since our modeling already incorporates the one-halo
term, directly adding non-linear bias contributions would
lead to double counting. To account for this effect con-
sistently, we adopt predictions from N-body simulations.
Specifically, we use the Dark Emulator [79] to generate
non-linear matter-halo power spectra, which we then in-
tegrate into our theoretical framework to construct the
cluster lensing data vector.

5. Non-linear matter clustering

We model the non-linear matter clustering using the
Euclid Emulator2 [80]. Because Euclid Emulator2 only

predicts the nonlinear matter clustering for a gravity-only
universe, we analyze this data vector with the gravity-
only HMcode2020 instead.

6. Selection effect model

We adopt the selection effect model presented in
[32, 81]5. Specifically, we adopt the best-fit value of
HSC-Y1 lensing and SDSS redMaPPer cluster abundance
analyses [32]. We apply the following conversion to the
cluster–galaxy cross-correlation (wcg(θ)), localized clus-
ter lensing (Σ(θ)) and cluster clustering (wcc(θ))

wcg(θ) = Π(θ)worg
cg (θ), (39)

wcc(θ) = Π2(θ)worg
cc (θ), (40)

Σ(θ) = Π(θ)Σorg(θ), (41)

where Π(θ) is defined as

Π(θ) =

{
1 + Π0(R(θ)/R0) if θ ≤ R0,

1 + Π0(θ) + c ln(θ/R0), if θ > R0
(42)

where, R(θ) is the projected comoving separation at the
mean redshift of the clusters, R0 is converted from the
best-fit value in [32] at the mean redshift of each tomo-
graphic bin, assuming the fiducial cosmology in the sim-
ulated likelihood analyses.

7. Possible systematics in the one-halo regime of cluster
lensing

In this test, we artificially make the one-halo term clus-
ter lensing 50% smaller in the contaminated data vector
to test the sensitivity of our analysis to the small-scale
cluster lensing modeling. This test encompasses a num-
ber of possible small-scale systematics: baryonic impact
on cluster lensing, mis-centering, and scale-dependent
projection effects.

8. Summary of simulated likelihood analyses

Figure 3 summarizes the test result for CL+GC,
CL+3×2pt, CL+3×2pt+BAO+SN. For each test, we
show both the amplitude and direction of the bias on
S8 and Ωm for each systematic. First, for the cluster
analysis, we find that systematics shift the cosmological
parameters in different directions. Some of the directions
are interpretable. For example, the non-linear galaxy
bias boosts the power spectra, which can be compensated

5 During the analysis, we found typos in [32, 81]. The Π(R) in
those papers should be 1 + Π(R).
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FIG. 3. Parameter biases for CL+GC (left), CL+3×2pt (middle), and CL+3×2pt+BAO+SN (right) analyses due to different
systematics: arrows show the difference between marginalized constraints using the baseline and contaminated data vector.
The dashed line shows 0.3σ confidence intervals of the baseline analyses. Different colors correspond to different systematics
detailed in section IVA. The length of each arrow represents the magnitude of the bias introduced by each contamination.
Except for the prior volume effect, the arrow directions indicate the bias relative to the analysis of the true data vector. The
arrow for the prior volume effect, however, shows the bias of the analysis on the true data vector relative to the true cosmology
used to generate it.

with higher S8. While others are hard to understand in-
tuitively due to the complicated nature of the data vec-
tor, we find that none of the above systematics can bias
the cosmological constraint by more than 0.3 of the sta-
tistical uncertainties. Interestingly, we find an impact
on cosmological constraints due to the baryonic effect on
halo mass function and halo bias as described by [75]. If
the baryonic effect simply changes the mass of the halos
but preserves the halo number density–halo bias relation,
we would observe no impact on cosmological constraints.
While tantalizing, a detailed investigation of where and
how the model breaks the halo number density–halo bias
relation is beyond the scope of this work.

We extend all systematic contamination tests to the
combined analyses of clusters and 3×2pt, as well as clus-
ters, 3×2pt, and BAO+SN. Naively, one might assume
that it is only necessary to test systematics that affects
all data vectors. However, as demonstrated in Appendix
E, incorporating additional probes that are individually
free of systematics and uncorrelated with the primary
probe can still amplify the impact of systematics in the
primary probe on the total error budget due to degener-
acy breaking. To account for this, we test all identified
systematics across the clusters and 3×2pt joint analysis,
as well as the combined analysis of clusters, 3×2pt, and
BAO+SN. The result is summarized in the middle and
right panel of figure 3. As expected, the baryonic effect
on matter clustering tends to bias S8 low because bary-
onic feedback pushes gas outside of halos. The bias due
to nonlinear galaxy bias shows relatively small changes

in S8 compared to CL+GC. This is likely because cos-
mic shear, which does not depend on the galaxy bias
modeling, dominates the constraining power on S8. Fur-
ther, figure 3 shows that none of the tested systematic
will bias constraints by more than 0.3 of the statistical
uncertainties. We thus conclude that our model is suffi-
ciently flexible to enable us to derive robust cosmological
constraints at the precision achievable by DES Y6-like
surveys.

B. Cardinal mock test

Finally, we perform end-to-end cosmology recovery
tests using the Cardinal simulation. While several sys-
tematics have been tested with simulated likelihood anal-
yses, the tests on Cardinal provide an overall estimation
of the combined impact of some of the systematics. Fur-
ther, the systematics in the selection-effect model and
the mass–observable relation lead to the largest shift in
cosmological parameters for cluster analyses. These two
systematics are also expected to be correlated because
projected line-of-sight structures can change the richness
in a given halo and the associated two-point correlation
functions. It is, therefore, important to test them simul-
taneously. Here, we use the Cardinal simulation as an
alternative test of those models. Finally, because we can
run redMaPPer on Cardinal in the same way as it is run
on data, we can use it to test redMaPPer’s cluster finding
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FIG. 4. Ωm and S8 constriants in CL+GC analyses in dif-
ferent Cardinal runs. The contours show the 68% confidence
levels, corresponding to the 1σ statistical error. Analyses are
performed on three Cardinal catalogs. Green contour is per-
formed on the Halo run. Red contour is performed on the Full
run. Blue contours are performed on the Full (Mag) run. The
blue contour with a dot-dashed line corresponds to an anal-
ysis using true redshift of lens and source galaxies, the blue
contour with a dashed line considers lens photometric redshift
uncertainties, and the blue contour with a solid line consid-
ers lens and source photometric redshift uncertainties. As a
comparison, in the Lower panel, the purple contour shows
constraints from galaxy–galaxy lensing and galaxy clustering
analyses (2×2pt). The black contour shows the expected con-
straining power from DES-Y6 data. The dashed-black line
indicates the true cosmology used to generate the Cardinal
simulation.

performance.

To carry out this test, we employ the CL+GC data
vector measured in three Cardinal catalogs described in
section III 5: Halo, Full, and Full (Mag). We then carry
out our cosmological analysis program described in sec-
tion II on the simulated universe. We further make sev-
eral simplifications. First, the shift in the mean of pho-
tometric redshifts in Cardinal is measured by compar-
ing photometric redshifts and true redshifts of galaxies
instead of estimating from empirical methods. Second,
the covariance matrix is calculated using the true cos-
mology instead of estimating it through an iterative pro-
cess. Third, we estimate the magnification bias of galax-
ies in Cardinal using the κ measured in Cardinal directly.
While Cardinal will not shed light on methods of quan-
tifying redshift biases, iterative processes in covariance
matrix generations, and estimation of magnification bi-
ases, we note that each of these methods has been well
tested [23, 63, 82].

We focus on S8 and Ωm constraints in the tests on
Cardinal. The result is shown in Figure 4, where we
show 1σ contours of cosmological analyses of all three
Cardinal catalogs described in Section III 5: Halo, Full,
Full (Mag). Overall, we find good agreement between
different variations, and all variations recover the true
cosmological parameters within 1σ confidence interval.
The agreement between the Full (red) and Halo (green)
runs tests the validity of redMaPPer as a cluster finder.
The agreement between the Full and Full (Mag) runs sug-
gests the validity of our magnification model for galaxies
and clusters. We further test the impact of photometric
redshift uncertainties and mitigation methods. Specif-
ically, we make two additional runs using photometric
redshifts of lens galaxies (blue dashed) and source galax-
ies (blue solid). The agreement between different photo-z
runs suggests our models of photometric uncertainties for
lens and source galaxies are sufficient to absorb the po-
tential biases in n(z) that impact CL+GC cosmological
constraints. Note that the constraining power is worse
than those in the simulated analyses due to the 50% dif-
ferences in cluster abundance in Cardinal and the data
caused by a mismatch of redMaPPer versions. Because
of this caveat and because there is only one Cardinal sim-
ulation, the noise in Cardinal can be so large that it hin-
ders the discovery of possible systematics. We, therefore,
compare the CL+GC constraints to the joint analyses of
galaxy clustering and galaxy-galaxy lensing constraints
(2×2pt) using galaxies in the same redshift ranges as the
cluster analyses on the same realization. Comparison of
the differences between CL+GC and 2× 2pt reduces the
impact of cosmic variance. We find that the deviation
between CL+GC and 2 × 2pt on S8 and Ωm is 0.447σ,
which is similar to what we find in DES-Y1 [5].

Overall, our results on Cardinal show no detection of
model misspecification for CL+GC in the Cardinal uni-
verse. While the simulated likelihood tests ensure that
each of the tested systematics will not be detectable in
our Cardinal tests, those tests do not guarantee that the
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combination of all combined systematics will not be de-
tectable in Cardinal. Thus, Cardinal provides an ad-
ditional test for the overall systematics of our model-
ing plan. This overall systematic budget includes the
combined systematics in the modeling of CL+GC, the
performance of redMaPPer cluster finding algorithm,
the performance of photometric redshift estimations, the
method to mitigate photometric redshift biases, and the
modeling of the impact of magnification.

V. CONCLUSION

In this paper, we outline an analysis program for joint
analyses of cluster abundances, galaxy clustering, gravi-
tational lensing, BAO, and type-Ia supernovae. We em-
ploy the simulated likelihood technique and catalog-level
DES simulations to quantify the modeling accuracy of
cluster-related data vectors (CL+GC). We further val-
idate the modeling accuracy for the joint analyses of
clusters and other cosmological probes in DES year 6
data. We note that the non-cluster-related pipeline has
been validated in companion work [7, 83, 84]. While it
might seem redundant that some of the tested systemat-
ics are performed for 3×2pt [7], we stress that it is crucial
to evaluate their impact on the full combined data vec-
tor. This is because degeneracy breaking can amplify the
contribution of systematics to the total error budget, as
demonstrated in Appendix E.

In section II, we begin by giving a general description
of our likelihood model. We then detail the assumptions
in the model we employ in data analyses, which we ex-
plicitly validate in section IVA.

In section III, we detail the process of constructing
CL+GC data vector using the Cardinal simulation [17].
We begin by constructing samples that are necessary for
CL+GC analyses, including the source galaxy catalog,
the lens galaxy catalog, and the galaxy cluster catalog.
The lens galaxy catalog (maglim) is generated based on
photometric redshift (DNF), which is generated by run-
ning the DNF algorithm on Cardinal in a similar way as
data. The sensitivity to survey property fluctuation is
mitigated by weights generated with the ENET method.
The source galaxy catalog is generated with a customized
photometry that mimics the data’s photometric distribu-
tion. We further supplement the source galaxy catalog
with redshift binning and photometric redshift estima-
tion using the SOMPZ algorithm. Finally, we generate
the cluster catalog by running the redMaPPer cluster
finder. The data vector is then generated with the mea-
surement pipeline used for data analyses on those three
catalogs.

In section IVA, we detail the calculation of poten-
tial modeling systematics for CL+GC, CL+3×2pt, and
CL+3×2pt+BAO+SN. We show that none of those will
bias the cosmological constraints by more than 0.3 of the
expected statistical uncertainties. In section IVB, we fur-
ther use the Cardinal simulations to validate additional

modeling uncertainties. While we focus on CL+GC in
the Cardinal validation in this paper, we note that the
3×2pt’s validation in Cardinal is presented in [7]. This
is facilitated by three variants of Cardinal simulations,
which are used to explicitly test cluster finding, mag-
nification biases, and photometric redshift error mitiga-
tions. Given all tests done in this paper, we report no
detection of possible systematics given the DES Y6 ac-
curacy. As such, our pipeline is sufficiently accurate for
performing a ΛCDM cosmological analyses of the DES
Y6 data in the combinations: CL+GC, CL+3×2pt, and
CL+3×2pt+BAO+SN. These analyses will be presented
in forthcoming papers.
Looking forward, the next generation of survey data

from Euclid, LSST, and Roman is poised to become more
constraining than DES Y6 in the next 3–5 years. The
study in this paper highlights that more constraining
data will push the requirement on the modeling pipeline
to the next level. More constraining surveys will re-
quire even more sophisticated and complex models to
meet the required modeling accuracy. In addition, the
accuracy of these models can only be guaranteed with
yet more sophisticated, high-fidelity, large-volume simu-
lations. While improving the fidelity of the modeling is
essential, it is equally important to develop high-quality
simulations that have sufficient volume to characterize
the systematic effects in these future datasets. This will
be a major computational challenge in terms of both the
mock catalog generation and the cycles needed to run
survey-specific end-to-end pipelines (similar to the Car-
dinal test done in this paper) multiple times. To alle-
viate this hurdle and to avoid delays coming from con-
stantly evolving pipelines, we encourage designing anal-
ysis pipelines with a focus on automation and efficiency,
enabling them to be rerun multiple times seamlessly.
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(2013), 1210.4158.

[77] J. E. McEwen, X. Fang, C. M. Hirata, and J. A.
Blazek, J. Cosmology Astropart. Phys. 2016, 015 (2016),
1603.04826.

[78] T. Lazeyras, C. Wagner, T. Baldauf, and F. Schmidt,
J. Cosmology Astropart. Phys. 2016, 018 (2016),
1511.01096.

[79] T. Nishimichi, M. Takada, R. Takahashi, K. Osato,
M. Shirasaki, T. Oogi, H. Miyatake, M. Oguri, R. Mu-
rata, Y. Kobayashi, et al., ApJ 884, 29 (2019),
1811.09504.

[80] Euclid Collaboration, M. Knabenhans, J. Stadel, D. Pot-
ter, J. Dakin, S. Hannestad, T. Tram, S. Marelli,
A. Schneider, R. Teyssier, et al., MNRAS 505, 2840
(2021), 2010.11288.

[81] Y. Park, T. Sunayama, M. Takada, Y. Kobayashi,
H. Miyatake, S. More, T. Nishimichi, and S. Sugiyama,
MNRAS 518, 5171 (2023), 2112.09059.

[82] DES et al., in prep. (2025).
[83] DES Collaboration, T. M. C. Abbott, M. Acevedo,

M. Aguena, A. Alarcon, S. Allam, O. Alves, A. Amon,
F. Andrade-Oliveira, J. Annis, et al., ApJ 973, L14
(2024), 2401.02929.

[84] T. M. C. Abbott, M. Adamow, M. Aguena, S. Allam,

O. Alves, A. Amon, F. Andrade-Oliveira, J. Asorey,
S. Avila, D. Bacon, et al., Phys. Rev. D 110, 063515
(2024), 2402.10696.

[85] D. Blas, J. Lesgourgues, and T. Tram, J. Cosmology As-
tropart. Phys. 2011, 034 (2011), 1104.2933.

[86] D. J. Eisenstein and W. Hu, ApJ 496, 605 (1998), astro-
ph/9709112.

[87] A. J. Mead, C. Heymans, L. Lombriser, J. A. Peacock,
O. I. Steele, and H. A. Winther, MNRAS 459, 1468
(2016), 1602.02154.

[88] R. Takahashi, M. Sato, T. Nishimichi, A. Taruya, and
M. Oguri, ApJ 761, 152 (2012), 1208.2701.

[89] C.-H. To, E. Rozo, E. Krause, H.-Y. Wu, R. H. Wechsler,
and A. N. Salcedo, J. Cosmology Astropart. Phys. 2023,
016 (2023), 2203.05583.

https://doi.org/10.1111/j.1467-9868.2005.00503.x
https://doi.org/10.1111/j.1467-9868.2005.00503.x


22

101

102

103

104

n(
m

) [
de

g
2 ]

Cardinal:
g
r
i
z

DES Y6:
g
r
i
z 0.50

0.25

0.00

0.25

0.50

0.75

1.00

1.25

r-
i

DESY6
Cardinal

18 19 20 21 22 23 24
mag

0.10

0.05

0.00

0.05

0.10

 n
(m

) /
nDE

S (
m

)

0.0 0.5 1.0 1.5 2.0
g-r

0.50

0.25

0.00

0.25

0.50

0.75

1.00

1.25

i-z

FIG. 5. Comparison of apparent magnitudes in Cardinal and DES-Y6 [48]. Top left: over distribution. Bottom left: fraction
differences. Top right: g − r vs r − i distributions. Bottom right: i− z and g − r distributions.

Appendix A: Overall magnitude distribution comparison

We compare the magnitude distribution in Cardinal and DES-Y6 gold catalog in figure 5.

Appendix B: Non-linear bias of halos

In figure 6, we compare our linear bias and non-linear bias model of halo clustering to predictions of Dark Emulator
[79]. The non-linear bias model is calculated using b2–b1 relation [78]. As expected, the non-linear bias model
improves the agreement at scales of 20 − 50 h−1Mpc for halos with mass = 2 × 1014 h−1M⊙. However, at scales
below 20 h−1Mpc, the non-linear bias model becomes worse than the linear bias model on agreements with the Dark
Emulator. This is problematic because our scale cut for cluster clustering and cluster–galaxy cross-correlation are
16 h−1Mpc and 8 h−1Mpc. Adopting the non-linear bias model with b2–b1 relation will lead to an overly conservative
conclusion. To solve this problem, we explore a model where the b2 is fitted to the simulation to understand whether
the model has the flexibility to fit the halo clustering. As shown in figure 6, this model improves the agreement to
the Dark Emulator to a much smaller scale compared to the b2–b1 relation model.
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To further investigate this effect on our data vector, we employ halos in six 10k deg2 of Chinchilla N-body lightcone
simulation [54] to compute the projected halo clustering. We adopt the same redshift cut and mass distribution as
the fiducial model in the simulated likelihood analyses. In figure 7, we compare the linear and non-linear bias models
in the highest redshift bin. Consistently to what we found in the 3D halo clustering, the projected halo clustering
shows a similar conclusion: the non-linear model with b2–b1 relation disagrees with the N-body predictions more than
the linear model. In comparison, the non-linear model with free b2 has the flexibility to fit the N-body simulation
and extend the model’s fidelity to a smaller scale than the linear model. We then adopt the b2 value fitted to the
Chinchilla simulation to perform the simulated likelihood analysis.

Appendix C: Selection bias model

We generate HOD cylinder mocks following methods described in [13]. We check the length of the cylinder for 90,
120, and 150 h−1Mpc and find the result is insensitive to those choices. We measure cluster–matter cross-correlation
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show the measurement based on the cylinder mocks constructed from the Chinchilla N-body simulations. Error bars show 1σ
uncertainties estimated from 100 Jackknife resampling. Lines correspond to the best-fit selection bias model adopted in this
analysis.
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FIG. 9. Best-fit values and their 1σ uncertainties of three parameters in the selection bias model. The values obtained from
fitting to the cluster–matter correlations measured in the cylinder mocks constructed from the Chinchilla N-body simulations.
Here we fit different richness bins individually and compare their values in each panel. We find no evident richness dependence
of the parameter; thus, we adopt a richness-independent model in the analysis. Here, we show results in the highest redshift
bin for clarity, but note that all redshift bin shows similar results.

functions using the cylinder-selected clusters and compare that with the randomly selected halos that have the same
halo mass distribution. The ratio of the two gives us an empirical estimation of the selection bias effect on cluster
density fields. We fit our model described in section IIC 5 to these measurements and find good agreement (figure
8). As an additional check, we also measure the clustering of clusters in these simulations and compare that with
our model predictions that fit the cluster–matter cross-correlations (see lower panels). We also find good agreement.
Finally, in figure 9, we check the richness dependence of the parameters in this mock and find no detection. We,
therefore, adopt a richness-independent model in our fiducial analyses.
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FIG. 10. Comparison of theory calculations in CAMB and CLASS. Each line corresponds to a random cosmology drawn from
the prior in Table I, color-coded by the neutrino mass. Different rows correspond to a different redshift, while different columns
correspond to different models of power spectra. The first column shows the comparison of HMcode2020. The second column
shows HMcode2020 with baryons, where we fix TAGN to 8.0. We verify that the plot does not change with a different TAGN

value. The third to fifth columns show comparisons of the existing implementation in CAMB and CLASS: Hmcode-2016 [87],
Halofit [88], and the linear calculation.

Appendix D: Hmcode2020 implementation in CLASS

We implement HMcode2020 [28] model in CLASS v2.9.3 [85]. We follow closely with the HMcode2020 implemen-
tation in CAMB but with one important difference in the treatment of massive neutrinos. In the calculation of the
variance in the linear theory of cold matter and baryon fluid (σ(R)), filtered on a Lagrangian scale R, one needs to
evaluate the linear power spectra of cold dark matter and baryons. In the CAMB implementation, this is calculated
with Eisenstein–Hu fitting function [86]. In our implementation, we follow the implementation of HMcode2016 in
CLASS, where σ(R) is calculated from the Boltzmann solver. In figure 10, we compare different non-linear power
spectra models in CAMB and CLASS. To do this, we generate 200 random samples from DES cosmology priors (table
I). We color-coded the differences based on the sum of neutrino masses. The deviation between our implementation
of HMcode2020 and the CAMB version is much larger than the differences in the linear theory calculation and is
correlated with neutrino mass. However, this difference is smaller than the expected 2.5% uncertainties of the HM-
code2020 model. In the case of no massive neutrinos, we find that the fractional difference between our implemented
HMcode2020 and HMcode2020 in CAMB is ≃ 0.3%, much better than the case of massive neutrinos. Further, we
note that the level of deviation between CAMB and CLASS in our implemented HMcode2020 is similar to that of the
public HMcode2016 [87]. We suspect that this is due to the same reason of σ(R) calculations, but investigating the
source of differences in HMcode2016 is beyond the scope of this paper.

Appendix E: Systematic bias in multiprobe analyses

In this section, we explore the impact of combining different probes on the ratio of systematic to statistical errors.
Typically, analyses ensure that systematics contribute only a small fraction of the statistical uncertainties for individual
probes (e.g., 3×2pt). However, it is less common to verify whether systematics remain subdominant when multiple
uncorrelated probes are combined (e.g., 3×2pt, BAO, and SN). A common assumption is that systematics from
different probes are uncorrelated, and thus combining them should pull constraints closer to the true values. Here,
we demonstrate that this assumption does not always hold; the ratio of systematics to statistical errors can actually
increase due to degeneracy breaking. This shows the importance of testing the impact of systematics on the final
combined data vector.
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FIG. 11. Demonstration that the ratio of systematic bias to statistical uncertainties could be enlarged when combined with
independent and noise-free data vector due to degeneracy breaking.

To illustrate this, we consider two independent data vectors (d1 and d2), each containing two entries that depend
on two parameters (p1 and p2). We assume no correlations between the two data vectors and introduce a systematic
that biases the inference of p1 in the first data vector but has no effect on the second. Using the Fisher formalism, we
calculate the one-sigma parameter constraints and the systematic-induced bias in the parameter values. As shown in
Fig. 11, we find that while the systematics bias the d1 analysis by 0.88σ, they bias the combined d1 and d2 analysis
by 1.3σ.

Appendix F: List of improvements from [5, 6]

We first list all model changes compared to the To&Krause2021 model with brief justifications.

1. Non-local cluster lensing estimator: It has been shown that cluster lensing estimator γt contains one-halo contri-
bution at large scales due to the non-local nature of the estimator [27].

2. Intrinsic alignment: To be consistent with 3×2pt analysis choices.

3. Magnification due to line-of-sight structure: To be consistent with 3×2pt analysis choices.

4. Exact Legendre polynomial summation and proper bin average for covariance matrix calculation: Improve numerical
stability of covariance matrix calculation.

5. Scale-dependent scale bias model: We find it necessary to adopt a scale-dependent selection bias model to meet
the precision of DES-Y6.

6. We adopt HMCode2020 to model the non-linear matter power spectrum, which we implement in CLASS v2.9: To
be consistent with 3×2pt analysis choice.

7. We adopt a new machine learning-based sampler[89]: To conduct the analysis in a reasonable amount of time.

8. We adopt non-limber calculations when generating a covariance matrix: To explicitly calculate the covariance
between samples in different tomographic bins.

9. We modify the calculation of non-linear halo bias parameters: We find a significant bias when comparing the
calculation in [5] to simulations.
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We then list improvements in the validation methods:

1. We construct new simulations to test the model: see [17] for a comprehensive list of improvements.

2. We check contaminations for CL+GC, CL+3×2pt, and CL+3×2pt+BAO+SN.

3. We consider a more comprehensive list of contaminations, including baryonic impacts on matter power spectra,
the accuracy of the matter power spectrum model, and non-linear cluster lensing.
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