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We present a new pipeline designed for the robust inference of cosmological parameters using
both second- and third-order shear statistics. We build a theoretical model for rapid evaluation of
three-point correlations using our fastnc code and integrate it into the CosmoSIS framework. We
measure the two-point functions ξ± and the full configuration-dependent three-point shear correla-
tion functions across all auto- and cross-redshift bins. We compress the three-point functions into
the mass aperture statistic ⟨M3

ap⟩ for a set of 796 simulated shear maps designed to model the
Dark Energy Survey (DES) Year 3 data. We estimate from it the full covariance matrix and model
the effects of intrinsic alignments, shear calibration biases and photometric redshift uncertainties.
We apply scale cuts to minimize the contamination from the baryonic signal as modeled through
hydrodynamical simulations. We find a significant improvement of 83% on the Figure of Merit
in the Ωm-S8 plane when we add the ⟨M3

ap⟩ data to ξ±. We present our findings for all relevant
cosmological and systematic uncertainty parameters and discuss the complementarity of third-order
and second-order statistics.

I. INTRODUCTION

The current state of observational cosmology is one
of tensions and expectations [1] [2]. While discrepancies
continue to be identified between standard cosmological
predictions and observational data, the upcoming Stage
IV surveys offer a promising hope for identifying where
we need to refine or go beyond the ΛCDM model and
where we need to improve our understanding of obser-
vational systematics [3]. This context has been driving
cosmologists towards the development of techniques to
extract the most information out of the available data.

For weak lensing data, going beyond the two-point cor-
relation function of the cosmic shear field allows us to
probe the field’s non-Gaussian features, which can both
lead us to a tightening of the parameter space constraints
and offer improved characterization of systematics such
as the intrinsic alignment of galaxies [4]. Cosmic shear
two-point analyses have been performed with DES-Y3
data [5][6], as well as with data from KiDS-1000 [7] and
HSC Y3 [8][9].

Many studies have been conducted using higher-order
statistics of the cosmic shear field as well. An approach
that uses moments of the weak lensing mass maps was
conducted by Gatti et al. [10] with Dark Energy Sur-
vey (DES) data. The use of third moments of the field
(encoding non-Gaussian information) in addition to the
second moments is shown to give an improvement of 15%

in S8 constraints and of 25% in Ωm constraints relative
to the use of second moments alone. A similar level of
improvement was found by Gong et al. [11] on simulated
data when adding the integrated shear three-point func-
tion to the shear two-point correlation functions ξ±.
Additional state-of-the-art higher-order approaches

are discussed and reviewed by Ajani [12], and include
Minkowski functionals [13], weak lensing peak counts
and minimum counts [14], scattering transforms [15],
wavelet phase harmonics [16], homology statistics [17],
and PDF/CDFs [18] [19]. Finally, deep learning ap-
proaches at the field level have also been developed and
applied to lensing mass maps [20][21][22].
Given that the full shear three-point correlation func-

tion has been measured in DES-Y3 data with high signal-
to-noise [23], the question arises: How much additional
information would this statistic provide to the two-point
shear constraints from DES-Y3? Full shear three-point
function measurements typically yield us data vectors
with large dimensions, which are not optimal for covari-
ance determination. However, a PCA analysis by Hey-
denreich et al. [24] shows that the information content of
the full three-point function is similar to that of the mass
aperture statistic (⟨M3

ap⟩). Thus, the latter can be in-
terpreted as a physically motivated efficient compression
of the former.
The usage of ⟨M3

ap⟩ has been shown by Burger et al.
[25] to lead to complementary constraints to those from
two-point statistics. Their analysis with KiDS-1000 data
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provided a factor of two improvement in the joint Ωm-
S8 constraints. Nonetheless, this was partially driven
by the fact that their setup for the two-point analysis
was less constraining than that of the fiducial KiDS-1000
cosmic shear analysis [7]. In light of this result, we can
expect joint ξ± and ⟨M3

ap⟩ constraints to yield significant
improvement relative to two-point analyses in the context
of other collaborations.

This paper is motivated by these recent developments
and establishes a pipeline for the analysis of the third or-
der cosmic shear information on DES-Y3 data. We con-
struct a theoretical model for the mass aperture statistic,
estimate its covariance through simulations, and build a
robust likelihood for cosmological analyses. These devel-
opments are complemented by a companion paper, that
will describe the analysis with DES-Y3 data.

The paper is organized as follows. In section II, we
describe our theoretical model for the three-point corre-
lation function and the mass aperture statistic, including
the modeling of observational systematics and a descrip-
tion of our neural network emulator. In section III, we
present our data vector and covariance. In section IV, we
describe the parameter inference scheme and our analy-
sis choices. Finally, in section V, we show the parameter
estimation results of our simulated analysis, validating
therefore our pipeline for use with DES data. Our con-
cluding remarks are made in section VI.

II. THEORETICAL MODELING

A. Basics of Weak Lensing

The study of weak lensing allows us to probe the mat-
ter density field of the universe in an unbiased way, be-
cause it is sensitive to the total matter density including
both visible and dark matter. The convergence field on
the sky coordinate X, which characterizes the isotropic
magnification of the background galaxy’s shape, is ob-
tained by the line-of-sight integration of the matter den-
sity contrast with the lensing efficiency [26],

κ(X) =
3ΩmH

2
0

2c2

∫ ∞

0

dχ qi(χ)
δm (χX, χ; z(χ))

a(χ)
(1)

qi(χ) =

∫ ∞

χ

dχ′pi(χ
′)
χ′ − χ

χ′ , (2)

where χ is the comoving distance, z(χ) is the redshift
at a comoving distance χ from the observer, a(χ) is the
scale factor, and δm(r; z) is the matter density contrast
at the 3D coordinate r and redshift z. The lensing effi-
ciency qi(χ) is defined for the i-th source redshift bin, and
characterizes the efficiency of contribution of the mat-
ter density field at comoving distance χ to the conver-
gence field, and depends on the distribution of the source
galaxies p(χ), which is normalized to unity by imposing∫
dχp(χ) = 1.

The shear field of weak lensing in Cartesian frame is
defined as γc(X) = γ1(X) + iγ2(X), where γ1 and γ2
are the shears along the x-axis and an axis rotated 45
degrees from the x-axis, respectively. When the shear
is projected onto another reference frame that is rotated
by an angle ζ from the Cartesian frame, the shear field
follows the spin-2 transformation

γ(X; ζ) ≡ γt(X; ζ) + iγ×(X; ζ)

= −γc(X)e−2iζ . (3)

where γt is the tangential component of each galaxy’s
shear signal, and γ× its radial component.
We define the Fourier transformation of the shear field

as

γc(X) =

∫
d2ℓ

(2π)2
γc(ℓ)e

−iℓ·X , (4)

and the same for the convergence field. The shear and
convergence fields can be related to each other in Fourier
space as

γc(ℓ) = κ(ℓ)e2iβ . (5)

Here β is the polar angle of the Fourier mode ℓ.

B. Second and third order shear statistics

To capture the Gaussian information of the shear field,
we traditionally rely on two-point statistics. In Fourier
space, we write the power spectrum of the convergence
field as

⟨κ(ℓ1)κ(ℓ2)⟩ = (2π)2δD(ℓ1 + ℓ2)Pκ(ℓ1). (6)

The relation between Pκ(ℓ) and the matter power spec-
trum is given by integrating the latter over redshift with
the lensing kernel. For redshift bins i and j, we make
use of the Fourier space Limber approximation [27] and
write

Pκ(ℓ) =
9Ω2

mH
4
0

4c4

∫ ∞

0

dχ
qi(χ)qj(χ)

a2(χ)
Pδ

(
ℓ

χ
, z(χ)

)
, (7)

Analogously, we can extract more information if we
move beyond the Gaussian features of the field and con-
sider its three-point statistics. In this way, we use the
convergence bispectrum

⟨κ(ℓ1)κ(ℓ2)κ(ℓ3)⟩ =(2π)2δD
(∑3

i=1
ℓi

)
×Bκ(ℓ1, ℓ2, ℓ3). (8)

The relation between the matter bispectrum and the con-
vergence bispectrum can also be given under the Limber
approximation [28]. We have

Bκ(ℓ1, ℓ2, ℓ3) =
27Ω3

mH
6
0

8c6

∫ ∞

0

dχ
qi(χ)qj(χ)qk(χ)

a(χ)3χ

×Bδ

(
ℓ1
χ
,
ℓ2
χ
,
ℓ3
χ
, z(χ)

)
.

(9)
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We theoretically model the matter power spectrum and
the matter bispectrum in order to have a starting point
to compute our n-point shear statistics. The non-linear
power spectrum is computed through the revised Halofit
fitting formula, devised by [29]. This expression yields an
accuracy of 5% for scales with k ≤ 1hMpc−1 and 10% for
scales between 1 and 10hMpc−1 for all our redshifts of
interest. Similarly, we model the matter bispectrum with
the BiHalofit formula [30], which is shown to match the
perturbation level calculation on Planck 2015 cosmology
to an accuracy of 10% on scales with k < 3hMpc−1. Our
implementation of the BiHalofit model is described in
Appendix A.

We can also write, in real space, the shear two-point
and the three-point correlation functions in terms of the
power spectrum and bispectrum. The fact that the shear
field is spin-2 gives us three distinct two-point functions
by correlating ⟨γtγt⟩, ⟨γtγ×⟩, and ⟨γ×γ×⟩. The corre-
lation between the tangential and radial components is
zero for a universe with parity symmetry, leaving us with
two independent functions [26]. We can combine the tan-
gential and radial components and write

ξ+(θ) ≡ ⟨γtγt⟩+ ⟨γ×γ×⟩, (10)

ξ−(θ) ≡ ⟨γtγt⟩ − ⟨γ×γ×⟩. (11)

To express the relation between these functions and
the convergence power spectrum, we decompose the con-
vergence field into E and B modes. We have now two
separate fields κE and κB given by

∇2κE = ∇(∇κ), (12)

∇2κB = ∇× (∇κ). (13)

The convergence power spectrum can be decomposed
as well between PE

κ (ℓ) and PB
κ (ℓ) by replacing κ(ℓ) for

its E and B components in Eq. 6. Following Kilbinger
[26], this brings us to

ξ+(θ) =

∫ ∞

0

ℓdℓ

2π
J0(ℓθ)[P

E
κ (ℓ) + PB

κ (ℓ)], (14)

ξ−(θ) =

∫ ∞

0

ℓdℓ

2π
J4(ℓθ)[P

E
κ (ℓ)− PB

κ (ℓ)], (15)

where J0/4(x) is the 0th-/4th-order Bessel function of the
first kind.

For three-point statistics, the traditional convention is
to project the shear of a given point over the line that
connects it to a chosen center of the triangle, which can
be either the orthocenter or the centroid. From this ap-
proach, described in Schneider and Lombardi [31], we
write eight components of the 3PCF:

γijk = ⟨γi(X1)γj(X2)γk(X3)⟩. (16)

The so-called natural components of cosmic shear, which
are invariant combinations of the above quantities, are

defined by Schneider and Lombardi [31]. Its real and
imaginary parts are:

Re(Γ0) = γttt − γt×× − γ×t× − γ××t

Im(Γ0) = γtt× + γt×t + γ×tt − γ×××
(17)

Re(Γ1) = γttt − γt×× + γ×t× + γ××t

Im(Γ1) = γtt× + γt×t − γ×tt + γ×××
(18)

Re(Γ2) = γttt + γt×× − γ×t× + γ××t

Im(Γ2) = γtt× − γt×t + γ×tt + γ×××
(19)

Re(Γ3) = γttt + γt×× + γ×t× − γ××t

Im(Γ3) = −γtt× + γt×t + γ×tt + γ×××
(20)

The functions Γ0, Γ1, Γ2 and Γ3 can be worked out
as functions of the convergence bispectrum. This has
been done by Schneider, P. et al. [32], and is reproduced
by Heydenreich et al. [24] for their three-point function
integration code. The expressions involve integrations
with J2 and J6 functions, which have a highly oscillatory
behavior and thus require caution in direct numerical in-
tegration. We have:

Γ0(x1, x2, x3) = 2π

∫ ∞

0

ℓ1dℓ1
(2π)2

∫ ∞

0

ℓ2dℓ2
(2π)2

×∫ 2π

0

dφBκ(ℓ1, ℓ2, φ)e
2iβ̄(ei(ϕ1−ϕ2−6α3)J6(A3)+

ei(ϕ2−ϕ3−6α1)J6(A1) + ei(ϕ3−ϕ1−6α2)J6(A2))

(21)

and

Γ1(x1, x2, x3) = 2π

∫ ∞

0

ℓ1dℓ1
(2π)2

∫ ∞

0

ℓ2dℓ2
(2π)2

×∫ 2π

0

dφBκ(ℓ1, ℓ2, φ)e
2iβ̄(ei(ϕ1−ϕ2+2ϕ3+2β̄−2φ−2α3)J2(A3)+

ei(ϕ3−ϕ2−2β̄−2α1)J2(A1) + ei(ϕ3−ϕ1−2ϕ2+2β̄+2φ−2α2)J2(A2))
(22)

Here, we express the convergence bispectrum as a func-
tion of ℓ1, ℓ2, and the opening angle between them φ, for
which ℓ3 = (ℓ21 + ℓ2 − 2ℓ1ℓ2 cosφ)

1/2. We also define the
quantity β̄, which corresponds to the angle between ℓ3
and the mean direction between ℓ1 and ℓ2. The values
of Γ2 and Γ3 are obtained through cyclic permutation of
the indices on the expression for Γ1. The quantities A3

and α3 are defined by the pair

A3 sinα3 = (ℓ1x2 − ℓ2x1) sin
φ+ ϕ3

2
, (23)

A3 cosα3 = (ℓ1x2 + ℓ2x1) cos
φ+ ϕ3

2
, (24)

and their counterparts A1 (A2) and α1 (α2) are also given
by cyclic permutation of indices.
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The requirements for a parameter inference pipeline
include being able to generate fast theoretical models to
be used by a sampler. Though we can enhance speed
with emulation, a faster code is still important to be able
to generate a large enough sample for emulator train-
ing. The complexity of Eqs. 21 and 22 calls for a level
of precision during integration that leads to an increased
runtime. We propose in Sugiyama et al. [33] a fast algo-
rithm to go from the matter bispectrum to the natural
components of the shear three-point correlation function
by performing a multipole expansion of the bispectrum.
In order to do so, we move away from the conventional
projection of the shear, and write our correlation func-
tions relative to the so-called ×-projection, defined by
Porth et al. [34] as

ζ×1 =
φ1 + φ2

2
, (25)

ζ×2 = φ1, (26)

ζ×3 = φ2. (27)

where φ1 and φ2 correspond to the angles between each
of two triangle sides and the x-axis.

Using this convention, we write the expression for the
first component of the shear 3PCF:

Γ×
0 (θ1, θ2, ϕ) =−

∫
d2ℓ1
(2π)2

d2ℓ2
(2π)2

e−iℓ1·θ1−iℓ2θ2

×Bκ(ℓ1, ℓ2, φ)e
2i

∑
i βie−3i(φ1+φ2).

(28)

By replacing the bispectrum in Eq. 28 by its expansion
in Legendre Polynomials, we arrive at a way to compute
Γ×
0 as a sum of a series of multipole components. The

same procedure is done for Γ×
1 , Γ

×
2 , and Γ×

3 and detailed
in Sugiyama et al. [33]. We show that this method yields
a significant speedup relative to brute-force integration.
Our fastnc code is used in our pipeline to model the
shear three-point functions.

C. Mass aperture statistics

The mass aperture is a single measurement of the con-
vergence signal within a circular patch. While the av-
erage convergence is, by construction, zero, we can get
second-order and third-order shear information by ana-
lyzing the moments of the mass aperture. Particularly,
the skewness of the mass aperture, given by ⟨M3

ap⟩, is
an efficient way to compress the third-order information
that would rather be scattered along multiple triangle
configurations on the three-point correlation function.

The mass aperture statistic can be computed either as
an integral of the bispectrum or directly from the nat-
ural components of the 3PCF. We opt for the second
approach, which allows us to have a theory model consis-
tent with TreeCorr [35] measurements of the mass aper-
ture. In order to guarantee that our model will reproduce
the measured statistic, we consistently apply scale cuts

and bin averaging on our modeled 3PCF, using the same
choices as the ones done for the measurements (detailed
in Section III).
With the binned values of the Γi functions, the mass

aperture is found through matrix multiplication. In inte-
gral form, the expression was determined by Jarvis et al.
[35], with the T0 and T1 functions defined in their Eqs. 51-
52, and the quantities s and t’ given in their Eqs. 46-48
as combinations of the vectors qi that connect each ver-
tex of a triangle configuration to the centroid. Permuting
the qi indices in the T1 expression gives us the functions
T2 and T3. The final expression for ⟨M3

ap⟩ at an aperture
radius θ can then be simplified as

⟨M3
ap⟩(θ) =

3

2
Re

∫
sds

s2

∫
s<t′<|t′−s|

d2t′

2πθ2

×
∑

i=0,1,2,3

Γi(s, t′)Ti

(
s

θ
,
t′

θ

) (29)

In addition to computing the ⟨M3
ap⟩(θ) with the

DES-Y3 redshift source redshift bin integration ker-
nels, our pipeline also computes the redshift-dependent
⟨M3

ap⟩(θ, z), which can be transformed into the full mass
aperture with a line-of-sight integral. This gives us the
advantage of making all the three-point and mass aper-
ture integration independent of the source galaxy redshift
distribution. We take advantage of this feature to build
our emulator, described in section II F.
The ⟨M3

ap⟩, as a local measurement, is generally in-
sensitive to partial-sky coverage. On survey data, which
commonly have complex masking, the presence of holes
and edges can bias a direct measurement of the mass
aperture [23]. However, the approach of estimating
⟨M3

ap⟩ from the three-point correlation function integra-
tion removes the mask dependency [35].
It has been shown by Heydenreich et al. [24] that using

⟨M3
ap⟩ for cosmological parameter estimation yields re-

sults comparable to those obtained by using the most rel-
evant principal components of the full three-point func-
tion, and that these first principal components already
saturate the available information, making it unneces-
sary to continue adding the remaining ones.

D. Modeling observational systematics

An important step towards a robust estimate of the
cosmological parameters is to model the effect of observa-
tional systematics. If left unmodeled, systematic effects
on the data can bring significant biases to the final pa-
rameters. Although most of the observational systemat-
ics are calibrated at the catalog level in DES-Y3 data, we
introduce nuisance parameters in our theoretical expres-
sions in order to marginalize over the potential residual
error from these systematics. Our formalism follows the
one used by the two-point DES-Y3 analysis [5] [36] [37].
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We first include in our model the photometric redshift
error, which should account for eventual shifts in the
computed redshift distribution of the survey data. To
model the residual error in the estimated photometric
redshift, we allow the mean redshift of the source distri-
bution to vary by a shift parameter ∆zi for i-th redshift
bin,

pi(z) → pi(z −∆zi). (30)

In terms of shear biases, the DES-Y3 shape catalog
uses a self-calibration method to calibrate most of the
bias based on the data itself. This is expected to elim-
inate additive biases on the shear values. However, the
blending effect cannot be fully removed, which leaves
percent-level systematic uncertainties in the multiplica-
tive bias of the shear. To account for this residual bias in
theory, we include one shear multiplicative bias parame-
ter for each source redshift bin, and modulate the 2PCF
and 3PCF by

ξij± → (1 +mi)(1 +mj)ξ
ij
± , (31)

Γijk
µ → (1 +mi)(1 +mj)(1 +mk)Γ

ijk
µ . (32)

Here mi is the multiplicative bias for i-th source redshift
bin, and is marginalized over in the parameter inference
process with a proper prior following the Bayesian frame-
work discussed in Section IVA.

Modeling the point spread function (PSF) in the ob-
served image is another important aspect of shear estima-
tion. Inaccuracies in the PSF model over the observed
sky are known to introduce two additive bias terms in
shear estimation: residual and leakage. These biases
give rise to additive PSF correlation terms in the NPCF.
Gatti et al. [38] and Secco et al. [23] measured the size
of the PSF correction terms for the 2PCF and 3PCF,
respectively, and concluded that they are subdominant.
Therefore, we do not include the PSF terms in our model.

E. Intrinsic alignment

The measured signal from galaxy ellipticity catalogs is
comprised of both the weak lensing signal and the intrin-
sic alignment (IA) signal. A careful consideration of the
latter is important in order to get unbiased constraints
from a cosmic shear analysis. Additionally, a consistent
modeling of IA in two-point and three-point functions
can be responsible, via self-calibration, for a significant
gain in information on the cosmological parameters [4].
The non-linear alignment (NLA) model is based on the
assumption that the intrinsic galaxy shapes are linearly
aligned with the tidal field [39]. The NLA model can
be easily included in the two-point and three-point func-
tion computations by replacing the lensing efficiency as
follows [10] [40].

qi(χ) → qi(χ) + fIA (z(χ)) pi(χ)
dz

dχ
. (33)

Here fIA(z) is the redshift dependence of the relation
between the intrinsic galaxy alignment and the tidal field,

fIA(z) = −AIA

(
1 + z

1 + z0

)αIA c1ρcritΩm,0

D(z)
, (34)

where z0 = 0.62 is the pivot redshift, c1ρcrit = 0.0134 is a
conventional constant value, D(z) is the growth function
normalized to unity at z = 0, and AIA and αIA are the
NLA model parameters.
In the context of two-point analyses, intrinsic align-

ment models with higher complexity have also been ex-
plored. Blazek et al. [41] introduce the tidal alignment
and tidal torquing (TATT) model, motivated by the need
to account for the behavior of spiral galaxies which do not
necessarily follow the NLA assumption. Instead of per-
forming a population split, they take a perturbative ap-
proach, introducing two new free parameters to probe the
amplitude and redshift dependence of the tidal torquing
alignment component.
In terms of statistical model selection, Secco et al. [5]

find a preference for NLA over TATT in modeling DES-
Y3 data. Analyses from other surveys have also found
no definite need to move from NLA towards models with
more parameters. Dalal et al. [8] use HSC Y3 data and
determine the shift in S8 when changing between IA mod-
els to be insignificant. In a joint DES+KiDS analysis,
Abbott et al. [42] find a larger shift in S8 but it is partially
attributed to the fact that TATT allows their pipeline
to explore lower S8 values in a regime with high tidal
torquing alignment, skewing the posterior mean. This is
not, therefore, a preference for any particular model.
For higher-order statistics, it is important to maintain

consistent IA modeling between second and third order
correlations. Pyne et al. [43] determine that such con-
sistency is possible within the NLA framework, which
allows us to use the same A1 and α1 parameters for our
two-point and three-point functions. Given these con-
siderations, we opt for model simplicity and implement
NLA in our pipeline, through Eqs. 33 and 34.

F. Emulator for redshift-dependent mass aperture

We build a neural network emulator for the mass aper-
ture statistic, in order to speed up our cosmological in-
ference pipeline. We use the functions provided by the
CosmoPower framework [44] to create and train the net-
work. Our model inputs are the five cosmological pa-
rameters Ωm, S8, h0, Ωb, and ns. The sum of the neu-
trino masses mν is not included as an emulator input
because its dependence is not captured by the BiHalofit
modeling, which is calibrated on simulations with fixed
mν = 0.06eV. Nonetheless, we do not expect this to yield
any biases due to current lensing data lacking sensitivity
to constrain neutrino masses.
For each set of cosmological parameters, the model is

trained to compute the redshift-dependent (matter field)
⟨M3

ap⟩(θi, z) for θi = 7′, 14′, 25′, 40′ and for a pre-defined
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set of 36 z values, giving us an output of length 144 (see
Appendix B). We verify that using this set of z values for
line-of-sight integration gives us a precision of better than
2% on ⟨M3

ap⟩(θ) relative to a fiducial theoretical model

computed with 30 log bins from z = 10−4 to z = 0.1
and 100 linear bins from z = 0.1 to z = 3. Generat-
ing a z-dependent output for ⟨M3

ap⟩ allows us to have
an emulator that is independent of the source redshift
distributions and of the intrinsic alignment kernel.

To train and test our model, we generate a set of
1500 samples, drawn as a Sobol Sequence on the five-
dimensional parameter space. The range of values used
for each parameter is found in Table I. We discard the
samples on which the ⟨M3

ap⟩ computation fails (due to
limitations of the Boltzmann solver and of BiHalofit mod-
eling on outlier cosmologies). We divide our remaining
samples into one subset for training and validation (with
a split of 75%/25% and total size of 1300), and a second
set of size 171 for testing purposes. We investigate the
set of 144 × 171 outputs for the testing set and find that
the network error is below 0.29% for 99% of the samples,
and below 1.02% for 100% the samples. The percentual
error on the testing samples is shown in Figure 1.

TABLE I. Range of values used to sample our parameter space
for emulator training and testing. Values were chosen in order
to avoid at most the outlier cosmologies that can break down
the P (k) or the B(k1, k2, k3) computation. Our main emu-
lator does not sample the dark energy equation of state w0,
leaving it fixed. For our wCDM analysis, we build a second
emulator and sample it over w0.

Parameter min max

Ωm 0.12 0.5
S8 0.65 0.9
h0 0.55 0.91
Ωb 0.03 0.07
ns 0.87 1.07
w0 -2 -0.5

In order to use the network predictions on our cos-
mological inference pipeline, we write the mass aperture
⟨M3

ap⟩(θ)ijk for each redshift bin combination (i, j, k):

⟨M3
ap⟩(θ)ijk =

∫
dχ

χ

qi(χ)qj(χ)qk(χ)

a(χ)3
⟨M3

ap⟩(θ, z(χ))

(35)
Each integration kernel q(χ) includes both the lensing

kernel and the intrinsic alignment NLA kernel for the
selected redshift bin, as described in section II E.

During integration, the errors from the network out-
put are suppressed. The discrepancy between target and
predicted ⟨M3

ap⟩ for all redshift bin combinations is of
the order of 0.01%, being an insignificant contribution to
our total model error budget.

We also developed one additional emulator model to
allow for wCDM cosmologies. We generated 2000 Sobol

FIG. 1. Dispersion of mass aperture emulator predictions.
On the y-axis we show the percentage error of the network
predictions relative to their corresponding target values. The
green lines mark the interval between -0.29% and 0.29%, and
the magenta between -1.02% and 1.02%. A total of 99% of
the samples lie between the green lines, and 100% of them
between the magenta lines, showing that the emulator scatter
is a negligible source of error for our ⟨M3

ap⟩ model.

samples with the same ranges for Ωm, S8, h0, Ωb, and
ns as in our fiducial model. We varied the dark energy
equation of state w0 parameter between -2 and -0.5. On
this new set of samples, we selected 1700 for training and
validation (with a 75%/25% split), and left the remaining
262 successful ones for testing. By analyzing the testing
samples, we certify that the error is also not significant,
remaining below 0.7% for 99% of the samples.
By introducing the emulator, the computation speed

has significantly improved, reducing the computational
time from approximately 40 seconds using fastnc to just
0.03 seconds with the emulator – an acceleration by a fac-
tor of O(103). This remarkable speed-up makes it feasi-
ble for posterior Monte Carlo sampling, enabling efficient
exploration of high-dimensional parameter spaces while
substantially reducing computational costs.

III. COVARIANCE ESTIMATION

A joint analysis of second- and third-order shear statis-
tics requires modeling the covariance matrix of the joint
data vector. In this paper, we use simulations to estimate
the data covariance for ξ± and ⟨M3

ap⟩. The CosmoGridV1
suite [45] is a set of lightcone simulations generated with
the PkdGrav3 code [46]. It includes runs at a grid of
varying cosmologies, as well as runs at a fiducial cosmol-
ogy. For our covariance estimation, we use their fidu-
cial runs to generate 125 full-sky convergence maps at
the DES-Y3 source redshift distributions, which are then
each transformed into cosmic shear maps and cut out into
four DES-Y3 footprints, yielding us a total of 796 shear
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FIG. 2. Mass aperture statistic data vector for simulated analysis. Panels show the aperture mass statistic as a function of
filter radii θ for different redshift-bin combinations (i, j, k) indicated on the upper right corner of each panel. The green line
indicates our synthetic data vector computed from our pipeline at CosmoGridV1 cosmology. The error bars are estimated from
the measured covariance. We also include a red line indicating a theoretical calculation with an artificially increased intrinsic
alignment signal to show the effect of this systematic on third-order statistics. We use A1 = 1.0 and α1 = 0.5, and find that
this is more relevant for the lower redshift bins.

maps.

To add shape noise to our mock data, we randomly
rotate the ellipticities of the Y3 shape catalog [38] at the
positions of its galaxies. Next, we add to the randomly
rotated e1 and e2 values the mock CosmoGridV1 shear
values for each galaxy position. Finally, we create an

NSIDE= 1024 HEALPIX map [47] and take, for each pixel,
the average over all the final shear values.

For each realization, we perform a measurement of the
2PCF, ξ±(θ)ij , using TreeCorr on 20 log-spaced θ bins
ranging from 2.5 to 250 arcminutes, which is the same
angular binning as in the DES-Y3 key papers [48]. Here
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FIG. 3. Covariance of second order shear correlation func-
tions. The upper triangle is the analytic result, and the lower
triangle is measured from 796 CosmoGridV1 simulations. The
covariances are consistent, having sufficiently close amplitude
and structure.

FIG. 4. Covariance of the aperture mass statistics estimated
from 796 CosmoGridV1 simulations. The number indicated
by the ticks on x- and y-axes are the triplets of the redshift
bins. The off-diagonal structure amounts mostly to cross-
correlations between different aperture filters for the same or
nearby redshift bin combinations. This is expected, given
that there is overlap between the 3PCF contributions to the
⟨M3

ap⟩ integral at different filters. We check the convergence
of this covariance in Appendix C

FIG. 5. Cross-covariance between the two-point functions and
the aperture mass statistics estimated from 796 CosmoGridV1

simulations. The numbers indicated by the ticks on x/y axes
are the pairs/triplets of the redshift bins. The lack of notice-
able cross-correlation even for the same redshifts is due to the
S/N discrepancy between the statistics.

the subscript indicates the pair of redshift bins that are
being correlated, and runs over the 10 possible combina-
tions that arise from the four tomographic redshift bin
setup.
Similarly, we perform a measurement of third order

shear statistics for each realization. We first perform
our 3PCF measurements with TreeCorr, using the Mul-
tipole binning scheme. In this scheme, each triangle con-
figuration is described by two side lengths and a set of
multipoles of the opening angle. We take as the maxi-
mum multipole maxn = 100. For the side binning, we
take 20 logarithmically spaced bins between θmin = 0.5′

and θmax = 80′. Next, we convert these measurements
into the side-angle-side binning scheme, using 63 linearly
spaced bins for the opening angle, which go from 0.016
to 3.126 radians. Finally, these measurements are trans-
formed, using TreeCorr, into measurements of the skew-
ness of the mass aperture statistic ⟨M3

ap⟩(θ)ijk. We use
four equal-aperture filters, at θ = 7, 14, 25, and 40 ar-
cminutes. As in the case of 2PCF, the subscript indicates
the triplet of the redshift bins to correlate, and runs over
the 20 possible combinations of a four tomographic red-
shift bin setup. By restricting ourselves to equal-aperture
filters, we avoid an unnecessary increase in our data vec-
tor length and retain around 90% of the full mass aper-
ture information, as investigated by Burger et al. [25].
We concatenate the measured 2PCF and third or-

der mass aperture statistic in a joint data vector, d =
[ξ±(θ)ij , ⟨M3

ap⟩(θ)ijk] for each realization, and estimate
the covariance by the sample covariance of all the simu-
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lation realizations

C =
1

Nreal − 1

Nreal∑
r=1

[
dr − d̄

] [
dr − d̄

]T
, (36)

where dr is the measurement of the joint data vector from
the r-th realization, d̄ is the mean over all realizations,
and Nreal = 796.

Through a preliminary comparison of our simulated
covariance with jackknife and bootstrap estimates from
Y3 data, we verify that our current NSIDE introduces an
inaccuracy in the mass aperture covariance if we do not
cut our 3PCF measurements at θ ≈ 8′, which is slightly
larger than two times the simulation pixel size. Once
this low cut is implemented on the two triangle length
parameters, there is no need to introduce additional cuts
on the maximum multipole parameter. We implement
this cut and recompute our ⟨M3

ap⟩ measurements and

joint ξ± and ⟨M3
ap⟩ covariance with the reduced 3PCF

data.
Our mass aperture data vector is presented in Fig-

ure 2, and was computed with our theory pipeline at
CosmoGridV1 cosmology. We use our simulated covari-
ance to compute the total signal-to-noise ratio over all
redshift bin combinations, finding it to be S/N=8.9. The
highest contributions towards the total S/N ratio can
be traced to the redshift bin combinations (z1, z2, z3) =
(3, 4, 4), (3, 3, 4), and (2, 3, 4), each yielding individual
values of S/N between 6 and 6.3. For this reason, when
we explore parameter constraints with subsets of the
data, we include a scenario in which we focus on the high-
redshift information and add to the auto-correlations the
combinations (3, 3, 4) and (3, 4, 4).
In order for our likelihood model to bring robust con-

tours on parameter space, we must accurately model
three components of our covariance: the two-point corre-
lations, the mass aperture, and the cross-covariance be-
tween both (Figures 3, 4, and 5). We confirm the validity
of our two-point covariance by comparing it with the an-
alytic model by [5, 6] (Figure 3). We verify the similarity
in structure between the measured and analytic scenar-
ios. The amplitude of both covariances is also consistent,
with the average ratio of their diagonal elements being
sufficiently close to unity. The effect on the two-point
function parameter constraints of switching from an an-
alytic to a simulated covariance is presented on Figure 6,
where we also apply MOPED compression on the simu-
lated covariance chains, as described in Section IVB.

The covariance of our ⟨M3
ap⟩ data vector is shown in

Figure 4. We verify that, within the same redshift bin
combinations, there is high cross-correlation between the
information from different aperture angles θ. Nonethe-
less, the cross-correlation over different z-bin combina-
tions is low.

The cross-covariance between two-point and three-
point information is also not significant, and there is no
structure on the matrix, as can be seen in Figure 5. Nor-
malizing the full covariance matrix so that it has a di-
agonal equal to unity, we find that the largest value for

the cross-covariance equals 0.13. We note that this ab-
sence of correlation extends even to data vector entries
that probe the same redshift bins. Even though it would
be reasonable to expect that the (i,i) sections of the ξ±
data vector would correlate with the (i,i,i) section of the
⟨M3

ap⟩ vector, at least more than with the other parts of

the ⟨M3
ap⟩ vector, this effect can be suppressed by the

S/N discrepancy between the statistics.

IV. METHODOLOGY

A. Parameter inference

For the parameter inference process, we attempt to
fit our theoretical modeling to the data vector through
Bayesian analysis, where the posterior distribution of the
model parameters p for a given data vector d is propor-
tional to the product of the data likelihood and the prior
on the model parameters,

P(p|d) ∝ L(d|p)Π(p). (37)

We adopt a non-Gaussian likelihood in order to accu-
rately propagate the variance of our covariance matrix
into our final parameter constraints. It has been shown
by Sellentin and Heavens [49] that, when using a covari-
ance matrix estimated from simulations, a marginaliza-
tion over the inverse-Wishart distribution of the true un-
derlying covariance will yield a likelihood that follows a
modified multivariate t-distribution. An alternative ap-
proach is to use a Gaussian likelihood and rescale the in-
verse covariance by the multiplicative factors introduced
by Hartlap et al. [50] and Dodelson and Schneider [51].
We adopt the likelihood proposed by Percival et al. [52],
which follows a t-distribution and is designed to yield
Bayesian credible intervals for the model parameters that
would match the frequentist-based confidence intervals of
the multiplicative factor approach.

Our likelihood is written in terms of the chi-squared
difference between the data and the theoretical prediction
t(p) for a set of parameters p:

lnL(d|p) = −m

2
ln

(
1 +

χ2

Nreal − 1

)
+ const (38)

χ2 = [d− t(p)]TC−1[d− t(p)]. (39)

Here Nreal = 796 is the number of simulations used to
estimate the covariance, and m is a factor given by

m = Np + 2 +
Nreal − 1 + fD

1 + fD
, (40)

with Np being the number of model free parameters and
fD the Dodelson-Schneider factor [51], which is a func-
tion of Nreal, Np, and the dimension of the data vector
Nd:
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TABLE II. The choices of data vector considered in this paper.

label description data dim. Nd

2pcf+map3 ξ± and all ⟨M3
ap⟩ 307

2pcf+map3(auto) ξ± and auto-z (z1 = z2 = z3) of ⟨M3
ap⟩ 243

2pcf+map3(auto+334+344) adding (z1, z2, z3) = (3, 4, 4) and (3, 4, 4) of ⟨M3
ap⟩ to 2pcf+map3(auto) 251

2pcf only 2pcf 227
map3 ⟨M3

ap⟩ 80
2pcf[MOPED]+map3 MOPED compression of 2pcf and all map3 (This is the fiducial) 96
2pcf[MOPED]+map3(auto) MOPED compression of 2pcf and map3 (auto) 32
2pcf[MOPED]+map3(auto+334+344) MOPED compression of 2pcf and map3 (auto+334+344) 40
2pcf[MOPED] MOPED compression of 2pcf 16

TABLE III. List of the model parameters and their priors.
The first section summarizes the cosmological parameters,
and the following sections are nuisance parameters for the ob-
servational and astrophysical systematics: the residual photo-
metric redshift uncertainty, the shear multiplicative bias, and
the intrinsic alignment of the source galaxies. We employ
Gaussian priors N for parameters of observational systemat-
ics (instead of uniform priors U which are used for cosmologi-
cal and astrophysical parameters) as these are determined by
the calibration pipelines [5].

Parameter Prior
Cosmological parameters

Ωm U(0.1, 0.5)
S8 U(0.7, 0.84)
h U(0.55, 0.91)
Ωb U(0.03, 0.07)
ns U(0.87, 1.07)
mν [eV] U(0.06, 0.6)
w0 U(−2.0,−0.3333)

Photo-z errors
∆z1 N (−0.0, 0.018)
∆z2 N (−0.0, 0.015)
∆z3 N (−0.0, 0.011)
∆z4 N (−0.0, 0.017)

Multiplicative shear calibration
m1 N (−0.0063, 0.0091)
m2 N (−0.0198, 0.0078)
m3 N (−0.0241, 0.0076)
m4 N (−0.0369, 0.0076)

Intrinsic Alignment parameters
AIA U(−5, 5)
αIA U(−5, 5)

fD =
(Nd −Np)(Nreal −Nd − 2)

(Nreal −Nd − 4)(Nreal −Nd − 1)
. (41)

We compute the inverse covariance using the measured
covariance matrix from our 796 CosmoGridV1 realizations
described in Section III. In this paper, we consider several
choices for the data vector d, which are summarized in
Table II along with their dimensions Nd. The lower part
of the table includes MOPED compression of the data
vectors, which is discussed in Section IVB.

Our fiducial data vector includes the ξ+ and ξ− func-
tions for two-point statistics, as well as the ⟨M3

ap⟩ func-
tion for three-point correlations. For the ξ± part of our
data vector, we used 20 log-spaced values of θ for each
source redshift bin combination, with θmin = 2.5′ and
θmax = 250′. This gives us a total length of 200 for ξ+
and 200 for ξ−. To avoid baryonic contamination at the
level of the two-point functions, we performed the scale
cuts validated by Secco et al. [5] for use on DES-Y3 shear
data. After applying cuts, our total size for the ξ± data
vector became equal to 227.
For the mass aperture part of the data vector, we used

our full set of 80 data points, which correspond to four
aperture values for each of the 20 redshift bin combi-
nations. Our limits of θmin = 7′ and θmax = 40′ are
informed by the tests described in section IVC. There-
fore, the length of the fiducial uncompressed two-point
plus three-point data vector is 307.

Besides the full fiducial data vector, we also perform
parameter inference with the ξ± vector alone, and also
with the ⟨M3

ap⟩ alone. Then, we introduce subsets of

⟨M3
ap⟩ to the ξ± vector, in order to understand which

redshift bin combinations add more information. We
start with only the redshift auto-correlations, which give
us a total data vector size of 4×4 = 16. Next, we add the
correlations between bins (3, 3, 4) and (3, 4, 4), to include
more information from the high-redshift sources, which
contribute significantly to the total signal-to-noise. This
gives us a data vector of length 6 × 4 = 24.

For our theory modeling, we considered the set of pa-
rameters listed on Table III. This gives us six cosmolog-
ical parameters (plus one for our wCDM model), and a
set of 10 nuisance parameters, over which our results are
marginalized. We use priors consistent with the shear
two-point analysis of DES-Y3 data described by Secco
et al. [5], reproducing their prior ranges for most param-
eters and being informed by their posteriors for Ωm and
S8, in order to avoid extrapolating the limits of our em-
ulator sampling.

We build our analysis pipeline in the CosmoSIS package
[53], which offers an easy interface to the various sam-
plers and calculation modules. For the modeling of the
2PCF theoretical vector, we utilize the existing modules
in the cosmosis-standard-library, a supplemental li-
brary tailored for cosmology analysis. We newly build the
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CosmoSIS modules for third-order shear statistics, using
the fastnc code [33].

We sample the posterior using MultiNest [54] through
CosmoSIS. For the MultiNest hyperparameters, we use
nlive=500, efficiency=0.3, tolerance=0.1. Once the
pipeline finishes sampling, we check if the chain covers
most of the posterior volume by plotting the weight of
samples as a function of sample IDs [55].

B. Data compression

As we have seen in the last section, the dimension of
the joint analysis data vector grows up to 307, which is
comparable to the number of CosmoGridV1 simulations
used for covariance estimate. In this case, the Hartlap
factor can be significant, and even with the Hartlap fac-
tor, the simulation-based inverse covariance fails to de-
scribe the true covariant structure of the data vector ele-
ments. In order to solve this difficulty, we reduce the di-
mension of the data vector using the Massively Optimised
Parameter Estimation and Data compression (MOPED)
[56, 57] algorithm. In this algorithm, we transform the
original data vector to a compressed data vector using a
linear transformation,

d → BT · d, (42)

where the transformation matrix B is the two-
dimensional matrix with shape (Nd, Np), being Np the
dimension of the model parameter vector. Therefore
MOPED compresses the original data vector down to
the size of the model parameter vector, Np. The trans-
formation matrix is designed to maximize the Fisher in-
formation after compression, and it is shown that the
compression conserves the Fisher information. Specifi-
cally, the i-th element of the data vector is designed to
maximize the i-th model parameter’s Fisher information.

To obtain the MOPED transformation matrix, we cal-
culate the Fisher matrix, which requires the inverse co-
variance. One possibility that emerges is to use the rough
estimate of the inverse covariance matrix from a small
number of simulations. However, we found this not to
be an adequate approach. If we use a covariance derived
with a simulation number comparable to the dimension
of the data vector, the inverse variance of the data ele-
ments can be misestimated and the compression matrix
can upweight the noisy data vector elements by mistake.
This process leads to overconfidence in the parameter in-
ference. Figure 6 shows how much our constraints from
the two-point function can be overconfident when we use
the simulation-based covariance from a small number of
simulations to estimate the compression matrix.

For this reason, we perform a partial data compres-
sion only on the 2PCF part of the data vector, for which
we have an analytic model of the covariance matrix. We
keep our mass aperture data vector uncompressed, and
perform MOPED on ξ+ and ξ−, using for compression

0.1 0.2 0.3 0.4 0.5 0.6
m

0.70
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0.80
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S 8

analytic cov, no compr
compr (analytic cov), like (sim cov)
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FIG. 6. Cosmological constraints with distinct MOPED data
compression setups. The gray contour uses the analytic co-
variance for inference with no compression. The red contour is
obtained with the MOPED compressed data vector, where the
compression matrix is estimated with the analytic covariance
while the simulation-based covariance is used in the likelihood
during parameter inference. The blue contour is similar to the
red contour, but the simulation-based covariance is used for
the estimate of the compression matrix. Here, only the 2PCF
data vector is considered. The red contour is slightly larger
than the gray due to the difference between the CosmoGridV1

input cosmology and that of the analytic covariance. For our
simulated analysis we use the analytic covariance to estimate
the compression matrix (red contour). By doing this, we avoid
the overconfidence present in the blue contour.

the analytic model described by [5, 6]. The performance
of the 2PCF compression is shown in Figure 6, where we
can see that the compression works well to preserve the
information content of the 2PCF. The confidence region
of the compressed data analysis is slightly larger than
that of the original contour due to the larger cosmolog-
ical amplitude parameter used in CosmoGridV1 simula-
tions relative to that of the analytic covariance. With
the estimated compression matrix for 2PCF, we define
the compression matrix for the full data vector by form-
ing the block diagonal matrix.
With the estimated MOPED transformation matrix,

we compress the data vector as in Eq. (42), and compute
the covariance of the compressed data vector as

C → BT ·C ·B. (43)

We compute the transformation matrix for all the data
vector choices discussed in the last section. The com-
pressed versions of the data vector are summarized in
Table II.
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FIG. 7. The suppression factors on the matter bispectrum,
Rb, due to baryonic feedback. Here we plot Rb(k1, k2, k3) for
the equilateral configuration k1 = k2 = k3. The blue lines
represent the TNG-300 simulations, obtained with the fitting
formula of Takahashi et al. [30]. The orange lines represent
the OWLS simulations, obtained by rescaling the blue lines
by a factor of 1.53/2. The solid and dashed lines are at red-
shifts z = 0 and z = 1, respectively. We use the OWLS-like
suppression for pipeline validation.

C. Pipeline Validation

To perform a robust inference of the cosmological pa-
rameters, we need to confirm that our analysis pipeline
can recover the underlying true cosmological parameters
from data. Thus, we validate our analysis pipeline by
performing parameter inference on a simulated data vec-
tor at CosmoGridV1 cosmology. We present our results
in section V.

We also test the validity of our scale cuts against the
systematic effect of baryonic feedback on matter clus-
tering. The baryonic effect on matter clustering can be
interpreted as the outward displacement of the matter
particles in the host halo due to the baryonic physics,
e.g. AGN feedback, star formation or gas heating. As
a result, the baryonic effect prevents matter clustering
at small scales, leading to the suppression in the matter
power- and bi- spectra [58]. The physics of these effects
is studied in hydrodynamical simulations utilizing sub-
grid physical modeling [59][60], but its whole extension
is still little understood when compared to gravity-only
dynamics, which can lead to uncertain estimates of the
resultant suppression.

Because of this difficulty in modeling the baryonic ef-
fect on the matter power- and bi- spectra, we do not
include baryonic physics in our model, but rather try
to remove from the data vector the scales that could be
contaminated by the baryonic effect. To this end, we
generate a synthetic data vector of the 2PCF and the
mass aperture that includes a baryonic effect similar in
amplitude to that of the OWLS simulations [61]. For the

2PCF, we estimate the suppression factor for P (k) from
the OWLS simulations, multiply it with the gravity-only
non-linear matter power spectrum, and then transform it
to the ξ± observable. For third-order shear statistics, we
start by computing the suppression factor for the matter
bispectrum through the fitting formula in Appendix C
of Takahashi et al. [30]. This expression was calibrated
from the TNG-300 simulation, which has a baryonic ef-
fect smaller in amplitude than that of the OWLS simu-
lations. In order to have a consistent baryonic effect be-
tween 2PCF and third-order shear statistics, we rescale
the suppression factor accordingly. The parameter Rb is
defined as the ratio between the matter bispectrum with
(Bb) and without (BDM) baryons:

Rb(k1, k2, k3) ≡
Bb(k1, k2, k3)

BDM(k1, k2, k3)
(44)

For scales in which the baryonic effect is important, we
can approximate the expressions for the matter power-
and bi- spectra to the 1-halo regime, in which P (k) ∝
u(k)2 and B(k, k, k) ∝ u(k)3, with u(k) being the halo
profile. Thus, we have

Bb(k, k, k)

BDM (k, k, k)
∝

(
Pb(k)

PDM(k)

)3/2

(45)

We compare the peaks in the matter power spectra
suppression factors from the OWLS and TNG-300 sim-
ulations, estimating them to differ by a factor of 1.5.
Therefore, we rescale our original Rb(k1, k2, k3) param-
eter by a factor of 1.53/2, so that it has an amplitude
consistent with that of OWLS. The resultant suppression
factor is shown in Figure 7. Using the suppressed mat-
ter bispectrum, we compute the shear 3PCF and mass
aperture statistics, and perform a run of our pipeline on
the baryon-contaminated data vector. We present our
results in the following section, along with those of the
full simulated analysis.

V. RESULTS

In this section, we show the results of our analysis
pipeline validation. We measure our level of joint im-
provement on the Ωm and S8 constraints through the
figure-of-merit (FoM) defined by

FoM =
1√

Cov(Ωm, S8)
. (46)

Our full run of the pipeline uses synthetic ξ± and
⟨M3

ap⟩ data at the CosmoGridV1 input cosmology. We
use our CosmoGridV1 simulated covariance and perform
MOPED compression on the ξ± data vector before con-
catenating it with the mass aperture information.
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FIG. 8. Results of our simulated 2+3pt cosmological analysis.
The gray contour is the constraint from ξ± alone, while the
colored contours are constraints the addition of the third order
mass aperture statistic. The dotted lines indicate the input
values of Ωm and S8. We find an improvement of 83% on the
Ωm-S8 figure-of-merit when we add the full mass aperture
data vector.

With ΛCDM modeling, we find that adding the auto-
correlations of the mass aperture increases the FoM on
the Ωm-S8 plane by 40%, while adding the full mass
aperture data improves the 2PCF constraints on Ωm-
S8 by 83%. The results are shown in Figures 8 (fo-
cused on Ωm-S8) and 9 (which includes the constraint
from mass aperture alone). The figure of merit for each
considered scenario on Ωm-S8 is presented in Table IV.
Adding the high signal-to-noise redshift bin combinations
(3,3,4) and (3,4,4) of the mass aperture along with its
auto-correlations only slightly increased the gain relative
to the scenario restricted to the auto-correlations. This
shows us that, despite those combinations bringing im-
portant contributions to the signal, it is still necessary to
combine low and high redshift information to achieve the
full constraining power of the mass aperture. Our incre-
mental approach demonstrates the presence of valuable
cosmological information at all redshifts.

We attribute the high FoM gain of 83% to the fact that
the individual contours from ⟨M3

ap⟩ and ξ± are nearly
orthogonal to each other in the Ωm-S8 plane, inducing a
significant reduction of the joint contour, as can be seen
in Figure 9. The contours for all cosmological parameters
are presented in Appendix D for both ΛCDM and wCDM
models.

We verify the consistency between the two-point anal-
ysis and our full analysis by comparing the mean of the

TABLE IV. Figure of merit on the Ωm-S8 plane for our differ-
ent data vector choices. The rightmost column summarizes
the gain in the FoM compared to the 2PCF-only analysis.

Data vector FoM FoM gain
2pcf 930.8 –
2pcf+map3(auto) 1299.2 40%
2pcf+map3(auto+334+344) 1408.7 52%
2pcf+map3(all) 1700.8 83%
wCDM-2pcf 653.2 –
wCDM-2pcf+map3(all) 928.1 42%

marginalized parameter posteriors. We also compare
those values with the CosmoGridV1 input cosmological
parameters. The results are shown in Table V.
To verify the adequacy of our 2PCF and mass aperture

scale cuts in removing effects from baryonic physics, we
run our pipeline on our baryon-contaminated data vector
which mimics the baryonic effect present in the OWLS
simulations (see Section IVC for the detail). The results
are shown in Figure 10. We measure the shift in the
mean of the S8 and Ωm posteriors caused by introducing
baryons on the data vector. For the joint analysis, S8 is
shifted by 0.05σ and Ωm by 0.0σ, which is completely in-
significant. This indicates that our choice of scale cuts for
2PCF and mass aperture is large enough to cut out the
small-scale data vector elements that are more sensitive
to the baryonic effect.
We also note that while the presence of baryons slightly

moves down the S8 value on the 2PCF analysis, it slightly
increases the S8 value on the ⟨M3

ap⟩-only analysis. The
net effect on a joint analysis is that of a smaller shift
than in each of the individual analyses. As can be seen
in Figure 7, there is a regime of baryonic enhancement
on the bispectrum for mid-to-low scales. Due to our cuts
and filter choices, the enhancement dominates over the
smaller-scale suppression regime on the ⟨M3

ap⟩ integral,

leading to a net enhancement of the ⟨M3
ap⟩ signal.

Next, we show the improvement of the cosmological
parameter constraints in the wCDM model. Here we use
the same data vector as in our previous ΛCDM analyses,
but we allow the equation-of-state parameter w0 of dark
energy to freely vary within the prior range specified in
Table III. The constraints are shown in Figure 11. We
find no improvement on the marginalized w0 uncertainty
when adding third order shear information to the 2PCF
signals. The individual Ωm gain was found to be of 20%,
while the S8 gain was 2%. In contrast, the marginalized
parameter gains in the ΛCDM scenario were of 10% for
Ωm and 36% for S8, as can be seen in Table V. Despite
the negligible S8 and w0 individual gains, the improve-
ment in the w0-S8 figure-of-merit was found to be of 36%,
indicating that mass aperture data helps to break the ex-
isting w0-S8 degeneracy.
Finally, in addition to constraints on the cosmological

parameters, we also find a slight improvement on the in-
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FIG. 9. Results of our simulated 2+3pt cosmological analysis. The gray constraint uses 2PCF data alone, the red constraint
uses both 2PCF and mass aperture, and the green constraint uses mass aperture data alone. The dotted lines indicate the
input values of the parameters. Note the difference in orientation of the Ωm-S8 contours from ξ± and ⟨M3

ap⟩, which contributes
to the improvement in the joint constraint.

trinsic alignment amplitude parameter as detailed in Fig-
ure 12. With the ξ± data alone, we find A1 = −0.05+0.47

−0.48.
When we add the mass aperture information, this con-
straint moves to A1 = −0.05+0.48

−0.45, being tightened by a
factor of 3%. As the amplitude of gravitational lensing
is larger for higher source redshift bins due to the larger
line-of-sight coverage, the relative contribution of intrin-
sic alignment is larger at lower redshift bins. This can
be seen in Figure 2, where the predicted signals with and
without intrinsic alignment are shown.

VI. CONCLUSIONS

We have presented results from a pipeline to ob-
tain robust constraints on cosmological parameters using
second- and third-order shear statistics. The full config-
uration and redshift-dependent shear three-point corre-
lations are measured from simulated shear catalogs and
compressed for computational efficiency into the third
moment of the mass aperture statistic ⟨M3

ap⟩. We build

a theoretical model for ⟨M3
ap⟩ and integrate it into the

CosmoSIS framework. The methodology developed in our
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TABLE V. Mean of parameter posteriors from 2PCF and 2PCF+⟨M3
ap⟩ analysis.

Parameter CosmoGridV1 ξ± ξ± + ⟨M3
ap⟩ ξ± (wCDM) ξ± + ⟨M3

ap⟩ (wCDM)

Ωm 0.26 0.277+0.049
−0.048 0.268± 0.044 0.267+0.052

−0.051 0.254+0.041
−0.042

S8 0.782 0.786+0.022
−0.021 0.790+0.014

−0.013 0.764± 0.032 0.768± 0.031

w0 -1 - - −1.28± 0.35 −1.29± 0.35
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FIG. 10. Validation of our analysis pipeline against the effect of baryonic feedback. The gray contours are the results with the
dark matter (DM) only data vector, while the red contours use the baryon contaminated data vector. The first panel includes
only 2PCF data, the second panel only ⟨M3

ap⟩ data, and the third panel uses the full data vector. Our baryon-contaminated
data vector uses an amplitude similar to that seen on the OWLS simulations (see also Figure 7 for the baryonic effect on the
bispectrum). We find no significant shift in Ωm and S8 for any of the data sets.

earlier work [33] enables rapid computation of ⟨M3
ap⟩ at

every point in parameter space. Building upon this, we
introduce an emulator that further accelerates the com-
putation, reducing the runtime from approximately 40
seconds to just 0.03 seconds – an improvement by a fac-
tor of O(103). This substantial speed-up makes posterior
Monte Carlo sampling feasible and significantly enhances
computational efficiency.

We compute the combined likelihood of the two-point
functions ξ± and of ⟨M3

ap⟩, including the covariance ma-
trix from a set of 796 CosmoGridV1 shear maps. We verify
the robustness of our pipeline against observational sys-
tematics and show that our scale cuts sufficiently remove
contamination from baryonic feedback. We thus com-
plete the preparation of our pipeline for an analysis with
DES-Y3 data.

We also determine the improvement in the Ωm-S8

figure-of-merit of our second- and third-order shear anal-
ysis relative to the ξ± data vector alone. We obtain a
significant gain of 83%, which is much higher than the
gains reported by Gatti et al. [62] in studies of the third
moment with DES-Y3. While there are several previous

analyses of third-order correlations, Burger et al. [25] is
the closest to our work as they use the full three-point
correlations and find a similar gain (93%) for a KiDS
simulated analysis with COSEBIs and ⟨M3

ap⟩.
We study the complementarity of three-point informa-

tion in helping to break degeneracies between cosmo-
logical and systematic parameters. As noted in early
studies of three-point correlations, their dependence on
σ8 and Ωm is different from that of two-point correla-
tions [see 63, for a perturbation theory description]. Our
Figure 9 shows that in practice the degeneracy direc-
tions differ only subtly, but they do enable stronger con-
straints on both parameters from a joint analysis. More
quantitatively, the two-point correlation function is sen-
sitive to the combination of S8 ≡ σ8(Ωm/0.3)

0.5 [64],
while we found the three-point is to the combination of
S′
8 ≡ σ8(Ωm/0.3)

0.43. The full parameter constraints
from our joint analysis can be seen in Figures 14 and
15.
Interestingly, for our scale cuts on the three-point cor-

relation function and aperture filters between 7′ and 40′,
the lensing signal is slightly enhanced for ⟨M3

ap⟩ due to
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FIG. 11. Results of our simulated analysis for the wCDM cosmological model. The gray and red contours are from 2PCF-only
and 2PCF+⟨M3

ap⟩, respectively. The dotted lines are the input values of the parameters. We find an improvement of 36% on
the joint w0-S8 constraint.

the presence of baryons. Thus, the mass aperture analy-
sis has the opposite bias on the S8 constraint compared
to the two-point analysis. The combined effect on a joint
analysis is a negligible shift in S8 (below 0.1σ), and thus
one of robustness to baryonic feedback relative to that
of the individual summary statistics. How generally this
holds is an interesting question for future work.

The gain in the Ωm-S8 FoM that we find with the
full three-point correlation raises interesting questions re-
garding the use of higher order statistics (HOS). In gen-
eral, various studies have reported complementary infor-
mation in an array of HOS. In particular, Gatti et al.
[62] compare the Ωm-S8 FoM gain from third moments,
scattering transforms, and wavelet phase harmonics, with
each yielding improvements of 15%, 38% and 53% rela-
tive to second moments alone. The combination of the
three statistics yields an improvement of 92% relative
to a second moments analysis. The gain in FoM they
find with all HOS is very close to the gain we report

from three-point correlations alone. While those numbers
should not be compared in detail with ours (in particu-
lar because we use ξ± as our second order statistic), they
motivate the use of the full three-point function rather
than smoothed moments, and of a careful examination of
what information remains to be captured by other HOS.
We do believe that the three-point function ought to be
the first HOS to be included beyond two-point analyses,
due to its ease of modeling and interpretation.

Interestingly, for three-dimensional clustering analy-
ses, recent findings suggest that the power spectrum and
bispectrum come close to saturating the information con-
tent [65]. Again, there are several differences in the anal-
yses (in particular, the presence of galaxy bias which ne-
cessitates more conservative scale cuts), and the question
may not be settled yet [see, e.g. 66, for the field-level in-
ference argument].

Finally, we also consider the wCDM model, for which
we present results for the three key cosmological parame-
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ters (S8,Ωm and w0). We find an improvement of 36% in
the joint w0-S8 constraint. The marginalized uncertainty
on w0 itself shows no improvement [67].

In conclusion, we have shown that using the full three-
point correlation functions is a promising way to extract
significant additional cosmological information from lens-
ing surveys. The three-point function extracts non-
Gaussian information while staying well above the small
scales that are impacted by baryonic feedback. The ap-
plication to DES-Y3 data will follow in a separate publi-
cation.
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de Amparo à Pesquisa do Estado do Rio de Janeiro,
Conselho Nacional de Desenvolvimento Cient́ıfico e Tec-
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Energéticas, Medioambientales y Tecnológicas-Madrid,
the University of Chicago, University College London,
the DES-Brazil Consortium, the University of Edin-
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Ciències de l’Espai (IEEC/CSIC), the Institut de F́ısica

2 1 0 1
A1

P

2PCF
2PCF+ M3

ap  (all)

FIG. 12. Result of our simulated analysis focusing on the IA
parameter A1. The black and red contours are from 2PCF-
only and 2PCF+⟨M3

ap⟩ analyses respectively. The vertical
dashed line is the input value. A small tightening of the pos-
terior distribution is visible, corresponding to an improvement
of 3% on the 68% confidence interval of the A1 parameter.

d’Altes Energies, Lawrence Berkeley National Labora-
tory, the Ludwig-Maximilians Universität München and
the associated Excellence Cluster Universe, the Univer-
sity of Michigan, NSF NOIRLab, the University of Not-
tingham, The Ohio State University, the University of
Pennsylvania, the University of Portsmouth, SLAC Na-
tional Accelerator Laboratory, Stanford University, the
University of Sussex, Texas A&M University, and the
OzDES Membership Consortium.
Based in part on observations at NSF Cerro Tololo

Inter-American Observatory at NSF NOIRLab (NOIR-
Lab Prop. ID 2012B-0001; PI: J. Frieman), which is
managed by the Association of Universities for Research
in Astronomy (AURA) under a cooperative agreement
with the National Science Foundation.
The DES data management system is supported by

the National Science Foundation under Grant Numbers
AST-1138766 and AST-1536171. The DES participants
from Spanish institutions are partially supported by
MICINN under grants PID2021-123012, PID2021-128989
PID2022-141079, SEV-2016-0588, CEX2020-001058-M
and CEX2020-001007-S, some of which include ERDF
funds from the European Union. IFAE is partially funded
by the CERCA program of the Generalitat de Catalunya.
We acknowledge support from the Brazilian Instituto

Nacional de Ciência e Tecnologia (INCT) do e-Universo
(CNPq grant 465376/2014-2).
This document was prepared by the DES Collabora-

tion using the resources of the Fermi National Acceler-
ator Laboratory (Fermilab), a U.S. Department of En-
ergy, Office of Science, Office of High Energy Physics
HEP User Facility. Fermilab is managed by Fermi For-
ward Discovery Group, LLC, acting under Contract No.
89243024CSC000002.



19

Appendix A: The BiHalofit formula

Here we follow the prescription detailed by Takahashi
et al. [30] to implement the fitted non-linear bispectrum.
To start the BiHalofit computation of the bispectrum, we
calculate the following from CAMB [68]:

• The linear matter power spectrum P (k, z) on a grid
of k and z values.

• The non-linear scale knl as for each redshift value.

• The comoving distance χ(z) and the derivative
dz/dχ(z).

Next, we compute the fitting parameters, as functions
of log σ8 and of neff. We divide the parameters into
global and dependent parameters, the former being k-
independent, and the latter k-dependent. The global pa-
rameters are [30]:

log bn = −3.428− 2.681 log σ8+

1.624 log σ8
2 − 0.095 log σ8

3

log cn = 0.159− 1.107neff

log γn = 0.182 + 0.57neff

log fn = −10.533− 16.838neff−
9.3048n2

eff − 1.8263n3
eff

log gn = 2.787 + 2.405neff + 0.4577n2
eff

log hn = −1.118− 0.394neff

logmn = −2.605− 2.434 log σ8 + 5.710 log σ8
2

log nn = −4.468− 3.080 log σ8 + 1.035 log σ8
2

log µn = 15.312 + 22.977neff+

10.9579n2
eff + 1.6586n3

eff

log νn = 1.347 + 1.246neff + 0.4525n2
eff

log pn = 0.071− 0.433neff

log dn = −0.483 + 0.892 log σ8 − 0.086Ωm

log en = −0.632 + 0.646neff

(A1)

In order to compute the dependent parameters, we sort
each set of (k1, k2, k3) to find the set (kmin, kmid, kmax).
Then, we define r1 ≡ kmin/kmax and r2 = (kmid + kmin −
kmax)/kmax. Now we compute the dependent parame-
ters [30]:

log an = −2.167− 2.944 log σ8−
1.106 log σ8

2 − 2.865 log σ8
3 − 0.310r1γn

logαn = min(−4.348− 3.006neff − 0.5745n2
eff+

10−0.9+0.2neffr22, ns)

log βn = −1.731− 2.845neff − 1.4995n2
eff−

0.2811n3
eff + 0.007r2

(A2)

From these parameters, we compute the one-halo term:

B1h(k1, k2, k3, z) =
∏

i=1,2,3

1

anq
αn
i + bnq

βn

i

1

1 + (cnqi)−1

(A3)
where qi = ki/knl.
The 2-halo and 3-halo effects are put together in the

biHalofit model B3h term [30]. To compute this part, we
take the F2 kernel defined as

F2(k1, k2, k3) =
5

7
+

2

7k21k
2
2

(
−k23 + k21 + k22

2

)2

−

−k23 + k21 + k22
2

(
1

2k21
+

1

2k22

) (A4)

Next, we compute the enhanced power spectrum:

Penhanced(ki, z) =
1 + fnq

2
i

1 + gnqi + hnq2i
PL(ki, z)+

1

mnq
µn

i + nnq
νn
i

1

1 + (pnqi)−3

(A5)

Finally, we get

B3h(k1, k2, k3, z) = 2(F2(k1, k2, k3) + dnq3)∏
i=1,2,3

1

1 + enqi
Penhanced(k1, z)Penhanced(k2, z)

+two permutations

(A6)

and

B(k1, k2, k3, z) = B1h(k1, k2, k3, z) +B3h(k1, k2, k3, z)
(A7)

Appendix B: ΛCDM and wCDM mass aperture
emulators

Here we specify the configurations of the emulators de-
scribed in II F. For both ΛCDM and wCDM, we emulate
the redshift-dependent ⟨M3

ap⟩(θ, z) at a specified set of z
values. In order to determine the ideal set, we examined
possible spacings and attempted to minimize the error
relative to our fiducial 130-bin computation. We found
that spacing the values linearly between 0.1 and 1.5 with
a step size of ∆z = 0.05 captured most of the information
from this redshift range. We added to the set seven ini-
tial values at 0.005, 0.01, 0.02, 0.03, 0.04, 0.05, and 0.07,
in order to capture the low-redshift information. This
yields us a total of 36 z values.
We then used this set of z values to generate the em-

ulator training set. For ΛCDM, we used 1300 samples
for training/validation and 171 for testing. For wCDM,
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we used 1700 samples for training/validation and 262 for
testing. We perform a logarithmic transformation fol-
lowed by a min-max scaling as pre-processing steps for
both networks.

Finally, we obtain optimized network hyperparameters
and train our models. For ΛCDM, we use 6 hidden lay-
ers with 64, 256, 1024, 1024, 384 and 192 nodes, respec-
tively. We perform training with a sequence of decreasing
learning rates (10−2, 10−3, 10−4, 10−5, 10−6), associat-
ing them with the progressively reduced batch sizes of
60, 30, 20, 10, and 5. Our final validation loss was equal
to 6.36× 10−5.

For wCDM, we used 6 hidden layers with 64, 256, 1024,
1024, 256 and 192, respectively. Our learning rate and
batch size progressions were equal to that of the ΛCDM
emulator. The final validation loss was equal to 9.83 ×
10−5.

Appendix C: Convergence of the simulated mass
aperture covariance

Here we demonstrate the convergence of our simu-
lated covariance matrix. We select 700 out of our 796
CosmoGridV1 realizations to compute an alternative co-
variance matrix for the full ξ± and ⟨M3

ap⟩ data vector.
We compare it with our fiducial matrix and find both to
be similar in structure and in magnitude. Next, we per-
form parameter estimation with the alternate covariance
for both the ξ±-only scenario and the ξ±+⟨M3

ap⟩, follow-
ing our MOPED compression scheme for the ξ± section
of the data vector. We find only a minimal alteration of
the contours and posteriors in both scenarios. Therefore,
we consider that our set of simulations is large enough to
accurately describe the covariance of our full data vector.
Our results are shown in Figure 13.

Appendix D: Contours for all cosmological
parameters

Here we present our ΛCDM and wCDM contours for
the full set of cosmological parameters. We exclude the
constraints on the sum of the neutrino masses because
our ⟨M3

ap⟩ emulator assumes a fixed value of Σmν =
0.06. For ΛCDM, our results are shown in Figure 14.
For wCDM, we present our results in Figure 15.
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[60] R. Davé, D. Anglés-Alcázar, D. Narayanan, et al., simba:
Cosmological simulations with black hole growth and

https://doi.org/10.1088/0004-637x/761/2/152
https://doi.org/10.48550/arxiv.1911.07886
https://arxiv.org/abs/1911.07886
https://doi.org/10.48550/arxiv.astro-ph/0207454
https://arxiv.org/abs/astro-ph/0207454
https://doi.org/10.1051/0004-6361:20034217
https://doi.org/10.1051/0004-6361:20034217
https://arxiv.org/abs/2407.01798
https://arxiv.org/abs/2407.01798
https://arxiv.org/abs/2407.01798
https://arxiv.org/abs/2309.08601
https://doi.org/10.48550/arxiv.astro-ph/0307393
https://doi.org/10.48550/arxiv.astro-ph/0307393
https://arxiv.org/abs/astro-ph/0307393
https://doi.org/10.1093/mnras/stab1515
https://doi.org/10.1093/mnras/stab1515
https://doi.org/10.1093/mnras/stab2870
https://doi.org/10.1093/mnras/stab2870
https://doi.org/10.48550/arxiv.2011.03408
https://arxiv.org/abs/2011.03408
https://doi.org/10.1088/1367-2630/9/12/444
https://doi.org/10.1088/1367-2630/9/12/444
http://arxiv.org/abs/1706.09359
https://arxiv.org/abs/1706.09359
https://doi.org/10.1103/PhysRevD.100.103506
https://doi.org/10.1103/PhysRevD.100.103506
https://doi.org/10.21105/astro.2305.17173
https://doi.org/10.21105/astro.2305.17173
https://doi.org/10.48550/arxiv.2204.10342
https://arxiv.org/abs/2204.10342
https://doi.org/10.1093/mnras/stac064
https://doi.org/10.1093/mnras/stac064
https://doi.org/10.1093/mnras/stac064
https://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/511/2/1771/42440282/stac064.pdf
https://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/511/2/1771/42440282/stac064.pdf
https://doi.org/10.48550/arxiv.2209.04662
https://arxiv.org/abs/2209.04662
https://arxiv.org/abs/1609.08621
https://arxiv.org/abs/1609.08621
https://arxiv.org/abs/1609.08621
https://arxiv.org/abs/1609.08621
https://doi.org/10.1086/427976
https://doi.org/10.1086/427976
https://doi.org/10.1103/physrevd.107.083504
https://doi.org/10.1093/mnrasl/slv190
https://doi.org/10.1093/mnrasl/slv190
https://arxiv.org/abs/1511.05969
https://doi.org/10.1051/0004-6361:20066170
https://doi.org/10.1051/0004-6361:20066170
https://doi.org/10.1103/PhysRevD.88.063537
https://doi.org/10.1093/mnras/stab3540
https://doi.org/10.1093/mnras/stab3540
https://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/510/3/3207/42110821/stab3540.pdf
https://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/510/3/3207/42110821/stab3540.pdf
https://doi.org/10.1016/j.ascom.2015.05.005
https://doi.org/10.1016/j.ascom.2015.05.005
https://doi.org/10.1111/j.1365-2966.2009.14548.x
https://doi.org/10.1111/j.1365-2966.2009.14548.x
https://arxiv.org/abs/0809.3437
https://arxiv.org/abs/2202.08233
https://doi.org/10.48550/arxiv.1707.06529
https://arxiv.org/abs/1707.06529
https://doi.org/10.48550/arxiv.astro-ph/9911102
https://doi.org/10.48550/arxiv.astro-ph/9911102
https://arxiv.org/abs/astro-ph/9911102
https://doi.org/10.1093/mnras/stu2058
https://doi.org/10.1093/mnras/stu2058
https://doi.org/10.1093/mnras/stu2058
https://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/446/1/521/4139718/stu2058.pdf
https://arxiv.org/abs/https://academic.oup.com/mnras/article-pdf/446/1/521/4139718/stu2058.pdf


25

feedback, Monthly Notices of the Royal Astronomical So-
ciety 486, 2827–2849 (2019).

[61] J. Schaye, C. D. Vecchia, C. M. Booth, R. P. C.
Wiersma, T. Theuns, M. R. Haas, S. Bertone, A. R.
Duffy, I. G. McCarthy, and F. van de Voort, The
physics driving the cosmic star formation history,
Monthly Notices of the Royal Astronomical Society 402,
1536 (2010), https://academic.oup.com/mnras/article-
pdf/402/3/1536/3114627/mnras0402-1536.pdf.

[62] M. Gatti, N. Jeffrey, L. Whiteway, J. Williamson,
B. Jain, et al., Dark Energy Survey Year 3 results:
simulation-based cosmological inference with wavelet
harmonics, scattering transforms, and moments of weak
lensing mass maps I: validation on simulations, arXiv
10.48550/arxiv.2310.17557 (2023), 2310.17557.

[63] F. Bernardeau, L. Van Waerbeke, and Y. Mellier, Weak
lensing statistics as a probe of Omega and power spec-
trum, Astron. Astrophys. 322, 1 (1997), arXiv:astro-
ph/9609122.

[64] This is the conventional S8 definition, while we found
that σ8(Ωm/0.3)0.53 is the parameter combination that

the two-point alone analysis in this paper constraints
most tightly.
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