FERMILAB-PUB-25-0031-CSAID

SIDDA: SInkhorn Dynamic Domain Adaptation for Image
Classification with Equivariant Neural Networks

2501.14048v1 [cs.LG] 23 Jan 2025

arxXiv

Sneh Pandya

Department of Physics, Northeastern University, Boston, Massachusetts 02115
NSF AI Institute for Artificial Intelligence & Fundamental Interactions (IAIFI), Cambridge, MA 02139
Fermi National Accelerator Laboratory, Batavia, IL 60510

Purvik Patel
Khoury College of Computer Science, Northeastern University, Boston, Massachusetts 02115

Brian D. Nord

Fermi National Accelerator Laboratory, Batavia, IL 60510
Department of Astronomy and Astrophysics, University of Chicago, Chicago, IL 60637
Kavli Institute for Cosmological Physics, University of Chicago, Chicago, IL 60637

Mike Walmsley

Dunlap Institute for Astronomy & Astrophysics, University of Toronto, Toronto, ON M5S 3H4, Canada
Jodrell Bank Centre for Astrophysics, Department of Physics & Astronomy, University of Manchester,
Manchester, M13 9PL, UK

Aleksandra Ciprijanovié

Fermi National Accelerator Laboratory, Batavia, IL 60510
Department of Astronomy and Astrophysics, University of Chicago, Chicago, IL 60637
NSF-Simons Al Institute for the Sky (SkAI), 172 E. Chestnut St., Chicago, IL 60611, USA

Abstract. Modern neural networks (NNs) often do not generalize well in the presence of a “covariate shift”;
that is, in situations where the training and test data distributions differ, but the conditional distribution of
classification labels given the data remains unchanged. In such cases, NN generalization can be reduced to a
problem of learning more robust, domain-invariant features. Domain adaptation (DA) methods include a
broad range of techniques aimed at achieving this; however, these methods have struggled with the need
for extensive hyperparameter tuning, which then incurs significant computational costs. In this work, we
introduce SIDDA, an out-of-the-box DA training algorithm built upon the Sinkhorn divergence, that can
achieve effective domain alignment with minimal hyperparameter tuning and computational overhead. We
demonstrate the efficacy of our method on multiple simulated and real datasets of varying complexity,
including simple shapes, handwritten digits, and real astronomical observations. These datasets exhibit
covariate shifts due to noise, blurring, and differences between telescopes. SIDDA is compatible with a variety
of NN architectures, and it works particularly well in improving classification accuracy and model calibration
when paired with symmetry-aware equivariant neural networks (ENNs). We find that SIDDA consistently
enhances the generalization capabilities of NNs, achieving up to a &~ 40% improvement in classification
accuracy on unlabeled target data, while also providing a more modest performance gain of < 1% on labeled
source data. We also study the efficacy of DA on ENNs with respect to the varying group orders of the
dihedral group Dy, and find that the model performance improves as the degree of equivariance increases.
Finally, we find that SIDDA enhances model calibration on both source and target data, with the most
significant gains in the unlabeled target domain—achieving over an order of magnitude improvement in
the expected calibration error and Brier score. SIDDA’s versatility across various NN models and datasets,
combined with its automated approach to domain alignment, has the potential to significantly advance
multi-dataset studies by enabling the development of highly generalizable models. © &
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1. Introduction

Deep neural networks (NNs) excel at extracting complex
features from data, making them a powerful tool for a
wide range of tasks, including classification, regression,
and anomaly detection. Unfortunately, some extracted
features can be very dataset-specific, which makes
it challenging for NN models to generalize to data
that differs from the training data, even when the
differences are subtle. For instance, a significant drop in
performance occurs when the input distribution changes
between the training and test datasets, despite the
conditional distribution of the labels given the inputs
remaining the same — a scenario commonly referred to
as a “covariate shift” [Farahani et al., 2020, Liu et al.,
2022].

Generalization allows models to perform well across
diverse data domains, ranging from subtle variations
in input distributions to entirely different datasets or
environments. Differences between training and testing
data can be due to data origin or quality [Dodge and
Karam, 2017, Gide et al., 2016, Dodge and Karam,
2016, Ford et al., 2019|, or even single-pixel level
differences, which can cause the NN to give inaccurate
predictions [Su et al., 2019]. Generalization capabilities,
in turn, aid the efficiency and applicability of NNs in
both science and industry, as they would otherwise need
to be continually retrained on new data. For example,
in astronomy, a generalized model trained on data from
one telescope should accurately predict properties of
data from another telescope that has different noise
characteristics or resolution, significantly accelerating
the process of identifying or characterizing celestial
objects across surveys.

Domain adaptation (DA) is a group of methods
that aim to improve the generalization capabilities of
NNs by enabling the NN to learn features in the data
that persist across domains [Wang and Deng, 2018,
Csurka, 2017, Wilson and Cook, 2020]. It is often
applied to problems where one has access to labeled data
from a “source” domain, but would also like the model
to perform well on unlabeled “target” domain data. A
large group of distance-based DA methods tackles the
covariate shift problem by minimizing some distance
metric between internal NN latent representations
(distributions) of the source and target data. This, in
turn, forces the NN to extract mainly domain-invariant
features, which makes both latent data distributions
well-aligned.

Some well-known distance-based DA methods use
maximum mean discrepancy (MMD) [Gretton et al.,
2008], correlation alignment (CORAL) [Sun et al., 2016],
contrastive domain discrepancy (CDD) [Kang et al.,
2019], the Kullback-Leibler (KL) divergence [Kullback
and Leibler, 1951], or the Wasserstein distance [Panare-
tos and Zemel, 2018], which is derived from the optimal

transport (OT) [Courty et al., 2014] theory for mea-
suring distance between probability distributions. The
theory is aimed at solving the OT problem, which in-
cludes determining the minimal cost of transporting
a probability mass from one distribution to another,
where the cost is defined by a chosen metric that mea-
sures the effort required to move it. OT thus provides
a principled way to quantify the dissimilarity between
distributions, capturing both the geometry of the space
and the magnitude of the differences.

In the sciences, NNs have made significant progress

— from mapping the structure of biological proteins
[Jumper et al., 2021] to the cosmos [Jeffrey et al.,
2024]. In astronomy, astrophysics, and cosmology, the
success is mainly due to the emergence of large datasets
and high-fidelity simulations. Stage IV projects, such
as the Vera Rubin Observatory Legacy Survey of
Space and Time (LSST) [Ivezi¢ et al., 2019], the
Nancy Grace Roman Telescope [Akeson et al., 2019],
and the Euclid mission [Scaramella et al., 2022], will
yield an unprecedented amount of data that analysis
pipelines must analyze efficiently. Simultaneously,
there are many simulations of the Universe from sub-
parsec to gigaparsec scales with magneto-hydrodynamic
simulation suites, such as IllustrisTNG [Nelson et al.,
2021] and CAMELS [Villaescusa-Navarro et al., 2021],
that can be used to prepare pipelines for the analysis of
real data. Since simulation-trained models often exhibit
a substantial drop in performance when applied to real
data, there has been extensive work in implementing
DA for astronomical applications [Vilalta et al., 2019,
Ciprijanovié et al., 2022, 2023, Roncoli et al., 2023,
Swierc et al., 2023, Gilda et al., 2024, Agarwal et al.,
2024, Parul et al., 2024], where atmospheric distortion,
telescope noise, PSF blurring, and data processing
errors commonly affect data quality.

Most image-based problems in the sciences are
addressed using various types of convolutional neural
networks (CNNs). At the same time, equivariant
neural networks (ENNs) are gaining popularity due to
their ability to explicitly encode symmetry information
present in the data, which is often explicitly known —
e.g., SL(2,C) in particle physics [Bogatskiy et al., 2020]
and SE(3) for rigid body motion [Fuchs et al., 2020].
ENNs have also been shown to achieve state-of-the-
art performance on many tasks [Esteves et al., 2018,
Satorras et al., 2021, Deng et al., 2021, Kalogeropoulos
et al., 2024] and to possess inherent robustness to
symmetric transformations and noise perturbations due
to their restricted feature learning [Pandya et al., 2023,
Bulusu et al., 2022, Du et al., 2022]. This robustness
has been observed to increase with the group order N
for the cyclic group Cn and dihedral group Dy, which
are subgroups of SO(2) and O(2), respectively. Still, in
the presence of covariate shifts, even ENNs can exhibit



a drop in performance [Pandya et al., 2023].

In this work, we focus on the Sinkhorn divergence
[Altschuler et al., 2018], a symmetrized variant of
regularized OT distances. We introduce SInkhorn
Dynamic Domain Adaptation (SIDDA), a more
automated training algorithm for DA that minimizes
the need for hyperparameter tuning. To achieve this, we
leverage active scaling of (1) the entropic regularization
of the OT plan, and (2) the weighting of classification
and DA loss terms, during training. To demonstrate the
efficacy and broad scope of applications of our proposed
DA method, in this work, we use several datasets of
varying complexity: simple simulated datasets, well-
known benchmark datasets used in the computer science
community, and real observational galaxy datasets. We
also study the robustness of ENNs and the improved
efficacy of SIDDA when used in conjunction with ENNs
compared to typical CNNs.

The paper is organized as follows. In Section 2, we
describe existing DA methods and their shortcomings,
motivating the use of OT-based distances to facilitate
DA. We describe the core methodology of SIDDA,
and motivate the use of ENNs as inherently robust
architectures. In Section 3, we describe the construction
of all simulated and real datasets we use in our study.
In Section 4, we describe the network architectures
used, training procedures, metrics for calibration, and
metrics for interpreting NN latent spaces. In Section 5,
we summarize our results and conclude in Section 6.

2. Methods

The major components of our work are DA and
equivariance, which we combine to create a more
efficient and robust NN classifier. Within DA, we
implement the Sinkhorn divergence, a symmetrized
and regularized variant of OT distances that offers
considerable improvement in DA over traditional
methods. We construct a training program that
constantly adjusts the loss landscape and regularization
strength of the Sinkhorn plan, offering optimal domain
alignment with minimal hyperparameter tuning.

2.1. Domain Adaptation

DA comprises a set of techniques aimed at aligning the
latent distributions of NNs in the presence of covariate
shifts in data. Typically, DA operates in settings where
one can access labeled source images x € Xg C R™*™,
and unlabeled target images z* € Xy C R"™*"™ from
X and Xy source and target data domains, where m
denotes the number of pixels in each dimension (height
and width) of the image.

Consider the latent vectors z € Z, C R! and z* €
Z. C R! where Z, and Z; denote the latent spaces of the
source and target domains, respectively, and [ represents

the dimension of the latent vectors (i.e., the width
of the corresponding neural network layer). Latent
distributions refer to the probability distributions over
these latent vectors, and during training, DA minimizes
a statistical distance measure between them. DA is
incorporated through an additional loss term, Lpa,
alongside the standard task loss (e.g., cross-entropy for
classification, Lcg), to promote alignment between the
two latent distributions. The total loss function is then:

(1)

In practice, a delicate balance between the two terms
must be achieved to ensure proper alignment.

There are numerous DA methods, each with its
own strengths and limitations. One commonly used
approach is MMD [Gretton et al., 2008, 2012], where the
distance between the means of the latent embeddings
from the source and target domains serves as the DA
loss function. In DA, comparisons are often made
between distributions that are not explicitly known
but can be sampled. MMD can be combined with
kernel methods, which map probability distributions
into a high-dimensional reproducing kernel Hilbert
space (RKHS) [Gretton et al., 2012], providing a more
flexible method for comparing distributions. This
approach allows for analyzing distributions through well-
defined operations in the RKHS, even when the original
distributions are not well-defined. The MMD between
two probability distributions p and v — representing
distributions over latent vectors z and z*, respectively

— is

L x Lcg + Lpa -

MMD(:“’? v) = (EZ,Z'NIL [k(z’ Z/)] + Ez*,z*lNV {k(’z*> Z*/)}

1/2
- QEzwu,z*NV [k(z, Z*)} > s (2)

where k represents the kernel function, and z, 2/, and
z*, z*" are individual samples from latent distributions
u and v, respectively.

Despite its utility, MMD has several theoretical
and implementation-related shortcomings. First, its
efficacy is highly sensitive to the choice of k. In

typical applications, the Gaussian kernel k(z,z2*) =
* 12
exp (—%) is used with kernel bandwidth e. Other

kernel options include the linear kernel k(z,z*) =
2T2*, the Laplacian kernel k(z,2*) = exp (—H%:*H),
and others. Most kernels generally belong to a one-
parameter family (e.g., € for Gaussian and Laplacian
kernels) and must be carefully tuned, or complex linear
combinations of kernels with many different parameter
values must be used. The specific choice of kernel
depends heavily on the nature of the problem. That



is, MMD can exhibit bias with small sample sizes and
often struggles with domain alignment when dealing
with high-dimensional distributions [Muandet et al.,
2017, Reddi et al., 2014].

2.2. Optimal Transport and The Sinkhorn Divergence

OT distances and their symmetrized variants, such as

Sinkhorn divergences, offer an alternative to MMD.

Traditionally, computing OT is prohibitively expensive
[Peyré and Cuturi, 2020]. Entropic regularization, OT,,
[Dessein et al., 2018] provides a more efficient method
for estimating OT distances. The regularized OT is
defined as

OTo(p,v) = min) > yigd(z, )P +oH(7) |,
i,

YEU (1,v
3)

where d(z;, 2})P is the distance between source feature
z; and target feature 2. When p = 1, this distance
becomes the Earth Mover’s distance [Rubner et al.,
1998|, and when p = 2, it becomes the quadratic
Wasserstein distance. The transport plan v € U(u, v) is
a joint probability distribution between p and v, where
the set of admissible transport plans U(u,v) is defined
by the marginal constraints:

Z%‘j = Hi, Z’Yij =Vj. (4)
j i

The entropy H(y) = —>_; ; 7ij logvi; regularizes the
transport plan 7, and o controls the regularization
strength. One limitation of OT, is that OT, (u, 1) # 0,
implying a non-zero cost even when transporting a
distribution to itself, leading to bias in the measure.

To correct this bias, the Sinkhorn divergence
So (1, v), defined as

S (11,) = OTy 41,v) — 50T 1, 1)~ 50T (v, (5)

can compensate for the bias in OT,, [Feydy et al., 2018].

As 0 — 0, Sy(u,v) converges to the (biased) optimal
transport OTy, and as ¢ — oo, it interpolates towards
MMD loss [Feydy et al., 2018|. For small values of o,
an unbiased transport plan that still enjoys the benefits
of OT-based distances can be constructed.

2.83. Dynamic Sinkhorn Divergences for Domain
Adaptation

For this work, £Lpa in Equation 1 is specifically the
Sinkhorn divergence Sy (u,v). However, a careful
balance between Lcg and Lpa must be achieved to
optimize the classification task while simultaneously
maximizing domain alignment.

Finding the best weights for each of the loss
terms can be very challenging and time-consuming.
Furthermore, a single choice of weights might not
be the best choice throughout the whole training
procedure. To manage this balance, we employ dynamic
weighting of the losses by introducing two trainable
parameters, 11 and 7y, which dynamically adjust the
contributions of the loss terms for each task. These
parameters ensure that no single loss term dominates
the optimization process, allowing the loss landscape
to be optimally adjusted for both tasks. Drawing
inspiration from Kendall et al. [2018], we use the
following for the total loss function:

1 1

Lce + 55 Lpa + log(lmnel) , (6)
2

£:
2n3 2

where n; and 79 are trainable scalars, and their values
are jointly learned with the model weights during
training. The inclusion of the term log(|minz|) acts
as a regularization to prevent 7; and 72 from collapsing
to unstable values, such as zero. As 7; — 0, the
corresponding loss term is more heavily weighted. To
ensure that no single component dominates, we impose
the additional constraint 7, > “t. In general, the
DA term must not dominate over the classification
loss, which the above inequality enforces. For our
implementation, we found that this threshold worked
best, but such a cutoff may not always be optimal.

In Kendall et al. [2018], the two weight terms
and 7y were introduced for the dynamic weighting of the
losses. These terms explicitly minimize the regression
uncertainty associated with each loss term, as their
model outputs a Gaussian distribution with variance n?
for each task. In the case of classification, their weight
terms become 1/n7. Since uncertainties are not one of
the network outputs in our case, the exact written form
of loss weights is not important and the extra factor of
two can very well be absorbed into the trainable weight
parameter.

The level of regularization o in S, (p, v) is another
critical hyperparameter [Feydy et al., 2018]. When o is
too small, the transport plan’s entropic regularization
diminishes, and the OT plan’s bias makes it susceptible
to overfitting to specific sample locations, hindering
the overlap between p and p latent distributions.
Conversely, if o is too large, the regularization
interpolates toward MMD, removing the unique benefits
of using S, (i, V). To address this, we adopt a unique,
dynamic regularization per epoch of training ¢, oy,
where the transport plan is continually updated. We
compute oy iteratively as:

0¢ = max (0.05 -max [|z; — 252, 0.01> .
i\

In this formulation, o, is dynamically adjusted based
on the maximum pairwise distance D;; = [|z; — 2}]2



between the source and target latent distributions.

We additionally set scaling based on the appropriate
measures on the unit square or cube, which justifies the
prefactor of 0.05 in Equation 7 [Feydy et al., 2018]. This
is further stabilized through the layer normalization
of the latent vectors prior to computing D;;. This
stabilization discourages outliers from disproportionally
affecting the computation of o,. We also enforce a lower
bound of gy > 0.01 as mitigation against the potential
overfitting once the latent distributions have become
sufficiently aligned.

Batches of size n of latent vectors from source and
target data, denoted z, and z;, are retrieved through
a forward pass of a single combined batch of the source
and target data, X = [z,,z}], through the NN. The
NN outputs a combined batch of latent vectors, denoted
as Z, which is subsequently separated into two subsets:
one corresponding to the source domain and the other
to the target domain. This is particularly important
for NNs which utilize batch normalization [loffe and
Szegedy, 2015]. If z, and z were passed separately,
the batch statistics would be computed independently,
leading to inconsistent normalization as the z, batch
statistics will not incorporate z;; and vice versa.

We name this combined approach, which is
dynamically adjusting a balance between cross-entropy
and DA loss terms, and likewise dynamically adjusting
the regularization of the Sinkhorn plan that facilitates
the DA, SIDDA. SIDDA not only facilitates effective
alignment between source and target domains, as we
will demonstrate, but also reduces the need for extensive
hyperparameter tuning — a common challenge in DA
implementations [Saito et al., 2021]. As a result,
this method provides an more automatic and reliable
DA implementation with minimal computational
overhead, leveraging existing resources that allow
efficient computation of Sinkhorn divergences [Feydy
et al., 2020]. We implement this technique using the
geomloss library [Feydy et al., 2019], which provides
GPU implementations for Sinkhorn divergences and
compatibility with PyTorch [Paszke et al., 2019]. A
pipeline illustrating the dynamic DA approach during
training is given in Figure 2.3.

2.4. The Jensen-Shannon Distance

Recent advancements in DA theory have introduced
the Jensen-Shannon (JS) divergence [Lin, 1991] as
a fundamental tool for understanding the inherent
limitations of DA [Shui et al., 2022]. The JS divergence
is a symmetrized statistical distance metric. For two
latent distributions p and v, the JS divergence Djg is
defined as

Dis(plv) = 3 D (ul7) + 3 Da(vlr) . (8)

where Dk, denotes the KL divergence [Kullback and
Leibler, 1951], defined as

o0

Dxr(p || v) = /

— 00

p(z) log (Sg;) dz . 9)

Here, p and ¢ denote probability densities of the latent
features z in the source and target distributions p and
v. T = 4(u+v) represents the mixture distribution of 1
and v. The JS divergence offers two key advantages over
Dy it is symmetric (since, in general, Dk, (u||v) #
Dy, (v||p)), and it is always finite. Additionally, the
square root v/ Djg defines a metric known as the Jensen-
Shannon distance.

For DA applications, there exists a lower bound
on the target domain loss [Shui et al., 2022]:

Et(Z*) > £5(Z) - DJS(:U’HI/) ’

where L is the source domain loss, £; is the target
domain loss, and /Djs(u|lv) is the JS distance
between the source and target latent distributions
¢ and v, respectively. This bound emphasizes that
perfect alignment between source and target domains
is fundamentally constrained by two components: L
and the JS distance between the source and target
distributions. A smaller JS distance implies that the
feature distributions of the source and target domains
are closely aligned, which lowers the bound on £; and
enables better transferability of the learned model.
Conversely, a larger JS distance indicates a greater
discrepancy, limiting the potential for minimizing target
domain loss through adaptation alone.

The similarity between the source and the target
latent distributions p and v is inherently influenced
by the feature extraction capabilities of the neural
network. DA methods aim to align features in the latent
distribution; however, these features are ultimately
limited by the network architecture. As a toy example,
consider the case of image classification, where the
architecture is a multi-layer perceptron (MLP). Many
image classification tasks exhibit translation invariance,
inherent in CNNs, but not in MLPs. DA on this
task with CNNs will likely be more successful than
with MLPs, as the translation invariance of the CNN
further restricts the allowable features, and thus, the
cost of alignment will be smaller. In particular,
we define “robust” features as those that respect
the underlying data symmetries. More specifically,
they yield similar classification probabilities under
isometries that preserve the symmetries of the images.
If these symmetries persist in both the source and
target domain, which is typically true except for
extreme symmetry-breaking perturbations, then the
cost of aligning robust features will be less than
features learned from symmetry-agnostic architectures.
Consequently, it is reasonable to expect that ENNs

(10)
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Figure 1. SIDDA pipeline. The source and target domain batches of size n, x, and z},, are first concatenated into a single batch X
before being passed into the model. After passing through the convolutional layers, the neural network produces a combined batch of
latent vectors, Z, extracted from the final linear layer. This layer is positioned just before the output layer, which generates the class
probabilities, Y. Both Z and Y are split into separate batches for the source and target domains, resulting in z, (source) and z};
(target) from Z, and y, (source) and y;; (target) from Y, respectively. Only source y,, is used in training, as there are typically no
target domain labels. Both z, and 2} are used to compute oy, a parameter that iteratively updates the regularization of the Sinkhorn
plan in £pa. This process aligns the latent distributions of the source and target domains. This loss contribution is appropriately
weighted with the classification loss, Lcg, using a dynamic weighting of the tasks. The result of training using SIDDA is improved
classification accuracy in both domains due to the aligned latent distributions, which can be visualized using non-linear clustering
algorithms on the NN latent distributions.

Algorithm 1 SIDDA optimization step

Require: z: Source domain inputs, §: Source domain labels, z*: Target domain inputs, n: batch size in each of
the domains, 77, 72: Dynamic weighting parameters

1: while not converged do

2. X« [zp, z}] // Concatenate inputs

3: Y, Z <+ model(X) // Compute logits and latent features
4 zp, 2h— Z // Split features into source and target
5 Yn, Yh Y // Split predictions into source and target
6:  Dij < |lzi — 252, Vi, 5 €{1,...,n} // Compute pairwise distances

7. o ¢ max(0.05 x max; ; D;;, 0.01) // Compute dynamic blur parameter

8:  Lpa <« Sinkhorn(z,, 2%, o) // Compute Sinkhorn loss

9:  Lcg + CrossEntropy(yn, Un) // Compute classification loss
100 L+ 2%72&313 + WEDA + log(|mmnz|) // Compute total loss
11: loss.bacliward() ’ // Compute gradients
12:  clip grad norm_(model.parameters(), 10.0) // Gradient clipping
13: 1 < max(n, le-3) // Bound
14: 1 < max(n2, 0.25 x n;) // Bound 7
15:  optimizer.step() // Update model parameters
16:  Evaluate convergence criteria // Check for early stopping
17:  if convergence criteria met then
18: break // Early-stopping criterion
19:  end if

20: end while




endowed with appropriate higher-order symmetries will
exhibit greater robustness and achieve more precise DA
alignment than CNNs, because the latent distributions
of ENNs are inherently more constrained. Furthermore,
when the assumption of underlying symmetries holds
in both the source and target domains, as is typical in
many DA applications, this advantage of ENNs becomes
even more pronounced.

3. Data

We evaluate the performance of our method on three
simulated datasets and one real astronomical dataset:
(1) a single-channel dataset of shapes consisting of lines,
circles, and rectangles; (2) a single-channel dataset
resembling astronomical objects, including stars, spirals,
and elliptical galaxies; (3) the multichannel MNIST-
M dataset [Ganin et al., 2016]; and (4) the Galaxy
Zoo (GZ) Evo dataset of observed galaxies [Walmsley
et al., 2024]. The shapes and astronomical objects
datasets are constructed using DeepBench [Voetberg
et al., 2023]. All datasets used in our experiments can
be found on Zenodo .

3.1. Covariate Shifts

We use images from three simulated datasets, shown
in Figure 2, to study the performance on induced
covariate shifts between the source and target domains.
For all of our simulated datasets, we introduce
fixed levels of Poisson noise in the target domain.
Additionally, for MNIST-M, we also study the effects
of PSF blurring in the target domain. By studying
these two distinct covariate shifts, we evaluate the
robustness of our method on covariate shifts relevant
to data in realistic settings, particularly in the context
of astrophysics and cosmology.

This is implemented for an image I with grid values
(¢,€) and channels ¢ as

IPoisson(<7£aC; S) = I(C,&C) + P <<£«> - <I>) ’ (11)

where S is the signal-to-noise ratio, and P denotes the
Poisson distribution with rate parameter A = %} —(I).
We incur PSF noise in each image channel by convolving

the images with a Gaussian kernel G of kernel width e:

where
2 2
66O =paow(-S555) . @

8.2. Simulated Images

For the shapes dataset, we use DeepBench [Voetberg
et al., 2023], an open-source library for generating
simulated datasets, and randomly construct rectangles,
lines, and circles with varying radii (for circles), heights
and widths (for rectangles), and lengths (for lines). The
object positions, orientations, and thickness are also
randomly assigned to introduce variance in the dataset.
Poisson noise in the images is normalized with respect
to the original image signal. We set a signal-to-noise
ratio S = 0.05. Example images from the dataset can
be seen in the left two panels of Figure 2.

We also use DeepBench for simulating astronomical
objects. We generate astronomical objects resembling
spiral galaxies, elliptical galaxies, and stars. For spiral
galaxies, we randomly assign the centroid, winding
number, and pitch to ensure morphological variation.
The pitch is the angle indicating how tightly the arms
are wound, while the winding number measures the
total number of arm rotations from the center to the
galaxy’s edge. For elliptical galaxies, we vary the
amplitude, radius, ellipticity, Sérsic index [Sersic, 1958],
and rotation, as well as the centroid location. The
amplitude sets the brightness level, ellipticity describes
the degree of deviation from a circle, the Sérsic index
controls light concentration (higher values indicate more
central concentration), and the rotation defines the
orientation angle of the galaxy’s major axis. Lastly,
we apply similar variations to generate stars, with the
number of stars in each image uniformly distributed
in the range [0,10]. We use a fixed Poisson noise
level of S = 0.2 to generate noisy target domain
images. This level of noise was chosen as it allows for
a sufficient decrease in target domain performance for
models without DA. Example images are shown in the
middle two panels of Figure 2. Both of these datasets
contain 12,000 training images (with 20% being used
for validation) and 3,000 test images in each domain.
The images are square with 100 pixels on each side,
and they are single-channel: each sample image has
dimensions 100 x 100 x 1.

MNIST-M [Ganin et al., 2016] is a dataset that
combines the handwritten digits of MNIST [Deng, 2012]
with randomly extracted color photos from BSDS500
[Arbelaez et al., 2011] as background images. The
original dataset contains 59,001 training images and
90,001 test images, out of which we use a balanced
subset of 15,000 training (with 20% set aside for
validation) and 5,000 testing images in each domain.
Since this is a three-channel dataset, images have a
dimension of 32 x 32 x 3. We then create two types
of target domain covariate shifts: 1) we set a signal-to-
noise ratio of S = 0.05 for Poisson noise, and 2) a kernel
width of € = 2 for PSF blurring. Example images are
shown in the right two panels of Figure 2.
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Figure 2.

Example images for simulated datasets in the source domain (top row) and the target domain (bottom row) with

Elliptical

corresponding labels. Left Panels: Shapes dataset, featuring lines, rectangles, and circles, simulated with DeepBench. This dataset
includes variations in object positions and orientations, with Poisson noise added and normalized relative to the image signal in
the target domain. Middle Panels: Astronomical objects dataset, generated using DeepBench. Parameters for spiral and elliptical
galaxies were randomly sampled to determine morphology and position, while stars were generated similarly, with the number of
stars as an additional parameter. Target domain images include additional Poisson noise. Right Panels: MNIST-M dataset with
simulated Poisson noise (bottom left) and PSF blurring (bottom right) in the target domain.

Both the images and the induced covariate shifts
are simulated and do not capture all the complexities
of real-world noise. Nevertheless, these datasets
provide valuable benchmarks for challenges commonly
encountered in astronomical and cosmological contexts,
where DA methods can substantially enhance the
robustness of neural network-based image classification
pipelines.

3.3. Real-Sky Galazy Image Dataset

We use the GZ Evo dataset [Walmsley et al., 2024]
to test cross-domain robustness in a more realistic
scenario, where the covariate shift is present due
to differences between images from two different
astronomical surveys. These differences are due to
different levels of observational noise, PSF blurring,
pixel scale, as well as differences in populations of
observable astronomical objects (how distant or how
faint a resolved object can be). GZ is a citizen
science project that labels galaxy images through online
participation. GZ Evo combines labeled image datasets
across several surveys and iterations of GZ. Within
GZ Evo, we use the GZ2 Dataset from the Sloan
Digital Sky Survey (SDSS) [Willett et al., 2013] as the
source, and a GZ Dark Energy Spectroscopic Instrument
(DESI) dataset that combines observations from the
DESI Imaging Surveys (DECals, MzLS, BASS, DES)
[Walmsley et al., 2021, 2023] as the target. Older GZ
SDSS data contains objects up to magnitude 17 in
the r band, and redshifts below 0.25, while newer
GZ DESI includes fainter objects up to magnitude
19 and more distant objects with redshifts below 0.4.

Additionally, these surveys are different in the amount
of observational noise and PSF blurring. Finally, GZ
SDSS images include 3-filter gri images, while GZ DESI
includes 3-filter grz images.

The original GZ Evo dataset contains 664,219
images, each labeled according to vote counts (e.g., “8
of 10 volunteers answered Spiral, and 7 of 10 answered
Bar”). GZ Evo also offers an aggregated version where
the vote counts are converted into distinct classes, which
is convenient for developing machine learning models.
239, 408 galaxies could be confidently assigned a distinct
class based on the original vote counts. Of this sample,
82,185 corresponded to GZ DESI and 95,703 to GZ
SDSS. The galaxy dataset used in this work contains a
random sample of 40,000 (32,000 training images with
20% set aside for validation, and 8,000 testing images)
images in each of the domains, across six distinct
classes: “smooth-round”;, “smooth-cigar”, “unbarred
spiral”, “edge-on-disk”, “barred spiral”’, and “featured”
galaxies. The “featured” galaxy class corresponds to
any galaxy without a clear spiral structure or a visible
bar, but which is also not completely smooth. The
original galaxy images had dimensions 428 x 428 x 3
and were subsequently downsampled to 100 x 100 x 3
for more efficient training. Example images across all
classes between GZ SDSS and GZ DESI are shown in
Figure 3.

4. Network Architectures and Experiments

We evaluate our method on two sets of NNs: (1) CNNs
constructed in PyTorch and (2) ENNs constructed in
escnn, a PyTorch-based library for easy construction
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Figure 3. Top Panel: Example source domain images from the GZ Evo dataset with corresponding labels. Images are from GZ2
data observed by SDSS. Bottom Panel: Example target domain images from the GZ Evo dataset with the same labels. Images are
from GZ DESI (combined observations from the DESI Imaging Surveys).

of ENNs. Details of our CNN and ENN architectures
can be found in Appendix A. Most of our experiments
use an ENN equivariant to Dy, following the results in
our previous work [Pandya et al., 2023], as this level of
equivariance is beneficial but not overly computationally
expensive to train. We also study the performance
of our method as a function of group order for the
dihedral group. The code used in this work is available
on our GitHub ©.

4.1. Equivariant Neural Networks

The efficacy of DA is limited by the feature extraction
capabilities of the NN and its performance on the
source domain. For image classification tasks, CNNs
are natural choices due to their translation invariance
and locality. There are, however, often additional
symmetries inherent in the data, such as rotational and
reflection invariance, that can be leveraged to enhance
feature extraction and improve performance.

ENNs are a subclass of CNNs that can exploit
higher-order symmetries besides the typical translation
equivariance of CNNs [Cohen and Welling, 2016a,b]. Of
interest for 2D images are symmetries of the Euclidean
group E(2) — in particular, the 2D special orthogonal
group SO(2) and the orthogonal group O(2) and its
associated subgroups. These (sub)groups allow ENNs to
inherit symmetries of the circle and N-gon, respectively.
As SO(2) and O(2) are continuous, they contain an
infinite number of irreducible representations and have
associated challenges when constructing architectures.
For this reason, the discrete subgroup of O(2), the
dihedral group Dy, is used in this work, which is
straightforward to construct using open-source software,
such as escnn [Cesa et al., 2022, Weiler and Cesa, 2019].

For image data (particularly astronomical data),
rotational symmetry (with or without reflections) is

typically inherent. For instance, galaxy morphologies
are often invariant under rotations because there is no
preferred reference frame in the Universe. Learning
these symmetries can be induced in typical CNNs
through data augmentation during training [Hernandez-
Garcia and Konig, 2020, Wang et al., 2022b]. However,
the output feature map fo, with grid values (¢, &) from
the convolution with kernel K with grid values (i, j),

ﬁm@£)=§:K@J%f@+L€+ﬁ, (14)

is inherently only translation-equivariant. In contrast,
group convolution [Cohen and Welling, 2016a, Kondor
and Trivedi, 2018] in ENNs can be equivariant to any
arbitrary group G:

fout(g) =D K(h7'g)- f(h)

heG

(15)

for g,h € G: g and h correspond to the transformation
for which the output feature map fout(g) is computed.
For example, if G is the group of 2D rotations SO(2),
g and h represent specific rotation angles. ENNs
construct specialized filters K that are equivariant
to the desired symmetries. Therefore, they learn
transformation-invariant features that preserve the
underlying symmetries in the data throughout training.

Each NN operation — convolution, activation,
pooling, and dropout — must be equivariant [Srivas-
tava et al., 2014]. Our ENN architectures have three
convolutional blocks, each containing a group convolu-
tion (R2Conv), batch normalization (InnerBatchNorm),
ReLU activation, max pooling (MaxPoolPointwise2D),
and dropout (PointwiseDropout). The global group
equivariance for the network is defined before the first
convolutional layer. Following the convolutional lay-
ers, a group pooling operation aggregates over all the
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symmetry channels, an essential step for constructing in-
variant representations in the latent distribution as dis-
cussed in Hansen et al. [2024]. Finally, the ENN includes
two linear layers that downsample the learned represen-
tation to the designated number of output classes for
classification.

The latent vector of the NN is extracted before the
last linear layer, with no dropout in the linear layers.
The latent vectors for all our networks undergo a layer
normalization [Ba et al., 2016], which serves to stabilize
the latent distributions by standardizing the feature
distributions across each sample, ensuring consistent
scaling and preventing the activations from drifting to
extreme values. We found that the layer norm is useful
when employing SIDDA during training for more stable
computations of o, as given in Equation 7.

The architectures used in our experiments are
based on the Dy group, which exhibits reflection
symmetry. In the majority of our experiments, we
set N = 4, as it provides notable benefits without
imposing significant computational overhead during
training. Our CNN has the same architecture, except
the network components are not equivariant.

4.2. Training

We train all networks typically (£ = Lcog) and with
SIDDA (Equation 6) and study performance differences
in the source and target domain for the two techniques.
In all experiments, we use the AdamW optimizer
[Loshchilov and Hutter, 2019] with an initial learning
rate of 1072, a weight decay of 1073, and a batch size
of 128. A multiplicative learning rate decay of 0.1 is
applied twice sequentially during training to stabilize
convergence.

For all experiments, we use data augmentation
comprising random rotations, flips, and affine transla-
tions. For the CNN, the augmentation instills approx-
imate equivariance to encourage the model to learn
rotation-invariant features. This is done to prevent
predisposing the ENNs to perform better, but it also
encourages faster convergence for the CNN. This later
allows a more fruitful comparison between the latent dis-
tributions between ENNs, which have inherent rotation
invariance to discrete rotations, and the CNNs, which
have approximate invariance [Hansen et al., 2024].

For experiments with DA, an initial warm-up
phase is implemented, during which only classification
tasks are trained (using only Lcg). A similar 0.1
multiplicative learning rate decay as in the case of
experiments without DA is also used. Early stopping
and model-saving criteria are based on the following:
for experiments without DA, we use the best validation
loss on the source domain for classification; for
DA experiments, we use the sum of the validation
classification loss on the source domain and validation
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DA loss. The warm-up phase is intended to predispose
the model to be at an ideal location in the loss landscape
before starting DA. Empirically, we found this beneficial.
The duration of the warm-up phase was tuned for each
experiment, ensuring that it was long enough that the
models were performant on the source domain but short
enough that there was no overfitting. It was also found
that ENNs required a shorter warmup phase than CNNs.
For example, for the shapes dataset, a warm-up of five
and 10 epochs were used for the Dy and the CNN
models, respectively. For the GZ Evo dataset, the
warm-up phase was 20 and 30 epochs for the Dy and
the CNN models, respectively. For CNN experiments,
models were trained for a maximum of 100 total epochs,
while D4 models were trained for a maximum of 60 total
epochs, owing to the quicker convergence of ENNs.

All training was done on one NVIDIA A100-80GB
GPU, with the most complex experiment requiring
about one hour to train. A detailed algorithm describing
one forward pass during training with SIDDA is given
in Algorithm 1.

4.8. Calibration

Despite the impressive predictive capability of NNs
in classification tasks across various fields, many real-
world applications of NN-based classifiers also consider
the confidence of each output class. Specifically,
many NN-based classifiers can be uncalibrated,
wherein the predicted class probabilities can frequently
misrepresent the true class likelihood and lead to
under or overconfident predictions. In data-sensitive
or safety-sensitive settings—such as medicine and
biology—proper model calibration is essential for
deploying NN-based classifiers [Carse et al., 2022].
Similarly, in cosmology, simulation-based inference
(SBI) pipelines that rely on trained classifiers must
ensure proper calibration to guarantee that the inferred
likelihood ratios or posterior probabilities are accurate
and trustworthy [Cole et al., 2022].

Calibration techniques vary from regularization
during training (either through architectural choices or
additional loss terms) to post hoc methods that scale
predicted probabilities (see Wang [2024] for a review).
DA-based methods, however, have traditionally not
been considered in the realm of regularization methods
for model calibration. We will show that including DA
with SIDDA not only improves accuracy (see Sections
5.1 and 5.2), but also calibration.

We evaluate model calibration using the Brier score
and the Expected Calibration Error (ECE). The Brier
score is the mean prediction error over all the classes:

c
) 1 2
Brier Score = c ;(yz — i)~ (16)



where y; is the NN-predicted score for each class i € C,
where C is the number of classes, ¢ is the true class
label, and d;5 is the Kronecker delta. Thus, a lower
Brier Score is indicative of better calibration.

The ECE is the weighted average of the absolute
difference between accuracy and confidence over V
equally spaced confidence bins. For each bin B,,
where v € {1,...,V}, the accuracy and confidence
are calculated based on the predictions within that bin.
The ECE is defined as

v
| By |
ECE = ; o lace(By) — conf(By)|,
where |B,| is the number of samples in bin v, W is
the total number of samples, acc(B,) is the average
accuracy in bin B,, and conf(B,) is the confidence
(average estimated probability) in bin B,,. The ECE is
thus a measure of how much model confidence aligns

with the true distribution of classes, and a lower ECE
indicates better calibration.

(17)

4.4. Neural Network Latent Distributions

The distributions over the source and target latent
encodings, z and z*, are the fundamental objects used
in DA techniques. Probing the latent distributions
can give crucial insights into the success and failure
points of DA. The dimensionality of latent distributions
is typically too large for visualization and analysis
(256 in experiments used in this work). Therefore,
dimensionality reduction techniques are often employed
before visualizing the latent distributions. Techniques
like t-SNE and UMAP [van der Maaten and Hinton,
2008, McInnes et al., 2018] use local metrics, like
pairwise distances or nearest-neighbor graphs to
preserve the structure of the data at small scales while
embedding it into a lower-dimensional space. However,
local metrics, and therefore these techniques, are limited
because they primarily focus on preserving relationships
within small neighborhoods of the data, often at the
expense of capturing global structures or long-range
dependencies that are critical for understanding the
overall geometry or topology of the dataset. In contrast,
the isomap [Tenenbaum et al., 2000] is a non-linear
dimensionality reduction technique that estimates the
global geometry of a latent vector manifold by using
information of the nearest neighbors for each point in
the latent space.

In this work, we use isomaps to visualize latent
distributions, and we use the mean Silhouette score to
quantify the inter-class (between clusters) and intra-
class (within a cluster) distances and evaluate the
quality of the clustering. The silhouette score is

_ 15~ b() —al)
=gl

max(a (i), (7))’ (18)
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where @ is the number of points; a(%) is the intra-cluster
distance, which is the mean distance between the i-th
data point and all other points within the same cluster;
and b(7) is the inter-cluster distance, the mean distance
between the i-th data point and points in the nearest
neighboring cluster. The Silhouette score is in the range
[—1, 1], where values close to one indicate well-clustered
data, values near zero indicate overlapping clusters, and
negative values indicate that the data point may be
assigned to the wrong cluster.

5. Results

All results are computed from three trained NNs, each
with a different random seed for initializing weights.
For each set of three trained networks, we estimate
lo uncertainties on our diagnostic metrics. We refer
to a model trained without DA (i.e., only with cross-
entropy loss) as “<model>” — e.g., “CNN” or “D,”. In
contrast, we refer to a model trained with SIDDA as
“<model>-DA” — e.g., “CNN-DA” or “D4-DA”.

5.1. Simulated Datasets

The test set accuracies for the CNN, D4, CNN-DA,
and Dy4-DA models on the shapes, astronomical objects,
MNIST-M, and GZ Evo datasets are shown in Table 1.

For the shapes and simulated astronomical objects
dataset, both models achieve near-perfect accuracy
(above 99%) on the source domain without DA, but
classification accuracy is much lower on the target
domain for both (between 50% and 66%). With the
inclusion of DA, the largest increase in target domain
accuracy of =~ 40% is for the astronomical objects
datasets with CNN-DA. Despite this, the D4 model
significantly outperforms the CNN in the target domain,
in the case of both datasets. With DA, the Ds,-DA
model achieves greater than 97% accuracy in both the
source and target domains. While the CNN-DA shows a
substantial improvement in target domain performance,
the gap between the CNN-DA and D,-DA remains
considerable, with a difference of 21% in target domain
accuracy for the shapes dataset.

We test generalization capabilities in the presence
of Poisson noise and PSF blurring on the MNIST-M
dataset. A similar trend emerges: the D4y model is
significantly more robust against both types of noise
compared to the CNN. As in previous cases, with
DA, neither model achieves the same performance as
on the source domain (approximately 95% for CNN-
DA and 97% for D4-DA). However, the D4-DA model
demonstrates a greater potential for alignment than
CNN-DA, achieving 93% accuracy in the target domain
during the PSF blurring experiments.

The results show that SIDDA improves the source
domain performance across most datasets for both CNN



Table 1. Classification accuracies for different model configurations on all datasets.

Dataset Metric ‘ CNN CNN-DA Dy D4-DA
Shapes Source Acc. (%) | 99.80+0.04 99.82+0.12 | 99.90+0.04 99.92+ 0.02
P Target Acc. (%) | 50.47+£8.39 7820+1.73 | 64.76£3.42 99.71+ 0.06
Astro. Source Acc. (%) | 99.34 £0.21  95.32+£1.57 | 99.98 +£0.02 99.89 £ 0.50
Objects Target Acc. (%) | 50.81+£2.89 91.33+1.41 | 66.41+2.07 97.19+0.51
MNIST-M  Source Acc. (%) | 95.644+0.12 95.31+£0.09 | 97.30+£0.30 97.45 + 0.02
(Noise) Target Acc. (%) | 68.32+2.72 76.24+1.12 | 70.31+0.96 87.55+0.16
MNIST-M  Source Acc. (%) | 95.64+0.12 95.66+0.13 | 97.30+0.30 97.95+0.10
(PSF) Target Acc. (%) | 75.00+1.44 85.68+1.66 | 77.85+1.31 93.00+1.14
Galaxy Zoo  Source Acc. (%) | 81.49+£0.32 81.57+0.82 | 86.65+0.31 87.58+0.06
Evo Target Acc. (%) | 70.65+£2.26 77.54+0.62 | 79.48+1.52 83.13+0.53
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Figure 4. MNIST-M (Noise) latent distributions visualized with isomaps. Source (solid) and target latent (hollow) distributions are
plotted atop each other to visualize latent distribution misalignment. The inclusion of DA clearly improves the alignment of source
and target latent distributions for both CNN and D4 models. It is also seen that the latent distribution of the D4 is more clustered
than the CNN, and even more so when D4-DA and CNN-DA are compared. The improved clustering and separation of classes in the

latent space is suggestive of improved feature learning.

and D4 models, with the exception of the astronomical
objects dataset for both models, and for the MNIST-M
(noise) dataset for the CNN-DA model. In most cases,
this drop in the source domain performance is below 1%
(except in the case of astronomical objects classified with
the CNN-DA model), which is acceptable given that the
inclusion of DA substantially improves the accuracy on
the unlabeled target domain. Additionally, the D4-DA
models converged to more similar performance across
different seeds, as reflected by the small uncertainties
in classification accuracy compared to CNN-DA.

We visualize the latent distributions of the CNN,
D4, CNN-DA, and D4-DA in Figure 4 for the
MNIST-M dataset with Poisson noise with the source
(solid triangles) and target domain (hollow triangles)
overlapped using isomaps [Tenenbaum et al., 2000].
Without DA, there is significant overlap between
different classes, particularly in the middle of the figure
for both models, though more apparent for the CNN.
This is reflected in the CNN and D, Silhouette scores
(Table 2), indicating similar levels of misclassified points,
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as seen in the target domain accuracy of approximately
68% for CNN and 70% for D,. With the inclusion
of DA, there is better alignment of the same classes
from source and target latent distributions for both
models. Furthermore, with DA, there is increased
class separation, especially along the periphery, but
there is still some overlap in the middle of the diagram
(particularly for CNN-DA). Compared to the CNN
latent distribution, the class separation for the D, latent
distribution is much larger due to the equivariance in
the D, model, which is reflected in the target domain
Silhouette scores increasing more significantly for the
D4-DA when compared to the CNN-DA.

Model Source | Target
CNN 0.1930 | -0.0539
CNN-DA | 0.3360 | 0.1150
D, 0.2744 | -0.0247
D4-DA 0.4023 | 0.1983

Table 2. Silhouette scores for CNN, Dy, CNN-DA, and D4-DA
on MNIST-M (Noise).



5.2. Galaxy Zoo Evo Dataset

We aim to address a common problem in real
astronomical applications: the scenario where one has
access to lower-quality, older observations with labels,
but no labels exist for the newer, higher-quality target
dataset from a more recent astronomical survey. To test
our model in this situation, we use galaxy datasets from
GZ Evo [Walmsley et al., 2024]. Namely, we use GZ2
from SDSS as the source domain and GZ DESI as the
target domain. This dataset is considerably larger than
the previous simulated datasets. The results for these
experiments are summarized in Table 1. Similar to the
results for the simulated datasets, the Dy model fully
outperforms the CNN, with a ~ 9% higher accuracy in
the target domain. With DA, both CNN-DA and Dy-
DA models have higher accuracy in both the source and
target domain. The performance difference between
the two kinds of models is more moderate for the GZ
Evo dataset than for the simulated datasets. This
may be attributable to the GZ Evo data’s larger size,
greater morphological complexity, and the use of data
augmentation during training. In the large data limit,
the inclusion of data augmentation causes CNNs to
become approximately equivariant [Hernandez-Garcia
and Konig, 2020, Wang et al., 2022b]. Nevertheless, the
D4-DA achieves ~ 6% higher accuracy in the target
domain compared to the CNN-DA model.

The accuracy of all models in this experiment
was lower than the experiments with the simulated
data, with no model achieving greater than =~ 88%
accuracy in either the source or target domain. This
dataset is significantly larger than the others, so a
deeper or larger model with additional training aids,
such as residual connections, would likely yield better
performance [Nakkiran et al., 2019, He et al., 2015].
Our goal is to study the efficacy of SIDDA, and not to
achieve state-of-the-art performance on this dataset, so
we did not experiment with a more complex model.

~
~

5.8. Robustness with Group Order

Table 3. Performance results for different orders of the dihedral
group Dy, without and with DA.

Group Source Domain Target Domain
Dy 96.03 + 0.18% 63.69 + 0.61%

Dy 97.06 & 0.048% 67.88 +2.5%

D, 97.30 + 0.28% 70.30 £ 0.97%

Dy 97.42 £ 0.10% 71.67 +0.28%
Di-DA 95.40 4+ 0.084% 75.35 + 0.71%
Dy-DA 97.10+0.23% 84.98 + 1.9%
D,-DA 9750 4+ 0.074% 87.70 £ 0.26%
Ds-DA 97.69 +£0.081%  88.96 + 0.32%
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Figure 5. Jensen-Shannon (JS) distances for CNN-DA and

Dy-DA (N € {1,2,4,8}) models trained on MNIST-M (Noise).
Shaded regions correspond to 1o uncertainties from three training
runs initialized with varying random seeds. All models underwent
a 30-epoch warm-up phase without DA, and the JS distance is
shown for epochs thereafter, which is where SIDDA is used.
Compared to the CNN, all Dy models exhibit a lower JS
distance between source and target domains after the warm-up
phase, which can be attributed to the fact that the equivariance
constraint encourages distributional similarity between the source
and target latent distributions. We see that the Dy models also
achieve more perfect alignment with the introduction of DA,
as shown by the lower JS distances by the end of the training.
This behavior correlates with the group order, except for Dg-DA,
which achieved its best model much earlier in training and began
overfitting.

Next, we study the robustness of ENNs, both
with and without SIDDA, and with increasing orders
of the dihedral group Dy, with N € {1,2,4,8} on
MNIST-M with Poisson noise in the target domain.
The robustness of ENNs as a function of group order
was previously studied in [Pandya et al., 2023] for
generalization to Poisson noise in images in the task of
galaxy morphology classification. That work showed
that robustness generally increased with group order,
but high group-order models tended to overfit or have
lower accuracy as a result of the equivariance constraint
becoming too strong (see Figure 2 in Pandya et al.
[2023]). Additionally, despite the robustness, there was
no significant overlap in the latent distribution of the
NNs when introduced to covariate shifts in the data.
In the current work, we add to that previous study by
examining the effect of SIDDA on the robustness of
ENNSs across different group orders with the same data
setup.

We follow a training procedure similar to that
outlined in Section 4.2 for all networks. The major
difference is that we do not implement early stopping



so that we can study the propensity for overfitting as a
function of group order. Models are still saved based on
the best validation loss, and we show results from the
best-performing models on the held-out test set. Source
and target domain classification accuracies are shown
in Table 3. Both source and target accuracies increase
with group order, with and without DA. There is also
a slight increase in source domain accuracy when using
DA, except for D, which contains a single reflection
and therefore exhibits trivial equivariance.

We also track the evolution of the mean JS distance
between source and target latent distributions for all
models during training (after the initial warm-up phase
has passed). Assuming perfect feature learning and
optimal performance on the source domain, minimizing
the JS distance between source and target domain latent
distributions corresponds to optimal performance on
the target domain [Shui et al., 2022]. As shown in
Figure 5, after the initial 30-epoch warm-up phase,

the JS distance decreases as the group order increases.

Among the models, the Dg-DA model exhibits the
lowest JS distance at the end of the warm-up, while
the CNN-DA exhibits the highest. This supports the
claim that the constrained latent distribution of ENNs
leads to significantly better alignment between source
and target domains, as made in Section 2.4.

As training progresses with DA, the JS distance
generally decreases with increasing group order, except
for the Dg model. This model begins to overfit 30
epochs after the warm-up phase concludes, as indicated
by the JS distance in Figure 5. This was also confirmed
upon inspection of the validation loss. All other
models reach their highest validation loss after epoch
90. Despite this overfitting, the best Dg-DA model still
achieves the highest source and target domain accuracy,
as shown in Table 3.

The overfitting observed in the Dg model can be
attributed to the stronger equivariance constraint (i.e.,
more weight sharing), which may limit the model’s
expressivity when the covariate shifts in the target

domain do not fully respect the underlying symmetry.

That is, the allowable space of features that respects the
stronger equivariance will be inherently smaller than
those respected by more lenient equivariance or the
typical translation equivariance in CNNs, considering
that ENNs assume perfect symmetries in the data. In
the presence of perturbations, which is a typical case in

the target domain for DA applications, this rarely holds.

Solutions to relaxing the equivariance constraint while
still enjoying the benefits of symmetry constraints have
been extensively studied in other works [Wang et al.,
2022a, Elsayed et al., 2020].
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5.4. Calibration Results

For all datasets, we observe that the Dy and D4-DA
models result in lower ECE and Brier scores across
most experiments in both the source and target domain
when compared to the CNN and CNN-DA. Across all
experiments, the largest improvement is observed for
the D4-DA model applied to the shapes target domain
data, where both the ECE and Brier score are reduced
by more than an order of magnitude compared to the
regular D4 model.

With the inclusion of DA, there is an improvement
in the calibration scores for both data domains and for
all models for the MNIST-M datasets, as well as GZ Evo
data. Between these datasets, the largest improvement
is for the D4-DA model on the MNIST-M (PSF) dataset
in the target domain, exhibiting an approximate factor
of two reduction for both the ECE and Brier score.
However, at the same time, we observe a decrease in
the source domain calibration for all DA experiments
in the shapes and astronomical objects datasets, with
the exception of D4-DA in the shapes dataset. This
indicates that in the source domain, at least for more
simple datasets, the inclusion of DA can potentially
worsen the calibrations of the models. This decrease in
performance is not always apparent in the (uncalibrated)
accuracies, as shown in Table 1. For instance, the source
accuracies with and without DA are very similar (within
the margin of error) in all cases, except for the CNN-
DA model applied to the astronomical objects dataset.
Nonetheless, in the target domain, we observe strict
improvements in both accuracy and calibration across
all experiments with the inclusion of DA with SIDDA,
as shown in Table 1 and Table 4.

6. Conclusions and Outlook

In this work, we introduced SIDDA — a method for
semi-supervised DA that includes principled methods
for optimal alignment of NN latent spaces and training
with multiple loss terms. This is in contrast with most
DA applications, which face the challenge of requiring
extensive hyperparameter tuning that makes training
NNs time-consuming, expensive, or unfeasible. SIDDA
is an “out-of-the-box” DA method that is employable in
various domains, and it requires labeled training data
only in the source domain, not in the target domain.
Our method relies on the Sinkhorn divergence,
a symmetrized variant of regularized OT distances,
which corrects for the bias that exists in OT,. In
particular, our method dynamically adjusts the strength
of regularization on a per-epoch basis dependent on
the pairwise distance between the source and target
latent distribution vectors. In addition, we use dynamic
weighting of the cross-entropy and DA loss terms on
a per-epoch basis, which ensures a balance in training



Table 4. Calibration metrics for different model configurations.

Metric CNN CNN-DA Dy D4-DA
Shapes

Source ECE 0.011 +0.001 0.013 £ 0.001 0.011 £ 0.002 0.0074 4+ 0.0003
Source Brier | 0.000734 + 0.000090  0.00112 + 0.00020 0.000814 + 0.000200  0.000349 + 0.000034
Target ECE 0.35 4+ 0.04 0.29 + 0.004 0.20 +0.03 0.013 £+ 0.002
Target Brier 0.110 £0.010 0.0925 + 0.002 0.0564 £+ 0.009 0.0015 + 0.0003

Astronomical Objects

Source ECE 0.041 + 0.010 0.075 £ 0.020
Source Brier 0.00798 £ 0.003 0.0220 £ 0.006
Target ECE 0.17£0.04 0.142 + 0.010

Target Brier

0.0440 £ 0.010

0.0420 £ 0.006

0.00695 £+ 0.00030
0.000132 £+ 0.000031
0.294 £ 0.020
0.0804 £ 0.009

0.00899 4= 0.00090
0.000746 £ 0.000300
0.053 £ 0.008
0.0150 £ 0.003

MNIST-M (Noise)

Source ECE 0.161 £+ 0.003 0.126 = 0.004
Source Brier 0.00991 4 0.00023 0.00880 4+ 0.00030
Target ECE 0.409 £ 0.013 0.355 4+ 0.009

Target Brier

0.0450 £ 0.003

0.0370 £ 0.002

0.114 £ 0.002
0.00610 £ 0.00030
0.390 £ 0.020
0.0410 £ 0.0008

0.0790 £ 0.002
0.00481 £+ 0.00010
0.250 £ 0.009
0.0210 £ 0.0031

MNIST-M (PSF)

Source ECE 0.161 £ 0.003 0.124 £+ 0.004 0.114 £ 0.002 0.0750 £ 0.002
Source Brier 0.00991 £+ 0.00023 0.00850 + 0.00040 0.00610 4 0.00030 0.00400 £+ 0.00020
Target ECE 0.384 +0.013 0.272 + 0.012 0.340 + 0.020 0.181 £+ 0.001
Target Brier 0.0340 £ 0.001 0.0230 £+ 0.001 0.0270 £+ 0.003 0.0130 + 0.00007
Galaxy Zoo Evo

Source ECE 0.283 +0.0019 0.264 + 0.0044 0.2322 £ 0.00086 0.206 + 0.0011
Source Brier 0.0453 £ 0.00031 0.0439 £+ 0.0010 0.0341 £ 0.00059 0.0319 £+ 0.00014
Target ECE 0.324 +0.0078 0.301 + 0.0018 0.271 +0.0042 0.241 + 0.0026

Target Brier

0.0538 £ 0.0015

0.051 + 0.00029

0.0411 £ 0.0012

0.0382 £+ 0.00048

and improves predictive performance in both the source
and target domains.

We test our method on shapes and astronomical
objects datasets simulated using DeepBench,

the

MNIST-M dataset, and a dataset of real galaxy images

from Galaxy

Z.00.

These experiments encompass
covariate shifts induced by Poisson noise, PSF blurring,

and more complex differences between real astronomical

surveys.

We draw the following conclusions about SIDDA:

SIDDA requires minimal hyperparameter tuning
to achieve a considerable increase in target domain
performance;

SIDDA is compatible with a wide range of models,
including CNNs and ENNs equivariant to various
groups. Its efficacy is more pronounced when
paired with ENNSs, offering in some cases nearly
50% better target domain accuracy when compared

to CNNs trained without DA (Table 1);

e We find that SIDDA is effective across ENNs
with varying group-order equivariance, and its
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performance improves as the degree of equivariance
increases (Table 3 and Figure 5);

SIDDA can improve the source and target domain
performance of NNs, and its benefits are concretely
seen when analyzing the clustering and alignment
of NN latent spaces (Table 2 and Figure 4);

Though not constructed as such, SIDDA can
inherently improve the calibration of trained NN-
based classifiers (Table 4);

SIDDA does not stack any considerable computa-
tional expense when training models, as it builds
upon existing, efficient coding frameworks. All
models in this work were trained on one GPU in
typically less than an hour.

There are multiple opportunities for further

development of SIDDA. First, the metric used for
adjusting the dynamic Sinkhorn plan S, relies on
the pairwise norm between entries in the latent space.
Other notions of distance to adjust the regularization
of S, can be considered. Second, in this work, we
implemented a manual truncation of 7; terms in the



loss function (Equation 6) to ensure that the DA
loss does not overpower the classification loss. Other
levels of truncation or regularization of the loss should
be studied to find the most optimal balance of the
two loss terms. Third, all experiments performed
here are for a fixed architecture, which employs many
features of NNs that are now standard (dropout,
pooling, batch normalization). Notably missing are
residual connections, which have been found to aid the
convergence of many NNs. It would be interesting to
study the efficacy of SIDDA with deeper, more complex
networks as well as ENNs equivariant to the continuous
analogous of groups studied here (i.e., O(2)). Lastly,
our method works with fixed classes and cannot operate
when the classes between the source and target domain
are not the same. A potential extension of SIDDA
could involve making it compatible with a flexible
number of classes in both the source and target domains,
drawing inspiration from the DeepAstroUDA method
[Ciprijanovié et al., 2023].

The problem of generalization in classification
tasks in NNs can be primarily considered as a problem
of robust feature learning (e.g., architectural choice)
and domain alignment. The most successful domain
adaptation methods should leverage principled choices
for both aspects. ENNs are natural candidates for
robust feature learning because their feature learning
capabilities can be inherently constrained to symmetries
of the data. However, most existing methods for
domain adaptation implicitly require many empirical
choices or hyperparameter tuning. In this work, we
have combined these aspects in introducing SIDDA,
which leverages a dynamic parameterization for OT-
based DA hyperparameters during training, and works
particularly well when paired with ENNs. Our future
work will be in refining this approach, and further
developing more automated DA algorithms.
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Appendix A. Model Architectures

Layers Properties Stride Padding Output Shape
Input 3 x 100 x 100
Conv2D Filters: 8 1 2 (8, 100, 100)
(w/ BatchNorm2D) Kernel: 5x5
Activation: ReLU
MaxPool2D Kernel: 2x2 2 0 (8, 50, 50)
Dropout p=0.2 (8, 50, 50)
Conv2D Filters: 16 1 1 (16, 50, 50)
(w/ BatchNorm2D) Kernel: 3x3
Activation: ReLU
MaxPool2D Kernel: 2x2 2 0 (16, 25, 25)
Dropout p=0.2 (16, 25, 25)
Conv2D Filters: 32 1 1 (32, 25, 25)
(w/ BatchNorm2D) Kernel: 3x3
Activation: ReLU
MaxPool2D Kernel: 2x2 2 0 (32, 12, 12)
Dropout p=0.2 (32, 12, 12)
Linear Input Dimension: 4608 (256)

(w/ LayerNorm)

Output Dimension: 256
Activation: None

Linear

Input Dimension: 256
Output Dimension: 6
Activation: None

(6)
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Table Al. CNN architecture used with the GZ Evo dataset. For other experiments, the architecture only differs in the input
dimension, dimension matching after convolutional layers, and output dimension (logits) size.




Layers Properties Stride Padding Output Shape
Input 3 x 100 x 100
R2Conv Filters: 64 1 2 (64, 100, 100)
(w/ InnerBatchNorm) Kernel: 5x5
Activation: ReLU
PointwiseMaxPool2D Kernel: 2x2 2 0 (64, 50, 50)
PointwiseDropout p=0.2 (64, 50, 50)
R2Conv Filters: 128 1 1 (128, 50, 50)
(w/ InnerBatchNorm) Kernel: 3x3
Activation: ReLU
PointwiseMaxPool2D Kernel: 2x2 2 0 (128, 25, 25)
PointwiseDropout p=0.2 (128, 25, 25)
R2Conv Filters: 256 1 1 (256, 25, 25)
(w/ InnerBatchNorm) Kernel: 3x3
Activation: ReLU
PointwiseMaxPool2D Kernel: 2x2 2 0 (256, 12, 12)
PointwiseDropout p=0.2 (256, 12, 12)
GroupPooling (32, 12, 12)
Linear Input Dimension: 4608 (256)

(w/ LayerNorm)

Output Dimension: 256
Activation: None

Linear

Input Dimension: 256
Output Dimension: 6
Activation: None

(6)

Table A2.

D4 ENN architecture used with the GZ Evo dataset. For other experiments, the architecture only differs in the input
dimension, dimension matching after convolutional layers, and output dimension (logits) size.
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