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Abstract. Our understanding of the γ-ray sky has improved dramatically in the past decade,
however, the unresolved γ-ray background (UGRB) still has a potential wealth of information
about the faintest γ-ray sources pervading the Universe. Statistical cross-correlations with
tracers of cosmic structure can indirectly identify the populations that most characterize
the γ-ray background. In this study, we analyze the angular correlation between the γ-ray
background and the matter distribution in the Universe as traced by gravitational lensing,
leveraging more than a decade of observations from the Fermi -Large Area Telescope (LAT)
and 3 years of data from the Dark Energy Survey (DES). We detect a correlation at signal-to-
noise ratio of 8.9. Most of the statistical significance comes from large scales, demonstrating,
for the first time, that a substantial portion of the UGRB aligns with the mass clustering of
the Universe as traced by weak lensing. Blazars provide a plausible explanation for this signal,
especially if those contributing to the correlation reside in halos of large mass (∼ 1014M⊙)
and account for approximately 30-40% of the UGRB above 10 GeV. Additionally, we observe
a preference for a curved γ-ray energy spectrum, with a log-parabolic shape being favored
over a power-law. We also discuss the possibility of modifications to the blazar model and the
inclusion of additional γ-ray sources, such as star-forming galaxies or particle dark matter.
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1 Introduction

High-energy astronomy is an endeavour that can potentially provide insights into the dis-
ciplines of astrophysics, cosmology and particle physics. Stemming from extremely violent
events in the Universe, γ-rays act as messengers, providing information about the mechanisms
of rare events as seen in supernovae, as well as those that occur due to matter under extreme
stress, such as in the vicinity of pulsars or Active Galactic Nuclei (AGNs). In addition to their
use in astrophysics, γ-ray frequencies can also shed light on an important cosmological com-
ponent, dark matter (DM), representing approximately 25% of the Universe’s energy budget
[1]. DM has been theorized to consist of an exotic fundamental particle which may annihilate
or decay into standard-model particles, thereby producing cosmic messengers. In the case
of Weakly Interacting Massive Particles (WIMPs) or any other potential DM particle with
a mass in the GeV range or higher, their annihilation or decay is likely to produce photons
in the γ-ray spectrum [2]. However, due to the small cross-section of DM annihilation, the
potential number of detectable events is limited. Furthermore, the γ-ray sky is filled with
emissions from various astrophysical sources, such as pulsars, supernova remnants, AGN,
and cosmic-ray interaction with Galactic interstellar medium and radiation fields. These
emissions create background noise, masking potential signals from DM annihilation.

A method for distinguishing between the non-thermal γ-ray emissions originating from
astrophysical sources and those that might be caused by DM annihilation or decay within
the Unresolved Gamma-Ray Background (UGRB) hinges on the concept of cross-correlating
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UGRB maps with various other maps that trace the underlying large-scale structure of the
Universe. Such tracers include cosmic phenomena like the weak gravitational lensing effect [3–
8], the clustering of galaxies [9–15] and galaxy clusters [16–20], and the lensing effect of
the Cosmic Microwave Background (CMB) [21], which reflect the large-scale distribution of
matter across cosmological distances (see also Refs. [22–25]).

These techniques are especially promising because they serve as direct gravitational
probes of the mass distribution in the Universe, the vast majority of which is expected to be
DM [1]. By examining the angular, energy, and redshift behaviour of the cross-correlations,
it becomes possible to disentangle signals that may arise from ordinary astrophysical sources
from those associated with DM interactions. Astrophysical sources are hosted within DM
halos, and thus exhibit correlations with other direct tracers of the underlying large-scale
cosmic structure such as galaxy clustering or weak gravitational lensing. On the other hand,
they are typically much smaller than DM halos (thus showing different angular spectra), and
mainly follow the redshift dependence of star formation as opposed to the WIMP signals,
which peak at very low redshifts. Astrophysical sources also have a smooth, power-law
like spectra in energy while WIMPs exhibit a cutoff and a more curved spectrum. These
characteristics are handles to tell apart γ-ray emission from astrophysical and dark matter
origin.

Beyond its utility in the search for DM, this approach also has broader implications for
understanding the population of unresolved γ-ray sources, providing valuable insights into
their redshift distribution and clustering properties. This can help to refine our understanding
of a variety of γ-ray emitting objects, such as AGN, distant star-forming galaxies, and other
yet-to-be-resolved populations of astrophysical objects. A key contributor to the UGRB is the
blazar population. Blazars are a type of AGN that are estimated to contribute significantly
to the UGRB [26], dominating in particular at fluxes just below the Fermi -LAT source
detection threshold [27]. Their influence must be therefore carefully accounted for when
attempting to identify the composition of the signals in the aforementioned cross-correlations.
Blazars exhibit distinct clustering patterns and spectra, which, when accurately modeled, can
help distinguish their signals from other γ-ray sources, improving our understanding of their
contribution to the UGRB.

In this work, we present a study involving cross-correlations using weak lensing. The
weak lensing observable that we consider here is the tangential shear, which is a result of
the distortion of background (source) galaxies as a result of the foreground lensing galaxies.
This is known as galaxy-galaxy lensing.
Over the years, several observational attempts at disentangling cross-correlation signals for
both their dark and visible nature have been carried out involving weak lensing [5–7]. In
particular, a cross-correlation study in 2020 by Amazzalorso et al. [8] obtained the first
identification of a cross-correlation signal between the UGRB, as seen by the Fermi -LAT
9 year data, and the distribution of mass in the Universe probed by weak gravitational
lensing, measured by the DES Y1 datasets [28]. The cross-correlation signal was detected
with a significance of 5.3σ, and found a preference for a DM-inclusive model over a purely
astrophysical model at 2.8σ. Here, we build on the aforementioned detection using 12 years
of γ-ray data from Fermi -LAT [29, 30], and three-year (Y3) weak lensing shear measurements
from DES.

The paper is organized as follows. Section 2 describes the phenomenological and physical
models used to interpret the cross-correlation signal. Section 3 describes the Fermi -LAT and
DES data used for the cross-correlation analysis. Details of the analysis are reported in
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Section 4, which also offers an interpretation of the results in terms of phenomenological
models, outlining the main properties of the signal. Inferences in terms of astrophysical
sources follow in Section 5, followed by a conclusion in Section 6. Appendix A provides
details on the construction of the covariance used in the data analysis, while additional
discussions on star-forming galaxies and DM annihilation can be found in Appendices B and
C. Finally in Appendix D we elaborate upon the robustness checks that were performed to
validate the results of the analysis.

2 Theoretical Framework

In this work, we study the 2-point angular cross-correlation function between the UGRB and
gravitational shear. The UGRB is obtained from photon counts measured by the Fermi -LAT
in different energy bins, after removing the contribution from resolved sources and Galactic
foreground. The gravitational shear is given by the tangential ellipticity of galaxies measured
by DES, and trace the mass distribution in the Universe. Here we want to test whether the
γ-ray background fluctuations are sourced by the matter distribution.

For a map of γ-rays in the ath energy bin and a shear catalog in the rth redshift bin,
the real-space quantity depicting their cross-correlation Ξ̂ar can be theoretically computed
from the harmonic-space cross-power spectrum Car

ℓ by a Legendre transform [31]:

Ξ̂ar(θ) =
∑
ℓ

2ℓ+ 1

4πℓ(ℓ+ 1)
Car
ℓ W a

ℓ P
(2)
ℓ (cos θ), (2.1)

with θ being the angular separation on the sky, P
(2)
ℓ the Legendre polynomial of order two,

and W a
ℓ the beam window function. The latter is computed from a Legendre transform of

the Fermi -LAT Point-Spread Function (PSF), see Appendix II in [32], and accounts for the
finite resolution of the detector (we neglect the DES and pixel smoothing since they act on
much smaller scales than the Fermi -LAT PSF).

Correlations that occur at physical scales smaller than the Fermi -LAT PSF can be
approximated with Car

ℓ = const. On the other hand, correlations on very large scales can be
well-described by the clustering in the linear regime, with the angular dependence dictated by
the linear matter power spectrum [33], that we computed from the transfer function in [34].
In this study, we have adopted a halo model approach to describe both the phenomenological
and physical characteristics of the cross-correlations [35]. In the halo-model framework, all
mass in the Universe’s large-scale structure is assumed to reside within virialised DM halos.
Consequently, the correlation function splits into two distinct contributions: the 1-halo and
2-halo terms (abbreviated as ‘1h’ and ‘2h’ in the succeeding equations). The 1-halo term
captures correlations between two points within the same halo, dominating at small angular
scales. On the other hand, the 2-halo term accounts for correlations between points in
different halos, aligning with the broader matter distribution and prevailing at large scales.

Our first theoretical model is a phenomenological model constructed as follows:

Ξar
lp (θ) =

[
A1(Ea/E0)

−α1

(1 + zr
1 + z0

)β1

Ξ̂a
PSF-like(θ)

+A2(Ea/E0)
−α2

(1 + zr
1 + z0

)β2

Ξ̂ar
2h-like(θ)

]∆Ea

⟨Ia⟩
,

(2.2)

where Ea and zr are the central values of the energy (measured in GeV) and redshift bins, E0

is the pivot energy, chosen as the geometric mean of the energy bin centres at E0 = 13.7GeV,
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∆Ea is the width of the energy bin and ⟨Ia⟩ is the measured photon flux, provided in Table 1.
Similarly to E0, we have also defined a pivot redshift as a geometric mean of the centres of the
four redshift bins at z0 = 0.64.1 Note that the term in square bracket is differential in energy.
Ξ̂a
PSF-like(θ) is the Legendre transform of the Fermi -LAT PSF (i.e., with Car

ℓ = 1 in Eq. 2.1)

and Ξ̂ar
2h-like(θ) is a generic large-scale contribution, obtained from linear theory. Correlation

functions with a hat have flux units, while those without a hat are normalised to the γ-ray
flux, and therefore dimensionless. We make this distinction because the comparison with the
measurement is performed with dimensionless Cross-Correlation Function (CCF) as described
below, while the comparison with physical models is easier for dimensional quantities. The
two normalisations A1 and A2, the spectral indices α1 and α2, and the redshift evolution
indices β1 and β2 are free parameters of the model. For the aforementioned parameters, we
have considered a phenomenological model with a free relative amplitude between the PSF-
like and large-scale terms that can capture the angular behaviour of the signal. As we will
show in the next section, the redshift behaviour is not strongly constrained in our analysis
and, for simplicity, we assume a power-law scaling. Gamma-ray sources typically have energy
spectra that can be well approximated by a power-law, and so it is assumed in Eq. (2.2).
On the other hand, to explore the possibility of a “curved” spectrum, we devise a second
phenomenological model, considering a log-parabola spectrum (which also describes several
γ-ray sources of the Fermi -LAT 4FGL catalog [29]):

Ξar
lp (θ) =

[
A1(Ea/E0)

−α1+γ1 log10(E/E0)
(1 + zr
1 + z0

)β1

Ξ̂a
PSF-like(θ)

+A2(Ea/E0)
−α2+γ2 log10(E/E0)

(1 + zr
1 + z0

)β2

Ξ̂ar
2h-like(θ)

]∆Ea

⟨Ia⟩
,

(2.3)

where γ1 and γ2 are the spectral indices providing the deviation from a power-law (henceforth
referred to as curvature indices).

A physical model of the angular power spectrum of the cross-correlation between γ-ray
sources and the gravitational shear can be derived as [36]

Car
ℓ =

∫
dE dz

1

H(z)

W a
gamma(E, z)W r

shear(z)

χ(z)2
Pγδ

[
k =

ℓ

χ(z)
, z

]
, (2.4)

where χ(z) is the comoving distance to redshift z, obeying dz/dχ = H(z) with H(z) the
Hubble rate, W a

gamma(E, z) and W r
shear(z) are the so-called window functions, providing the

redshift distribution of the signals, and Pγδ is the three-dimensional cross-power spectrum
between a given γ-ray population sourcing the UGRB emission and the matter density con-
trast δ. In the Limber approximation, the physical scale k (the modulus of the physical
wavenumber) and the angular multipole ℓ are related by k = ℓ/χ(z). All the ingredients
entering Eq. (2.4) are detailed in Ref. [8], with cosmological parameters from Ref. [37].

In the main analysis, we will consider blazars (BLZ) to dominate the γ-ray source
population. We discuss the addition of star-forming galaxies (SFG) in Appendix B. The
window function is related to the γ-ray luminosity function (GLF) ϕ, which depends on

1The pivot energy and redshift values, while determined arbitrarily, are primarily chosen in order to
decorrelate the uncertainties in the slope and the offset. By introducing a pivot energy and redshift, we can
remove the degeneracy that arises from the interplay between the normalisation and the spectral and (in the
case of a log-parabolic model) curvature indices, which makes the fit less stable. A pivot value removes this
degeneracy and makes the fit more stable and easier to interpret by giving us cleaner uncertainties and their
concomitant best fits.
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luminosity, energy and redshift. For BLZ we will follow Ref. [27] and, unless otherwise
specified, we set all the parameters describing ϕ to the best-fit of the angular auto-correlation
found in Ref. [27], see the BLL 4FGL+CP fit in their Table 2. Specifically, we adopt the
following decomposition of the GLF Φ(Lγ , z,Γ) = dN/dLγdV dΓ (defined as the number of
sources per unit of luminosity Lγ , co-moving volume V at resdhift z and photon spectral
index Γ) in terms of its expression at z = 0 and a redshift-evolution function e(Lγ , z):

Φ(Lγ , z,Γ) = Φ(Lγ , 0,Γ)× e(Lγ , z), (2.5)

where Lγ is the rest-frame luminosity in the energy range (0.1−100) GeV. At redshift z = 0:

Φ(Lγ , 0,Γ) =
A

ln(10)Lγ

[(
Lγ

L0

)γ1

+

(
Lγ

L0

)γ2]−1

× exp

[
−(Γ− µBLZ)

2

2σ2

]
, (2.6)

where A is a normalization factor, the indices γ1 and γ2 govern the evolution of the GLF with
the luminosity Lγ and the Gaussian term takes into account the distribution of the spectral
indices Γ around their mean µBLZ, with a dispersion σ.

The redshift behaviour is given by

e(Lγ , z) =

[(
1 + z

1 + zc

)−p1

+

(
1 + z

1 + zc

)−p2
]−1

. (2.7)

Then the γ-ray window function can be then written as [8]:

W a
gamma(E, z) = χ(z)2

∫
dΓ

∫ Lmax
γ

Lmin
γ

dLγ ΦS(Lγ , z,Γ)
dN

dE
× e−τ [E(1+z),z] , (2.8)

where dN/dE is the γ-ray spectrum, taken to be a power-law, ΦS is the GLF of the un-
resolved source population, τ is the optical depth due to absorption, and Lmax

γ ensures we
are considering only unresolved sources. Let us note here that, in the following, when we
mention the γ-ray spectrum, we will refer to the differential (in energy) photon spectrum,
i.e., the quantity denoted by dN/dE in Eq. 2.8.

As already mentioned, we can separate the 1-halo and 2-halo contributions of the power
spectrum, so we can write the physical model as:

Ξar
phys(θ) ⟨Ia⟩ = A1h

BLZ Ξ̂ar
BLZ,1h(θ, µBLZ, p1) +A2h

BLZ Ξ̂ar
BLZ,2h(θ, µBLZ, p1) (2.9)

The model parameters, that will be constrained through our Markov Chain Monte Carlo
(MCMC) scan, are: two free normalizations for the 1-halo and 2-halo terms, A1h

BLZ and A2h
BLZ

(which effectively describe the normalization A in Eq. 2.6 and the normalization of the halo-
matter bias (see eg. Ref. [35] for a complete description of halo biases), the spectral index
µBLZ in Eq. 2.6, governing the energy dependence, and the redshift parameter p1 in Eq. 2.72.
All the other parameters of the GLF are set following the best-fit of BL Lacs3 from the
analysis of γ-ray number counts and angular auto-correlation in [27].

As for the phenomenological model, all terms are computed in different energy and
redshift bins, labeled by indices a and r, respectively.

2We also investigated the possibility of using two different energy and redshift parameters for the 1- and
2-halo terms, but we found that this does not add more information.

3BL Lacs, short for BL Lacertae, are a type of AGN specifically categorized as blazars. Calling a blazar
a BL Lac separates it from the other blazar category of Flat Spectrum Radio Quasars (FSRQs). For more
information about blazars see eg. Mukherjee et al. [38].
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3 Data

3.1 Weak lensing data

The Dark Energy Survey is a six-year observing program that was carried out with a 570
megapixel camera, the Dark Energy Camera (DECam for short), mounted on the Blanco 4m
telescope at the Cerro-Tololo Inter-American Observatory in Chile [39]. Spanning a total
area of 4143 deg2 after masking, the Year 3 survey provides 2.76 times the weak lensing
survey area compared to the 1500 deg2 for DES Y1 [40, 41]. The observations are carried
out in five broadband filters, namely, the grizY, ranging from ∼ 400 nm to ∼ 1060 nm in
wavelength. The DES Year 3 (Y3) analysis utilizes the data acquired over the first three
years of observations, amounting to a total of 319 nights. In our analysis we make use of the
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Figure 1: Normalized redshift distribution of the DES Y3 source galaxies, with the data
taken from Ref. [37].

metacalibration shear catalogue, which is fully described in Ref. [42, 43], and included
in the DES Y3 shape catalogue of Ref. [40]. The DES Y3 shape catalog that is used in our
analysis is a subset of the objects in the Gold catalog [44] that pass the metacalibration
cuts, and provides calibrated ellipticity measurements that describe the shapes of individual
galaxies after correcting for observational biases. It also includes redshift bin assignments for
each galaxy, grouping them by estimated distance to enable studies of large-scale structure
and galaxy-galaxy lensing. By introducing artificial shear to images and tracking the response
of the estimator to the applied shear, one can address both model and noise biases through
the introduction of a mean response factor R. The methodology indicates, therefore, that
Metacalibration can be applied to calibrate any shear estimator, including the shapes
that have been derived from model fitting or weighted moments. metacalibration has
been shown to be accurate at the part-per-thousand level in the absence of blending with
other galaxies [42], and at the part-per-hundred level for the blending present in the DES Y3
data [40].

After accounting for the additive and multiplicative biases, the wide-field data for the
weak lensing shape catalogue consists of approximately 100 million galaxies, having an ef-
fective source number density of neff = 5.59 gal/arcmin2, and a corresponding shape noise
of σe = 0.261 [40]. The measurements were carried out in the riz bands, with the g-band
excluded due to insufficient PSF modelling.
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In order to establish reliable cross-correlation constraints, it is necessary to calibrate
the redshift measurements for the source galaxies properly, allowing for a reliable estimate of
the tangential shear that becomes one of the two key components of the two-point estimator
that generates the cross-correlation values. For DES Y3, the method used to determine and
calibrate the photometric redshift distribution of the wide-field galaxies is a combination of
two methods: the Self-Organizing Maps p(z) (abbreviated as SOMPZ) [45], and the clustering
redshift technique WZ [46].
Some uncertainties arise from factors like the limited coverage of the Deep Fields and the finite
number of simulated Balrog sources [47], which inject mock galaxies into real survey images
to account for systematic biases (see, for example, Ref. [48]). To mitigate these uncertainties,
an ensemble of redshift distribution realisations, ni(z), is constructed for each redshift bin. By
generating multiple realisations, the analysis captures a range of possible outcomes, ensuring
more robust estimates of the underlying redshift distribution. Additionally, the clustering
redshift technique (WZ) improves redshift constraints by cross-correlating the weak lensing
sources with galaxies of known redshift.
The computation of the likelihood functions also relies on shear ratios (the full methodology
is described in Ref. [49]). Shear ratios provide additional constraining and validation power
through the measurement of the galaxy-galaxy lensing signal of a lens galaxy redshift bin at
small scales. They therefore reflect the ratio of mean lensing efficiencies of objects in those
source bins with respect to the lens bin redshift. This, in turn, depends on the redshift
distribution of the sources. Such a method is essentially independent from SOMPZ and
clustering redshifts, because of its utilization of lensing signals.

The four DES Y3 redshift bins are depicted in Fig. 1. The mean redshift for each bin
is chosen from Ref. [50], with ⟨z1⟩ = 0.339, ⟨z2⟩ = 0.528, ⟨z3⟩ = 0.752, and ⟨z4⟩ = 0.952 4.

The purpose of this work primarily concerns the detection of the cross-correlation be-
tween the UGRB and the tangential shear, as opposed to robust constraints on cosmological
parameters. Due to the low Signal-to-Noise Ratio (SNR) of the work, there is an uncertainty
in the shear bias due to blending (as discussed in Ref. [41]) that is not propagated in this
paper. The bias due to blending, however, is negligible here and will therefore not affect the
interpretations arising from the analysis.

3.2 Gamma-ray data

Fermi -LAT is a γ-ray pair-conversion telescope that has been in operation since 2008. With
its broad energy range (∼30 MeV to > 1TeV) and effective rejection of charged cosmic-ray
background, it is well-suited for studying the UGRB. The telescope scans the entire sky ev-
ery three hours, achieving an angular resolution for gamma rays of about 0.1 degrees above
10 GeV. The γ-ray data used in the cross-correlation measurement rely on a statistic of 12
years of observation of the Fermi -LAT telescope, from August 4, 2008 to August 8, 2020
(Mean Elapsed Time (MET) = 239557417–618050000.0). The all-sky count and exposure
maps are obtained with the Fermitools (v2.2.0)5. We use Pass8-R3 processed data and select
sourceveto v2 event class6 and the combination of PSF1+2+3 event types, i.e., excluding
the quartile of events with the worst angular reconstruction (labelled as PSF0) that would

4The DES Y3 component of the analysis uses updated tomographic binning compared to older Y3 analyses.
This is implemented due to the changes observed in the ∆χ2

min and cosmology results, as explained in footnote
5 of Ref. [51].

5https://fermi.gsfc.nasa.gov/ssc/data/analysis/software/
6See http://www.slac.stanford.edu/exp/glast/groups/canda/lat Performance.htm.
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Figure 2: Left: The DES Y3 sky coverage (in light gray) superimposed on the Fermi -
LAT γ-ray intensity map (after Galactic foreground masking and subtraction) for photons in
the (9.120-17.38) GeV energy range. The plot is in a Mollweide projection with equatorial
coordinates, and has been downgraded to Nside = 256 and smoothed with a Gaussian beam
of size σ = 0.4◦ for visualization purposes. The Galactic foreground has been masked and
subtracted with the procedure described in Section 3.2. Right: The map zoomed in on the
surveys’ overlapping regions, showing the DES Y3 mass map [52] along with the overlapping
region in the Fermi -LAT 12 year γ-ray background. The map refers to the same energy bin
as the image on the left.

impact negatively on the measurement of the angular correlation at small scales. We have
chosen sourceveto v2 as it provides the best compromise in terms of acceptance and back-
ground rejection. In fact sourceveto v2 has an acceptance comparable to P8R2 clean v6,
with a residual contamination almost equal to that of P8R2 ultracleanveto v6 at all ener-
gies7. This results in a clean photon dataset with sufficient event statistics, which is partic-
ularly critical when conducting cross-correlation analyses in order to ensure enough events
when suppressing background is essential. The model of the PSF as a function of the en-
ergy is obtained using the gtpsf routine of the Fermitools, using the appropriate Instrument
Response Function (IRFs) for the selected events8. For each energy bin we determine an
effective average PSF, by weighting the differential PSF(E) by the UGRB spectrum [53]. We
generate γ-ray maps in HEALPix [54] format with Nside = 1024. Such pixeling is optimal for
this analysis as it is comparable to the smallest angular scales probed by the DES Y3 weak
lensing analyses, and is better than the Fermi -LAT PSF at any energy. As mentioned in
Section 2, we account for the Fermi -LAT PSF in our modelling.

To get the final flux maps, we follow the same approach as in Refs. [8, 24, 32], which
we summarize here for convenience. First, we produced counts maps in 100 micro, logarith-
mically spaced, energy bins between 100MeV and 1TeV; then we divide the count maps of
each micro bin by the corresponding average-exposure maps computed in the same micro
bin, and corrected by the pixel area, to obtain flux maps in units of photons/cm2/s/sr. The
resulting flux maps are then summed up to produce maps for 9 macro energy bins between
631MeV to 1TeV, as reported in Table 1. We discard E < 0.6 GeV because at low energy
the angular resolution is too poor for our purposes (see following paragraphs).

To extract the UGRB component in the γ-ray maps, we exclude the majority of the

7see https://www.slac.stanford.edu/exp/glast/groups/canda/archive/pass8r3v2/lat Performance.htm
8https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/Cicerone LAT IRFs/index.html
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Galactic foreground emission and the resolved point sources listed in the 4FGL-DR2 Cat-
alog [29]. While the former is not expected to contribute to the cross-correlation signal
with the (extragalactic) gravitational lensing, it nevertheless provides a noise term to our
measurement. Therefore, in order to remove the majority of the bright emission from the
Galactic plane, we apply a flat mask on latitudes |b| < 30 deg. Furthermore, to remove
Galactic large-scale emission at higher latitudes, we perform a template fitting of the Galac-
tic diffuse emission model and its subsequent subtraction at the micro-energy-bin level, fol-
lowing the procedure adopted in Ref. [32] and utilizing the new Galactic emission model
gll iem v07.fits9. Finally, in order to extract the unresolved emission we are interested in,
resolved point sources are removed from the maps following the masking approach described
in Ref. [32], which conservatively masks a region around each catalogue source determined
by taking into account both the source’s brightness and the PSF in the specific energy bin.
Each energy bin has therefore a unique mask, and the fractions of sky available at different
energies can be found in Appendix A.

In Fig. 2, we show an example of the Fermi -LAT γ-ray intensity map in equatorial
coordinates in the (9.120-17.378) GeV energy bin with the application of the mask described
above and illustrating the effect of the Galactic foreground subtraction. In the maps we also
illustrate the overlapping and the mass distribution of the DES footprint (as detailed in Ref.
[52]).

4 Analysis and results

To measure the cross-correlation between the UGRB and gravitational shear, we compute
the following estimator of the 2-point correlation function (see also Ref. [55]):

Ξar(θ) = Ξsignal
∆θh,∆Ea,∆zr

− Ξrandom
∆θh,∆Ea,∆zr =

∑
i,j ert,ij I

a
j

R
∑

i,j Iaj
−

∑
i,j ert,ij I

a
j,random

R
∑

i,j I
a
j,random

, (4.1)

where Ξsignal
∆θh,∆Ea,∆zr

is the correlation function in configuration space of the two observables
measured in different angular (∆θh), γ-ray energy (∆Ea) and lensing source-galaxy redshift
(∆zr) bins. The correlation is obtained by summing the products of tangential ellipticity
of source galaxies i in redshift bin r relative to a pixel j, erij,t, multiplied by the Fermi -
LAT photon intensity flux in the a-th energy bin and in pixel j, Iaj . The sum runs over all
unmasked pixels j and all sources i in the DES shear catalogue, and it is performed in each
of the different photon energy bins and source galaxies redshift bins. The mean response R
is determined as described above.

From the correlation function, we remove Ξrandom
∆θh,∆Ea,∆zr

, the measurement of tangential
shear around random lines of sight. This is done by setting Iaj,random = 1 anywhere within
the sky region used for γ-ray measurements in that energy bin and 0 elsewhere. This re-
duces additive shear systematic effects, random very-large-scale structures, or chance shear
alignments relative to the mask. The random subtraction, while not affecting the expected
signal, lowers the variance at large angular separations (see, e.g., Refs. [55, 56]).

Using the estimator shown in Eq. 4.1, we perform the cross-correlation measurement
in 12 logarithmically-spaced angular bins, with radii between 5 and 600 arcmin, 9 photon
energy bins, detailed in Table 1, and the 4 redshift bins introduced in Sect. 3.1, for a total of
432 bins. The cross-correlations have been computed using the TreeCorr [57, 58] package,

9https://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html

– 9 –

https://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html


Bin number
1 2 3 4 5 6 7 8 9

Emin [GeV] 0.631 1.202 2.290 4.786 9.120 17.38 36.31 69.18 131.8
Emax [GeV] 1.202 2.290 4.786 9.120 17.38 36.31 69.18 131.8 1000
θcont 68% [deg] 1.00 0.58 0.36 0.22 0.15 0.12 0.11 0.10 0.10
Photon counts 360865 780820 551998 221181 89897 38277 11990 3757 1619
⟨Ia⟩[10−7cm−2s−1sr−1] 5.69 2.18 0.991 0.375 0.157 0.0670 0.0197 0.0062 0.0032

Table 1: Gamma-ray energy bins over which the analysis is performed, 68% containment
angles θcont of the Fermi-LAT PSF, and photon counts in the unmasked Fermi area in each
energy bin along with the average measured intensity.

with the MCMC scans performed using the affine-invariant ensemble sampler as configured
in the Python package emcee [59], and the contour plots obtained using ChainConsumer

[60]. For the MCMC analysis, the total number of walkers considered are twice the number
of the free parameters of the model. We consider a uniform prior for each parameter and
a Gaussian likelihood. For the spectral index µBLZ, the prior range is [1.5, 3.0], based on
findings in Ref. [27]. We assume broad, uninformed priors for the remaining physical and
phenomenological parameters. The convergence of the chains is assessed by computing the
autocorrelation and the concomitant autocorrelation time as described in Ref. [61].

For a qualitative assessment of the measured signal, we plot the angular, energy and
redshift dependence of the cross-correlation measurements in Fig. 3, along with their 68%
and 95% confidence intervals in Fig. 4. For the angular dependence, we simply average the
cross-correlations and their concomitant phenomenological and physical model counterparts
along energy and redshift. The energy and redshift dependencies, on the other hand, have
been calculated using a matched filter amplitude A = ΞT Γ−1 Ξ̄M/(Ξ̄T

M Γ−1 Ξ̄M)10, where Γ
is the covariance matrix (more information in Appendix A), and Ξ̄M is given by a simple
model that we choose to be flat in energy and redshift, while scaling as 1/θ in angle, to
approximately reproduce the expected signal, and Ξ is the estimator defined in Eq. (4.1),
or the best fit phenomenological and physical models. Note that with boldface notation
we indicate the full vector of the correlation function, while so far we have indicated the
individual components of the vector. The simple model is then given as Ξ(θ) = As/θ,
where As is the normalization amplitude of the simple model. The error on A is given
by σ2

A = (Γ−1 Ξ̄M)T Γ (Γ−1 Ξ̄M)/(Ξ̄T
M Γ−1 Ξ̄M)2. In order to calculate the evolution of the

energy (redshift) bins, we take all the data vectors (i.e., as cross-correlation signals or as
their best fit phenomenological or physical models) and their covariances in each redshift
(energy) bin, and calculate the amplitudes and standard deviations for the selected data
vectors and models. We can clearly see a positive detection with a differential signal scaling
in energy with a spectral index around two and some curvature, and a mildly increasing
redshift behaviour.

To be more quantitative, and in order to determine the statistical significance of the
signal, we test the deviation of the measurement from a null signal (pure noise) by means of
the phenomenological model introduced above, and using two statistical methods.

First, we perform a ∆χ2 test statistics, with the chi-squared defined as:

χ2(Pmod) = [Ξdata −Ξth(Pmod)]
T Γ−1 [Ξdata −Ξth(Pmod)] , (4.2)

10More information on the derivation of the matched filter SNR can be found on https://github.com/

BhashinT/Matched_Filter_FermixDES.git
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Figure 3: Measurement and models of the cross-correlation between γ-ray photons and grav-
itational tangential shear, for the log-parabola and power-law models, showing the angular
behaviour (top left), along with the energy (top right) and redshift (bottom) dependences.
The second angular bin and the second highest energy bins consisted of negative data points
when averaged across energy and redshift/angle and redshift. They have thus been displayed
with their respective 2-sigma upper limits, followed by a downward arrow. It is important
to note here that these are one-dimensional projections of a multi-dimensional fit, shown to
provide a visual representation of the models used. See text for details on the derivation of
the reported quantities.

where Ξdata is the data vector, and Ξth is the theoretical cross-correlation for the models
outlined above, described by the parameter set Pmod. The ∆χ2 is defined as ∆χ2

mod =
χ2
null−χ2(P ⋆

mod), with χ2(P ⋆
mod) computed at the model parameter values P ⋆

mod that best fit
the data, and χ2

null referring to no signal, i.e. Ξth = 0. The best fits and confidence intervals
of the parameters are found in an MCMC likelihood analysis. The second estimator of the
significance of the signal is the matched filter signal-to-noise ratio (see e.g. Ref. [62]),

SNR(Pmod) =
ΞT

dataΓ
−1Ξth(Pmod)√

ΞT
th(Pmod)Γ−1Ξth(Pmod)

; (4.3)

and we will evaluate SNRmod ≡ SNR(P ⋆
mod).
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Figure 4: Left: Constraints on the parameters of the log-parabola phenomenological model.
Right: Constraints on the parameters of the power-law phenomenological model. In both
panels, the 2D contours refer to the 68% and 95% credible regions, with the shaded areas in
the 1-D subplots denoting the 68% credible interval for the associated posterior distributions.

In Table 2 we present the results on detection significance. The phenomenological
model results for the full data show clear evidence for the presence of a cross-correlation
signal at the level of SNRmod = 8.9 for the log-parabola model, and SNRmod = 7.2 for the
power-law model. For both model types, we display in Table 3 the best-fit values of all
parameters, obtained from the maximum of the joint posterior distribution, and the 68%
credible intervals, obtained from the 1D marginalized posterior distribution. In order to
investigate the features of the signal in more detail, we repeat the tests by subdividing
the data set according to redshift, energy, and angular separation. Specifically, Low/High-
z refers to the first two and last two redshift bins; Low/High-E bins are defined by being
below/above 9GeV, i.e., first four/last five energy bins; and Small/Large-θ separates angular
scales below/above 3 times the 68% containment angle of the Fermi -LAT PSF, reported in
Table 1. From Table 2 we infer that the signal is mostly concentrated at high energies,
large angles, and high redshifts. Higher significance from higher redshift bins is somewhat
expected (see also the physical model below), because those bins have a higher lensing signal
by integrating over longer line-of-sight distances. The evidence for correlation at large angles
suggests that the measurement is not dominated by few very massive and very bright objects,
but rather it comes from a clustered population of extragalactic sources. The low energy bins
suffer from the poor Fermi -LAT angular resolution which prevents to obtain a signal at large
significance. The evidence at large energies points towards an interpretation in terms of
sources with a hard spectrum, namely with a relatively large amount of photons at high
energy. While the obtained redshift and angular features are common to any γ-ray source
population following large scale structures, the γ-ray spectrum might suggest a preference
for blazars, rather than softer sources, such as SFGs and misaligned AGNs. The best-fit for
the spectral index of the 2-halo component for the log-parabolic model, α2 = 1.94+0.19

−0.45 as
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Data set
Full Low-z High-z Low-E High-E Small-θ Large-θ Model

∆χ2
lp 78.9 3.40 75.3 23.3 55.4 8.09 71.26 Log-parabola

SNRlp 8.89 2.45 8.70 4.89 7.49 2.86 8.45 Log-parabola

∆χ2
pl 51.4 0.92 53.7 15.8 38.7 11.58 44.10 Power-law

SNRpl 7.17 1.66 7.34 4.03 6.24 3.40 6.64 Power-law

∆χ2
phys−BLZ 52.4 3.19 53.7 15.6 41.3 10.69 47.39 Physical

SNRphys−BLZ 7.23 1.83 7.32 4.04 6.47 3.27 6.88 Physical

Table 2: ∆χ2
mod and SNRmod computed for the phenomenological and physical models,

using either the full data set or the various subsamples discussed in the text. For the Low-z
case we selected the two first redshift bins (z ≲ 0.6), while for the High-z case the last two
bins (z ≳ 0.6); the Low-E subset refers to the first four energy bins, i.e., energies below
9 GeV, while the High-E to the bins at higher energies; finally, the Small-θ/Large-θ cases
correspond to data points below/above 3 times 68% containment angle of the Fermi -LAT
PSF.

Parameter 68% C.I. (PL) Best fit (PL) 68% C.I. (LP) Best fit (LP)

A1 (×10−12) [0.2, 19.6] 17.3 [0.35, 22.84] 1.48

A2 [0.058, 0.091] 0.077 [0.15, 0.21] 0.20

α1 [1.82, 2.67] 2.13 [2.53, 4.98] 0.871

α2 [1.93, 2.09] 2.01 [1.49, 2.13] 1.94

γ1 N.A. N.A. [1.55, 4.80] 0.073

γ2 N.A. N.A. [1.22, 2.50] 1.61

β1 [0.76, 6.91] 4.63 [0.40, 7.91] 5.17

β2 [3.45, 6.20] 4.83 [3.46, 6.20] 4.83

Table 3: The 68% credible interval (C.I.) and global best fit values of the parameters for the
power-law and log-parabola phenomenological models, denoted as PL and LP respectively.

well as the spectral index component for the power-law model α2 = 2.01+0.08
−0.08 is quite hard

with respect to the spectral index of the average intensity of the UGRB, which is α ≈ 2.3
[63], but compatible with BL Lac emission, which is the source population expected to be
the most relevant in the range of fluxes probed by this analysis, just below the Fermi -LAT
flux sensitivity threshold.

The spectral scaling has a noticeable curvature, with the log-parabola model having a
significantly higher SNR compared to its power-law counterpart. The log-parabola model is
strongly favored, at a ∆χ2 ∼ 27. This could point towards multiple physical phenomena,
that will be discussed in the next section.

5 Physical interpretation

Having clearly assessed the presence of the cross-correlation signal, in this section, we attempt
to disentangle the astrophysical γ-ray components of the cross-correlation signal. Different
emitters can lead to different shapes of the cross-correlation signal as a function of the angular
separation, energy, and/or redshift. In this work, we consider three astrophysical components,
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namely, BLZs, SFGs and misaligned AGNs (mAGNs), and discuss also the possibility of a
particle DM contribution.

We anticipate that when confronting data with expectations from astrophysical popula-
tions, we find that BLZ are preferred by the fit, with negligible contributions from SFG and
misaligned AGNs, as found also in [8]. This is essentially due to the harder γ-ray spectrum of
the signal, compatible with BLZ but not with SFG and misaligned AGN, as already discussed
above. We therefore start with the most economical choice by including only BLZ in our
physical model, and come back to SFG, misaligned AGN, and DM towards the end of this
section and in the Appendix.

For the purpose of this work, blazars can be considered as point-like sources—i.e. their
size is much smaller than the Fermi -LAT PSF. Additionally, the size of the halo hosting
blazars rarely exceeds the Fermi -LAT PSF. As a consequence, the angular correlation func-
tion for the 1-halo term essentially follows from the detector PSF. However, as seen from
Table 2 and Fig. 5, a cross-correlation on larger angular scales is required by the fit, and the
statistical significance of the signal is actually driven by the 2-halo component. This means
that we are able to probe the clustering of blazars, i.e., their large scale distribution. In
order to investigate the BLZ properties needed to account for the measured cross-correlation
signal, we perform the statistical tests discussed in the previous section, but now with a
physical model, based on a characterisation of the 1- and 2-halo cross-correlations of weak
lensing with γ-rays from blazars, as described in Eq. 2.9. In Ref. [27] it was found that two
BLZ populations are needed to explain the angular power spectrum (APS) data, with FSRQs
dominating at GeV energies and BL Lacs taking over from a few GeV. As discussed in the
previous section, we have inconclusive results and little constraining power in the first two
energy bins. Therefore we focus our modeling on BL Lacs11.

Note that we allow the 1-halo and the 2-halo terms to be separately adjusted in the fit
against the data. The two normalization parameters are a simple effective way to account for
a different luminosity dependence of the GLF (leading to a different amplitude of the signal)
and for a different function for the host-halo mass versus γ-ray luminosity (which impacts
differently the linear and non-linear bias, thus altering the ratio between 1- and 2-halo terms).

The results are shown in Table 2 (along with the best fit parameter values shown in
Table 4 in a manner similar to that of Table 3), where the overall significance of the presence of
a signal, and its scalings as a function of energy, angular scales and redshift are all confirmed.
Actually, the BLZ case provides results that are very similar to the phenomenological power-
law model.

More details of the parameter constraints are shown in Fig. 6, where the triangular plot
of the posterior distributions of the model parameters are reported. The posterior exhibits
a preference for a large 2-halo term of blazars with normalisation A2h

BLZ = 6.59+0.11
−2.23, while

the normalisation of the blazar 1-halo term A1h
BLZ = 34.17+26.66

−15.05 shows somewhat weaker
constraints. The evidence for a 2-halo term is much greater than what was observed in
Ref. [8]. This nicely meets expectations since the improvement of the DES Y3 dataset with
respect to DES Y1 is the larger portion of the sky covered.

11The UGRB also contains unresolved Gamma-Ray Burst (GRB) components; however, it is highly unlikely
that they are relevant in the energy bins below 100 GeV, i.e, the contributions from GRBs can only notably
come from the final energy bin, and occupy a very small fraction of the UGRB (see e.g. Refs. [64–66]).
Keeping in mind that we do not expect significant UGRB contribution from GRB in the energy range we
are looking at with integrated time of observation of 16 years, we can reliably conclude that the current
GRB models cannot explain the spectral curvature that we observe in our work, and therefore have not been
considered.
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Figure 5: Similar to Fig. 3 but for the physical model with BLZ-only contribution. We
display the angular (top left), energy (top right), and redshift dependence (bottom) of the
cross-correlation.

Parameter 68% C.I. Best-fit

A1halo [7.51, 49.22] 34.17

A2halo [4.36, 6.70] 6.59

µBLZ [1.91, 2.22] 2.07

p1 [1.02, 5.46] 1.02

Table 4: The 68% credible interval and global best fit values of the physical model parameters
of Eq. (2.9).

The spectral index µBLZ = 2.07+0.15
−0.16 is consistent with BLZ emissions, as already men-

tioned when discussing the power-law phenomenological model from Sec. 4. The redshift
behaviour is also compatible with the BLZ model, see Fig. 5. The larger significance of
high-z bins with respect to Ref. [8] might be again attributed to the enhanced sensitivity to
large scale structures of the current dataset, which means that the signal is no longer dom-
inated by a few bright (and so typically closer) sources. There are only two properties that
do not exactly align with our expectations of blazar behaviour. The first has been already
emphasized in the previous section, namely, that a curved γ-ray spectrum is preferred over a
power-law (note that the absorbed blazar spectrum has a curvature, which however occurs at
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Figure 6: Constraints on the parameters describing the physical model BLZ, based on the
BL Lacs model in [27], and assuming a single population accounting for the measured cross-
correlation. As before, the 2D contours refer to the 68% and 95% credible regions, with
the shaded areas in the 1D subplots denoting the 68% credible interval for the 1D posterior
distribution.

high energies, see discussion below). Second, the amplitude of the normalization parameters
is surprisingly large, especially for the 2-halo case. To be compatible with the findings in
Ref. [27], concerning, e.g., the total contribution of BLZ to the UGRB intensity, we would
need A2h

BLZ ≲ 2, which is about 3σ away from our results. Let us now try to address these
two points.

A different γ-ray population might have a curved spectrum. The emission from SFGs
has a significant contribution from π0 decay, leading to a log-parabolic shape for the γ-ray
spectrum, see, e.g., Ref. [67]. On the other hand, the peak occurs below a few GeV, whilst,
to fit our data, one needs a peak around 10 GeV, see Fig. 3. Therefore, the attempt to
provide an explanation using SFGs as the log-parabolic component remaines unsuccessful.
More details are provided in Appendix B.

A more appropriate γ-ray spectrum can be provided by particle DM in terms of WIMPs.
Indeed, by choosing the appropriate DM mass and annihilation channel, a significant prefer-
ence over the BLZ-only model can be obtained. We discuss this case in Appendix C.

A less exotic explanation is to fine-tune the BLZ model. One could obtain a log-
parabolic spectrum as a result of the combination of different BLZ sub-populations or by
directly implementing a curved behavior. On the other hand, it is then not trivial to satisfy
bounds from other probes, like the 1-point statistics or the auto-correlation, see, e.g., [27].
A comprehensive test of this hypothesis is beyond the scope of this work.

As a side note, we also emphasize that we detect the presence of a signal at energies
above 100 GeV12. This might suggest the presence of a very hard source population on

12To consider the energy dependence in the plots as the physical γ-ray spectrum is a bit misleading. Since
at high energies Fermi-LAT is less sensitive to source detection, the masking becomes less effective (and in
order to alleviate for it we added the 3FHL catalog [68], which is specifically devised to the detection of
high-energy sources).
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top of the main BLZ contribution (although, currently, there is no statistically significant
preference). For example, the magnetohydrodynamical simulations performed in [69] suggest
that the majority of the UGRB at these energies originate from cosmic-rays in galaxy clusters,
having a very hard spectral index.

Finally, instead of a curvature in the original γ-ray spectrum, a stronger absorption in
the energy range between ∼ 10 and 50 GeV can generate the required behaviour. Gamma-ray
absorption is due to pair production from the interaction of γ-rays with optical and infrared
light. To describe absorption, one has thus to estimate the extragalactic background light
(EBL). This is not a trivial task, and requires to account for important systematic effects,
e.g., the contamination from large zodiacal light associated with interplanetary dust in the
Solar system (see e.g. Ref. [70] for more information on EBL measurements). The curvature
seen in the γ-ray spectrum of our correlation could be associated to a higher level of EBL
at ultra-violet frequencies (that are the most relevant ones to generate pair production when
interacting with 10-50 GeV photons) with respect to the reference case we are using [71, 72].
To this end, we implement the optical depth obtained from the EBL evaluation in Ref. [73].
The latter differs by a factor of a few from the EBL in Ref. [71, 72] in the far-UV.

Results are shown in Fig. 7. The spectrum is indeed slightly more curved than the case
in Fig. 5. The SNR grows to 7.8 with a ∆χ2 ≃ 8 with respect to the reference absorption
model (compared to the previous SNR of 7.23). Therefore, a larger amplitude of the EBL
in the UV can help in recovering the curvature we measured, as expected, even though
additional modifications seem to be needed.

We now discuss the possible origin for the large value of A2h
BLZ. The blazar-shear cross-

correlation depends on the relation between the blazar γ-ray luminosity and the host-halo
mass, a quantity which is rather uncertain. We followed Ref. [4], where it was derived
by associating the γ-ray luminosity of blazars to the mass of the supermassive black hole
powering the AGN and then relating the black hole mass to the mass of the DM halo:
M(L) = 2 × 1013M⊙

[
L/(1047 erg s−1)

]0.23
(1 + z)−0.9, where L is the rest-frame luminosity

of blazars in the energy range 0.1 to 100GeV. By considering larger values for the DM halo
mass, one can obtain both larger 1-halo term and larger linear bias (i.e., larger 2-halo term),
therefore reducing the amplitude needed for A1h

BLZ and A2h
BLZ.

In order to test this scenario we allow for a more generic M(L) relation: M(L) =
M0(LBLZ/10

47erg/s)α(1+ z)−0.9, with M0 and α being free parameters. For this test, we set
the energy and redshift parameters of the BLZ model in Eq. (2.9) to the best-fit values found
from the above analysis, and set a common normalization to both the 1- and 2-halo terms,
A1h

BLZ = A2h
BLZ = ABLZ. Along with the best fit value of α = 0.44+0.30

−0.34, we find the best-fit

halo mass parameter value to be M0 = 1014.1
+0.98
−0.61M⊙, suggesting that the average mass of

the halo hosting the unresolved blazars we are probing with this analysis is larger than the
average one derived in Ref. [4], tailored to galaxy-size halos. Our result agrees with results
in Ref. [8] where M0 > 1014M⊙ was found.

We can note from Fig. 8 that if the average halo mass is above 1014M⊙, then a value of
ABLZ ≃ 2 is compatible with data. We have also found this to be true for the alternative BLZ

model that we considered, with the model having a best-fit halo mass M0 = 1014.08
+0.34
−0.81M⊙.

Following Ref. [27], one can see that ABLZ ≲ 2 is required in order to be consistent with num-
ber counts and auto-correlation analyses and makes the BLZ model providing about 30-40%
of the UGRB above 10 GeV. Therefore, if the BLZ-only model is the correct interpretation
of our measurement, the weak lensing signal has to be provided by cluster-size halos (i.e.,
with mass ≳ 1014M⊙) where the γ-ray blazars should reside.
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Figure 7: Left: Constraints on the parameters of the BLZ model, as in Fig. 6, but replacing
the absorption optical depth of [71] with the one of [73]. The contour plot shown in Fig.
6 is also displayed below for comparison. Right: The energy behaviour of the 1- and 2-
halo components, to show that the alternative absorption model can provide a slightly more
curved spectrum in the 10-50 GeV range, compared to the case of Fig. 5.

The angular correlation between clusters of galaxies and the UGRB has been detected
in Refs. [74, 75] and the origin of the signal is compatible with γ-ray emission from blazars
hosted by the clusters. Relatively massive hosts are also found for the blazars above detection
threshold, i.e., the ones in the Fermi -LAT catalogue [76].

6 Conclusion

In the present work, we measured and interpreted the angular correlation between the γ-ray
sky and the matter distribution in the Universe. We employed 12 years of observation of
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log-scale (in contrast to the linear scale in the previous plots) to illustrate better its relation
with M0.

the Fermi -LAT telescope and 3 years of data from DES. Building upon the results obtained
with Fermi -LAT 9yr and DES Y1 in Ref. [8], where a signal of cross-correlation between
γ-ray sources and gravitational lensing shear was found with an SNR of 5.3, we improved
the statistical significance and found an SNR of 8.9.

Thanks to the larger portion of the sky available from DES Y3, we detect for the first
time a large-scale correlation, i.e., a proof that a significant fraction of the UGRB follows the
mass clustering of the Universe traced by weak lensing.

Blazars are a sufficiently good explanation of the signal, provided that the ones respon-
sible for the measured correlation reside in halos of large mass (∼ 1014M⊙), and that BLZ
account for about 30-40% of the UGRB above 10 GeV.

We found a significant preference for a curved γ-ray spectrum, with the log-parabolic
shape preferred over the power-law at ∆χ2 ∼ 27. This can have different physical interpreta-
tions, including a modification of the BLZ model with respect to the current state of the art,
additional γ-ray sources, like SFG and DM, discussed in Appendices B and C, or considering
different UV EBL models to the default model implemented in this text.

In order to ascertain the properties of the γ-ray source population providing the re-
ported signal, we plan to perform an analysis adding the cross-correlation of the γ-ray sky
with the DES Y3 galaxy clustering. For this, we expect an even larger statistical significance
with respect to the one reported here for the case of the lensing shear. Thus we should be
able to work with sub-samples of galaxies that can emphasize the correlation with a given
population, e.g., luminous red galaxies are more suited to explore the DM interpretation
since they are not supposed to be SFGs or to host blazars, and to better characterize the
redshift dependence of the signal to assess the impact of absorption.
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Hochschule (ETH) Zürich, Fermi National Accelerator Laboratory, the University of Illinois
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A Covariance matrix

The covariance matrix used for the present analysis is obtained from a combination of the
shape-noise term generated from random galaxy rotations, and the theoretically estimated
Gaussian large-scale structure covariance. We expect the former term to dominate the co-
variance, with the latter expected to have a smaller contribution. As in the main text, the
redshift bins for the shear are indicated with indices r, s while energy bins for the UGRB are
denoted by indices a, b.

In the Gaussian approximation, an element of the theoretical harmonic-space covariance
matrix Γ̂ reads:

Γ̂arℓ,bsℓ′ =
δKℓℓ′

(2ℓ+ 1)∆ℓfsky

[
Car
ℓ Cbs

ℓ′ +
(
Crs
ℓ′ +N rs

)(
Cab
ℓ +N ab

)]
. (A.1)

where the Cl’s denote (auto and cross) angular power spectra and N the noises. ∆l refers to
the ℓ-bin widths and fsky the sky coverage fraction. Eq. A.1 can therefore be divided into two
main parts: the large scale structure component, taking the form Car

ℓ Cbs
ℓ +Crs

ℓ (Cab
ℓ +N ab),

and the shape noise terms N rs(Cab
ℓ + N ab). All theoretical components involving γ-rays

have been corrected for the Fermi -LAT PSF beam function prior to their inclusion in the
covariance calculation. The noise terms N have no angular dependence. fsky accounts for the
partial coverage of the sky, with fDES

sky = 0.11 for DES Y3 (independent of the redshift bin),

and fFermi
sky = (0.073, 0.296, 0.433, 0.519, 0.535, 0.546, 0.554, 0.554, 0.554) denoting the fsky val-

ues for the Fermi sky. In order to be conservative, for the cross-correlations analysis we
chose the overlap of the DES and Fermi -LAT sky, i.e., fsky = fDES

sky × fFermi
sky considering the

smallest fsky value in cases where the energy bins (i.e, a and b) were different.
As mentioned previously, in a Gaussian approximation, the shape noise component can be
estimated as N rs(Cab

ℓ + N ab). Expected to be the dominant noise contribution in the co-
variance, it is important to model this term reliably. To that end, i.e., to go beyond the
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Gaussian approximations, we generated 2000 realisations of the noise directly from the data
in real space. This was done by rotating the ellipticities using an independent random angle
between 0 and π and calculating the cross-correlations using the ellipticities and the Fermi -
LAT maps. The signal generated from this represents a random realization of the shape noise
[40, 55, 77, 78].

With a major part of the covariance contribution addressed through the shape noise
simulations, we complete the covariance calculations by adding the theoretical estimates of
the large scale structure covariance. The contribution of this term is subdominant in the
covariance budget, which is verified both a posteriori, as well as in the previous iteration of
this experiment of Ref. [8]. This part of the covariance depends on both the cross-correlation
signals the γ-ray-γ-ray and shear-shear autocorrelations Cab

ℓ and Crs
ℓ . The details on how to

measure the γ-ray autocorrelation have been described in Ref. [32], with Cab
ℓ being fitted with

a simple model, given by a power-law added to a constant, written as Cab
ℓ,mod = Aabℓ

−αab+Cab
P .

The γ-ray noise term, N ab, on the other hand, is computed using Eq. (5) of Ref. [24]. The
shear autocorrelation is calculated using the galaxy redshift distributions described in Section
3.1, assuming a ΛCDM cosmology, with the fiducial values of the model parameters taken
from [37].

The large-scale structure part of the covariance is then added to the shape noise term
through the creation of a set of 2000 simulated noise realisations from a multivariate Gaussian
distribution. These simulations are in physical space and are meant to encode the fluctuations
in the large scale structure. They are added to the shape noise realisations, thereby obtaining
2000 samples, each one with different large-scale and shape noise realisations. These 2000
samples therefore provide a robust estimation of the full covariance matrix. The inverse of the
covariance matrix thus obtained is a biased estimator of the inverse of the true covariance,
with the bias depending on the number of realisations Ns and bins Nb of the data. The
inverse covariance is corrected for bias by multiplying it with the Anderson-Hartlap factor,
given as (Ns −Nb − 2)/(Ns − 1) (see Ref. [79] for more information, and Section VI of Ref.
[80] for an example of its use in nondiagonal covariances). Using the simulated covariance,
the cross-shear measurements returned a chi-squared value of 430, indicating a very close
(<1σ) agreement with the expected value of 432 for the noise component that is represented
by the cross-shear.

In order to establish the reliability of a covariance obtained through simulations, we
test it against another covariance obtained through the jackknife method, with each Fermi-
LAT flux map divided into 100 jackknife patches. Since the Anderson-Hartlap factor in
this case would become negative in the case of 432 bins, we selected an energy-redshift bin
combination with a significant signal, and tested the noise modelling for this bin against
that of the simulated covariance. For this purpose, we chose the highest redshift and energy
bins, and generated 2000 mock datasets having a mean of zero from a multivariate Gaussian
distribution using the jackknife covariance. The left side of Fig. 9 shows the results, depicting
roughly the same chi-squared distribution, with the standard deviations of the simulated and
jackknife covariances being approximately equal. This is also shown in a qualitative manner
by the plot on the right, where we have compared the standard deviations for the jackknife
and simulated covariances in the measured signal for the aforementioned bin combination. We
have also compared the shape noise obtained by the simulated covariance and the Gaussian
covariance, as shown in Fig. 10 for the lowest energy and redshift as well as the highest
energy and redshift bins. This is in contrast to the covariances that were compared in
Fig. 9, where the components were not split into their contributions but were tested as a
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whole. Here, instead, we solely test the robustness of the shape noise obtained using the
simulated covariance by using a Gaussian covariance as a reference. In order to depict the
behaviour at larger angular scales in a clearer fashion, we have ”flattened” the signal by
multiplying the cross-correlation Ξ(θ) with its corresponding angular bin θ. We find that the
simulated covariance has a larger shape noise than its Gaussian counterpart, as expected,
due to complex masking effects present in the data [81]. By quoting the shape noise term
obtained directly from the data, we can ensure that the goodness of fit tests as well as the
errors are reliable.

Figure 9: Left: The chi-squared distribution for 2000 mock datasets in the highest energy
and redshift bins as a comparision between the jackknife and simulated covariance matrices.
Right: The measured cross-correlation signal for the highest energy and redshift bins, com-
paring the errors between the jackknife and simulated covariances.

To summarize, we have tested the simulated covariance in two different ways: first, by
comparing it to an internally estimated covariance, we ensured that it was able to model
the noise accurately using the null chi-squared test. Then we considered the dominant noise
component of the simulated matrix, i.e, the shape noise, and tested it against its Gaussian
counterpart, finding typically larger error bars for the former owing to masking effects present
in the data from which the simulations were generated, which was expected. This allowed us
to generate the shape noise errors from the data and ensure that the goodness of fit tests were
reliable while giving us a full covariance matrix where the Anderson-Hartlap factor could be
applied to de-bias the covariance. This validates the robustness of the simulated covariance,
which has been used for the analysis in this work.

B Star forming galaxies

The model of SFG is based on the GLF described in Ref. [8]. As a first case, we add
the contribution to the cross-correlation signal of such reference SFG model with a free
normalization. The physical model of Eq. (2.9) becomes:

Ξar
phys(θ) ⟨Ia⟩ = A1h

BLZ Ξ̂ar
BLZ,1h(θ, µBLZ, p1) +A2h

BLZ Ξ̂ar
BLZ,2h(θ, µBLZ, p1) +ASFG Ξ̂ar

SFG(θ),

(B.1)

where the parameter ASFG sets the amplitude of the SFG correlation. The constraints on
the parameters are shown in the left panel of Fig.11. The SNR does not vary with respect
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Figure 10: Comparing the shape noise standard deviations generated by simulations against
the shape noise standard deviations obtained using the Gaussian approximation, for the
lowest (0.631-1.202 GeV, left) and the highest (131.825-1000 GeV, right) energy bins, taking
the first redshift bin with a centre of 0.343 for the former and the final redshift bin with a
centre of 0.964 for the latter.
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Figure 11: Constraints on the normalization parameters and spectral indices in a model
containing blazar and star-forming galaxies on left, alongside a description of the angular
evolution of the cross-correlations and the best-fit physical models on the right.

to the BLZ-only case reported in Table 2, i.e., SNR = 7.2, and the contribution from SFGs
is negligible, see right panel of Fig. 11. This was expected since the γ-ray spectrum of this
reference SFG model is a power-law with spectral index of 2.7, something very different from
the properties of the measurement described with the phenomenological model.

We then allowed more flexibility to the SFG model, including a log-parabolic spectrum
and splitting the 1-halo and 2-halo components, so that Eq. (B.1) can be re-written as:

Ξar
phys(θ) ⟨Ia⟩ = A1h

BLZ Ξ̂ar
BLZ,1h(θ, µBLZ, p1) +A2h

BLZ Ξ̂ar
BLZ,2h(θ, µBLZ, p1) +

A1h
SFG Ξ̂ar

SFG,1h(θ, µSFG, µE) +A2h
SFG Ξ̂ar

SFG,2h(θ, µSFG, µE), (B.2)

where A1h
SFG and A2h

SFG are the normalizations on the 1-halo and 2-halo SFG components,
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while µSFG and µE refer to the spectral and curvature indices of the log-parabola in energy.
Due to cosmic ray activity in dense interstellar matter, SFG can exhibit a log-parabolic
behaviour in energy owing to π0 decay. This peaks around the GeV (see e.g. Ref. [67]) and
so we set the pivot energy of the log-parabola to 1 GeV, which, together with the prior on
µSFG ⊂ [1.5, 3], ensures the turnaround of the spectrum to be below a few GeV.

Performing the MCMC scan with the above model, we obtained similar results as with
the simple power-law case introduced at the beginning of the section. The SNR remained
unchanged at 7.2, the presence of SFGs comes out to be subdominant, and the SFG parame-
ters are unconstrained. To obtain some preference for an SFG contribution, we should move
the turnaround energy of the log-parabola spectrum to above 10 GeV, something that lacks
physical motivation.

C WIMP dark matter

Finally, we present a case including the astrophysical contribution from blazars as described
in Eq. (2.9) together with an additional term from particle DM annihilation. Thereby the
model reads:

Ξar
phys(θ) ⟨Ia⟩ = A1h

BLZ Ξ̂ar
BLZ,1h(θ, µBLZ, p1) +A2h

BLZ Ξ̂ar
BLZ,2h(θ, µBLZ, p1) +ADM Ξ̂ar

DM(θ;mDM),

(C.1)

where the DM contribution depends on the DM mass mDM along with the velocity-averaged
annihilation rate ⟨σannυ⟩ expressed in terms of the ”thermal” annihilation cross-section
⟨σannυ⟩th = 3× 10−26cm−2s−1, i.e., ADM = ⟨σannυ⟩/⟨σannυ⟩th. As a benchmark final state of
annihilation, we adopt the bb̄ channel. All the ingredients entering the computation of the DM
contribution are detailed in Ref. [8]. The triangle plot is shown in Fig. 12. We find the best-
fit annihilation cross-section and mass to be ⟨σannυ⟩ = 32+10

−8 ⟨σannυ⟩th, and mDM = 363+138
−39.5

GeV, which is also in agreement with results for the bb̄ annihilation channel found in Ref. [8].
We find that the SNR for this physical model is 8.9, which is analogous to the value obtained
by the log-parabolic phenomenological model. Quantitatively, the ∆χ2 = 27 between the
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DM-inclusive and a BLZ-only model would point towards a significant preference in favor of
the former. However, there are two caveats related to such an inference. First, as discussed in
the main text, the DM component might be effectively fitting a curved γ-ray spectrum which
is actually produced by a different astrophysical mechanism. It is also quite unlikely that the
astrophysical contribution becomes as subdominant as in Fig. 12, namely, this would require
a peculiar redshift behaviour of the UGRB sources to suppress their correlation with lensing.
Second, the fit requires a large ADM, and such large values of the annihilation cross-section
can be in tension with constraints from other probes, e.g., dwarf spheroidal galaxies [82] and
the Large Magellanic Cloud [83]. On the other hand, the value of ADM has to be taken with
a grain of salt, since there is an uncertainty in the overall amplitude of the cosmological DM
signal, primarily associated to the poorly known contribution of subhalos (see for example
Ref.[84]).

A follow-up analysis, including DES Y3 galaxy clustering and more statistics will help
in clarifying the viability of a particle DM contribution.

D Data Verification and Robustness Checks

In order to make sure that the cross-correlation described in Eq. 4.1 is correct, we have tested
the estimator using four datasets, three of which were dominated by noise while the remaining
dataset contained the cross-correlation signal. The noise dominated datasets were chosen as:
i) the cross component of the galaxy shapes (known as B-modes or γ×), which should yield
a null detection when cross-correlated with Fermi -LAT γ-ray maps; ii) a realization of the
shape noise that we obtained by randomly rotating the tangential components of the signal
and cross-correlating it with the γ-ray maps; iii) randomly reshuffled pixels of the masked
γ-ray maps cross-correlated with the tangential ellipticity. Along with the true signal, the
four datasets were blinded and randomly assigned the names W, X, Y, and Z. The results
of a full MCMC analysis considering the log-parabola model as a fit for each of the blinded
datasets (using the same covariance that was used in the data analysis) are reported in Table
5. We find that W, X, and Y yield extremely low SNRs and ∆χ2 values, while Z has values

W X Y Z

∆χ2 2.07 4.78 3.36 78.64

SNR 1.44 2.19 1.83 8.86

Table 5: The SNR and ∆χ2 results for the log-parabola phenomenological model with
respect to the null hypothesis for each data vector in the blind analysis. Only Z shows a
large preference for the models, with X and Y compatible with null signals.

that correspond to those obtained in the data analysis in Table 2. The results obtained here
are compatible with our expectations: there are no spurious detections, and the presence of
a signal occurs only where it is truly possible, with clear distinctions between the null and
true signals. We note here that the estimator was also tested through an extensive blinding
procedure in Ref. [8], and has been consequently verified to be a robust method to determine
the cross-correlation signal.

We now turn our attention to the ninth energy bin in the dataset. As shown in Table
1, the Fermi -LAT statistics are scarce in the final energy bin, leading to a large shot noise
component, which can prevent a reliable signal detection. Therefore, the signal that we have
obtained for this energy range could be the consequence of lurking pixels or sets of pixels. In
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order to test this, we conduct a ”quadrant” test that proceeds as follows: we mask the γ-ray
map using a combined mask of the DES Y3 footprint as well as the foreground subtracted
Fermi -LAT map, and further divide the resultant mask into four parts, each of which covers
half of the DES footprint, but oriented differently, as shown in Fig. 13. We then measured the

Figure 13: Masks used for the ”quadrant” test.

amplitudes of the resultant cross-correlation signals as detailed in Section 4. The covariance
used for this test has been obtained using the same method described in Appendix A, i.e,
combining shape noise simulations with Gaussian realisations of the large scale structure.
The resulting amplitudes for each of these quadrants, as a function of the photon counts
in each quadrant, are shown in Fig. 14. A mild scaling of the errors with the number of
counts is present, with the stongest constraints found for the highest count number. The
amplitudes, are very consistent is size, confirming that the signal we have obtained does not
appear to be a spurious effect brought in by particular group of pixels, but appears to be a
true cross-correlation signal.

Finally, in Fig. 15 we report the breakdown, in terms of energy and redshift bins, of the
measured cross-correlations signal, together with the best-fit power-law phenomenological
model. By looking at the different panels, we notice that the signal appears to become
stronger as the energy and redshift increase, with the lowest energy-redshift bin seeming to
possess only a visible 2-halo component, showing that the SNR for the total model (i.e the
sum of the 1-halo and 2-halo components) is higher at larger angular bins as depicted in
Table 2. We find here, visually, that as we move to larger energy and redshift bins, the
1-halo terms start to emerge, as the signal on the lower end of the angular scale becomes
stronger relative to the lower energies and redshifts.
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Figure 14: The amplitudes as a function of the γ-ray counts for each of the quadrants
depicted in Fig. 13.
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Figure 15: Phenomenological model fits for the cross-correlations between the tangential
shear and photon flux intensities, based on the estimator described in Eq. 4.1.
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