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ABSTRACT

Synthetic source injection (SSI), the insertion of sources into pixel-level on-sky images, is a powerful method
for characterizing object detection and measurement in wide-field, astronomical imaging surveys. Within the
Dark Energy Survey (DES), SSI plays a critical role in characterizing all necessary algorithms used in converting
images to catalogs, and in deriving quantities needed for the cosmology analysis, such as object detection rates,
galaxy redshift estimation, galaxy magnification, star-galaxy classification, and photometric performance. We
present here a source injection catalog of 146 million injections spanning the entire 5000 deg2 DES footprint,
generated using the BALROG SSI pipeline. Through this sample, we demonstrate that the DES Year 6 (Y6)
image processing pipeline provides accurate estimates of the object properties, for both galaxies and stars, at the
percent-level, and we highlight specific regimes where the accuracy is reduced. We then show the consistency
between SSI and data catalogs, for all galaxy samples developed within the weak lensing and galaxy clustering
analyses of DES Y6. The consistency between the two catalogs also extends to their correlations with survey
observing properties (seeing, airmass, depth, extinction, etc.). Finally, we highlight a number of applications of
this catalog to the DES Y6 cosmology analysis. This dataset is the largest SSI catalog produced at this fidelity
and will serve as a key testing ground for exploring the utility of SSI catalogs in upcoming surveys such as the
Vera C. Rubin Observatory Legacy Survey of Space and Time.

Keywords: sky surveys - astronomical simulations - cosmology - dark energy

1. INTRODUCTION

Photometric datasets have a storied history spanning more
than a century:1 from the popularization of long-exposure
photographic plates by Roberts (1893), to the half-sky survey
of Barnard et al. (1919, 1927) revealing the faint structures

1 Photometry performed through photography/plates is a little over a century
old, whereas photometry-by-eye has existed for over two millenia and ex-
tends back to the catalogs of Hipparchus of Nicea in 120 BC and Ptolemy’s
“Algamest” from 137 AD (Miles 2007).

(“dark nebulae”) of the Milky Way, to the international Carte
du Ciel project (circa 1887) that spanned telescopes from
twenty institutions and whose measurements of stars con-
tinue to be used today for long-baseline astrometry (Lehtinen
et al. 2023). The first hints of the large-scale structure of our
Universe were also discovered through photometric surveys:
from the work of Hubble (1934) in constructing photometric
galaxy (“nebulae”) catalogs from 650 deg2 and uncovering
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signatures of their spatial clustering, to that of Abell (1958)
in discovering and cataloging large, clusters of galaxies.2

Wide-field, digital photometric surveys, a more recent en-
deavor in this long history, have amplified the importance of
such datasets (e.g., York et al. 2000; Flaugher 2005; de Jong
et al. 2013; Aihara et al. 2018; Dawson et al. 2013, 2016).
Thus, the assembly of precision photometric datasets is now a
mature field. It requires a multitude of steps (e.g., Stoughton
et al. 2002; Magnier 2006; Skrutskie et al. 2006; Valdes et al.
2014; de Jong et al. 2015; Bosch et al. 2018; Morganson
et al. 2018; Wright et al. 2024) that have been studied and
calibrated in precise detail. However, as the field of cos-
mology moves further into the precision frontier, we require
even higher precision in our understanding of our photomet-
ric datasets.3 Reliable cosmological inference now requires a
robust calibration of uncertainties and biases associated with
the complexities in the imaging data (such as, for example,
the impact of a range of purely observational effects) as well
as of the algorithms in the image processing pipelines.

Synthetic source injection (SSI) provides one such av-
enue for studying these effects. By injecting sources with
known properties (such as size, luminosity, color, etc.) into
the on-sky images from a survey, and processing those aug-
mented images through the same pipeline as the survey data,
we can understand the performance of the image process-
ing pipeline in characterizing different kinds of astronomical
sources. Such a calibration is critical for many downstream
analyses of photometric datasets (we describe the analyses
relevant for our work later in this paper). By injecting syn-
thetic sources into the individual pixel-level images, the SSI
catalog reflects the complexities of the on-sky data in a way
that is challenging to replicate, at full fidelity, with purely
simulated images. Complexities include instrument signa-
tures, spatial varying backgrounds, blending with compli-
cated scenes of real galaxies etc. The method naturally also
incorporates the exact distributions of delivered image qual-
ity, photometric zeropoints, sky background variances, etc.,
corresponding to the images used in deriving the DES Y6
data products and the corresponding cosmology results.

For these reasons, SSI has been used in many analyses
within the Dark Energy Survey (DES, Flaugher 2005): see

2 While this entire description mentions (a subset of) the history of photo-
graphic surveys — i.e. those that used photographic plates to image objects
— we point out the first precursors to our modern widefield surveys were
the visually identified, non-photographic catalogs of Sir William Herschel
(Herschel 1786, 1789, 1802), which covered thousands of square degrees
of the sky and were eventually integrated into the NGC catalogs (Dreyer
1888) that are still referred to today.

3 For example, the relative photometric accuracy in DES Y6 is calibrated to
better than 1% (Bechtol et al. 2025), and the morphological measurements
(primarily the galaxy ellipticity/orientations) are also better than 1% (Ya-
mamoto & Becker et al. 2025; Mau & Becker et al. in prep.).

Suchyta et al. (2016, henceforth, S16) and Everett et al.
(2022, henceforth, E22) for the DES Year 1 (Y1) and Year 3
(Y3) SSI pipelines, respectively. The DES Y1 SSI campaign
emulated some pieces of the full image processing pipeline,
while the DES Y3 SSI campaign emulated nearly all pieces
of this pipeline. In this work, we describe the DES Y6 SSI
campaign, which further enhances the consistency between
the image processing used in the SSI pipeline (denoted as
BALROG) and that used on the data. Our injection catalog
constitutes fits to the light profiles of objects in the DES Y3
deep fields (Hartley & Choi et al. 2021) — where these deep-
field measurements have significantly lower noise relative to
those from the wide-field — and is therefore completely data-
driven.

Other surveys are also undertaking SSI to understand the
statistical properties and biases of their datasets; for example,
the OBI-WAN pipeline (Kong et al. 2024) used in the Dark
Energy Spectroscopic Instrument (DESI Collaboration et al.
2016), the SYNPIPE software used in the Hyper Suprime-
Cam (HSC) data (Miyazaki et al. 2018), or the COSMODC
datasets (Sánchez et al. 2020) used in the Dark Energy Sci-
ence Collaboration (DESC, The LSST Dark Energy Science
Collaboration et al. 2018).

This work supports the DES Y6 weak lensing and galaxy
clustering cosmology analysis by presenting the associated
SSI dataset, its validations, and its applications. We detail the
source injection pipeline, the image processing pipeline, and
all updates made to both in relation to the previous Y3 effort.
Of particular note is a new, optimized injection scheme that
improves the number of usable injections by up to a factor
of 12, and also an extension of SSI to the full, ∼5000 deg2

footprint of the survey. As a result, the Y6 SSI catalog has
nearly two orders of magnitude more sources compared to
the Y3 SSI catalog. We also characterize the performance
of the image processing pipeline in accurately recovering the
input properties of simulated objects, and then showcase the
similarities between the synthetic samples and the actual cat-
alogs from the Y6 datasets. The Y3 analysis (E22) also pre-
sented a detailed study of their photometric measurements,
identifying failure modes (e.g., blending, sky background er-
rors etc.). Given those algorithms studied in E22 are being
used in DES Y6 with minor/no changes, we do not repeat all
aspects of their study in this work.

The BALROG synthetic dataset plays critical roles in es-
timating multiple, key quantities for the cosmology anal-
ysis: for example, estimating the redshift distributions of
the different galaxy samples (Myles & Alarcon et al. 2021;
Sánchez et al. 2023; Giannini et al. 2024), the magnification
of galaxies due to foreground structure (Garcia-Fernandez
et al. 2018; Elvin-Poole & MacCrann et al. 2023), and
validating the systematics treatment of the galaxy catalogs
(Rodrı́guez-Monroy et al. 2022). We describe a few of these
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applications in this work, with a focus on how BALROG is
employed in these analyses.

This work is organized as follows: in Sections 2 and 3 we
detail the image processing pipeline of Y6 BALROG, includ-
ing all similarities/differences with the fiducial pipeline ap-
plied to the data and with the previous Y3 BALROG pipeline.
In Section 4 we validate the synthetic samples, through a
number of comparisons with the true, injected samples, and
also with the actual data catalogs, and then examine the pho-
tometric accuracy of the synthetic sample. In Section 5 we
detail some key applications of BALROG in the Y6 cosmol-
ogy efforts, as detailed above. We conclude in Section 6. In
Appendix A we describe the correlations between the galaxy
number density of two lens samples and the survey property
maps. Appendix B details further photometric validations for
the synthetic star sample in BALROG.

2. THE BALROG PIPELINE

BALROG— the DES internal nomenclature for our SSI
pipeline4 — injects sources with known photometry and mor-
phology into on-sky images, and then replicates the entire
processing of the DES Data Management pipeline (DESDM;
Morganson et al. 2018). The processed images are then run
through the same postprocessing steps as the data to obtain a
variety of object catalogs. These catalogs are then position-
matched to the true, injected sources to thereby obtain a dis-
tribution of noisy, realistic measurements for each injected
source.

We now detail the full pipeline, including both image
processing and galaxy catalog generation, in Section 2.1.
We describe specific differences between the BALROG and
DESDM pipelines in Section 2.2, with explicit justifications
for each difference.

2.1. Emulating the DES Data Management (DESDM)
Pipeline

The image processing in DES follows the methods pre-
sented in Morganson et al. (2018), with some updates made
during the Y3 (Sevilla-Noarbe et al. 2021) and Y6 analy-
ses (Bechtol et al. 2025). The BALROG pipeline replicates
nearly all steps perfomed by DESDM. Some minor steps are
avoided in order to reduce the complexity of the pipeline, to
speed up the execution, or due to other limitations. All rele-
vant differences are detailed in Section 2.2.

The primary unit of the DESDM coadd image processing
is the “coadd tile” (Morganson et al. 2018), which is a 0.7×
0.7 deg2 square region of the sky, spanning 10, 000×10, 000

4 To paraphrase the footnote from the original introduction of BALROG in
Suchyta et al. (2016): “BALROG is not an acronym. The software was born
out of the authors digging too greedily and too deep into their data, ergo
the name.”

pixels. The DES footprint is partitioned into 10,169 tiles, all
of which are re-processed with the BALROG injections; see
Figure 1 for the area covered by the BALROG sample. DES
accumulated a total of 83,706 exposures in the wide survey,
with each location in the footprint being imaged an average
of 8 times in each of the grizY bands (DES Collaboration
et al. 2021). The Y band is not used in the cosmology anal-
ysis, while the g band is not used in object detection. The
image processing pipeline performs coaddition on all expo-
sures that overlap with the defined tile region, and generates
catalogs for the tile.

The BALROG pipeline for an individual coadd tile under-
takes the following steps:

1. Database query: Given a coadd tile, we find all CCD
images, in the griz bands, that are associated with that
tile; that is, all images used in generating the coadd
image of that tile. These data products are hosted at
the National Center for Supercomputing Application
(NCSA) and queried locally for processing. Note that
this step involves locating not only the raw images, but
also models of the image point spread function (PSF)
from PIFF (Jarvis et al. 2020)5, astrometric solutions
from SCAMP (Bertin 2006), sky background, noise,
variance, and mask plane images from SOURCEEX-
TRACTOR (Bertin & Arnouts 1996), etc.

2. Null-weight images: The actual images used for gen-
erating coadd images (as well as other imaging prod-
ucts therein) are not the raw images downloaded in
Step 1 above, but rather null-weighted images. These
images have had an initial detrending and instrument
signature removal applied via the DESDM Final Cut
pipeline (Morganson et al. 2018). This includes a
masking and interpolation step to remove problematic
features (e.g., cosmic rays) in the images, and also cor-
rects for biases and non-linear responses in the CCD
pixels (Morganson et al. 2018, see their Section 3.3).
The null-weighted CCD images are used as the starting
point for the source injection step in BALROG.

3. Source injection into CCD images: Synthetic
sources are injected into all CCD images from Step
2. The catalog of injections we use is obtained from
the DES deep-field data, and is described in Section
3.1. The injection models are ingested and rendered
using a combination of the NGMIX (Sheldon 2015)

5 PIFF is a more recent addition to the DES processing pipeline: it was not
in the original pipeline of Morganson et al. (2018) but was later developed
and integrated into the pipeline to improve the PSF modelling (which in
turn improves the galaxy shape estimation needed for weak-lensing cos-
mology).
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and GALSIM packages (Rowe et al. 2015). We con-
volve the galaxy models using the PIFF PSF (Jarvis
et al. 2020), evaluated at the location of the injected
source. See Schutt et al. (2025) for details on the Y6
PSF model. All galaxies are rotated randomly prior
to injection. The source photometry is reddened using
the average E(B − V ) value of that given CCD im-
age — obtained from the map of (Schlegel et al. 1998)
— and the band-dependent Rb value for the griz fil-
ters.6 This follows the same procedure done in BAL-
ROG from DES Y3. After this, the object’s light profile
is added to the CCD image at the relevant location (see
Section 3.2 for more details). In Y6, we also utilize
multiple modes of source injection that aid different
science goals within the Y6 cosmology analysis: see
Section 3.2 and Section 3.3.

4. Generate coadd image with SWARP: Step 3 pro-
vides us a set of new “null-weighted” images that in-
clude real sources and the synthetic sources. These are
passed into the SWARP (Bertin et al. 2002) routine to
produce the coadd image. A coadd is generated for
each band, and the coadds from the riz bands are fur-
ther coadded together to obtain a “detection” coadd.
This latter image is used for source detection. While
the g band is simulated in BALROG and used in the
measurements, it is not used for detection following
the procedure done to the data.

5. Source catalogs and MEDS files: The detection
coadd image from Step 4 is analyzed with SOURCE-
EXTRACTOR (Bertin & Arnouts 1996) to obtain the
detection catalog for the given coadd tile. We run
SOURCEEXTRACTOR in “dual mode” to generate pho-
tometric measurements in each of the griz bands for
all detections. We then make Multi-Epoch Data Struc-
ture (MEDS; Jarvis et al. 2016) files, which consis-
tently collate all images of an object (in small, square
cutouts of at least 32×32 pixels7 or more) from all ex-
posures/CCDs and all bands, for all detected objects.
These MEDS files are used in generating almost all of
the measurements for galaxy samples that we discuss;
the notable exception is the METADETECTION sam-
ple, which requires a slightly different detection and
MEDS-making procedure.

6. FITVD catalogs: The first catalog we generate — that
serves as a general purpose photometric measurement

6 We show below, in Section 4.1.3, that BALROG matches the data in captur-
ing the spatial correlations between the galaxy catalogs and the dust extinc-
tion map.

7 The pixel scale of a coadd image is, to good approximation, 0.263 arcsec-
onds.

in DES, and also as a base sample from which we de-
rive lens samples used in the galaxy clustering anal-
ysis — are the FITVD fits, named after the codebase
used to derive them.8 During fitting of a given object
A, all pixels in its MEDS data are checked and we
mask any pixel whose closest detection is not object
A. This is done using the segmentation map provided
by SOURCEEXTRACTOR and collected in the MEDS
data. In DES Y3, we also had a multi-object fitting
routine (MOF) that jointly fit groups of galaxies (rather
than one galaxy at a time) to handle blending effects.
This measurement was foregone in Y6 given it is com-
putationally expensive, and was ultimately not used for
cosmology analyses in Y3.

7. Cell-based coadds: In DES Y6, we utilize the
METADETECTION algorithm (Sheldon et al. 2020,
2023) for estimating the shear of galaxies. This al-
gorithm does not work on the coadds built in Step
4 and instead generates its own coadds, denoted as
“cell-based” coadds. The latter are smaller than the
coadd tiles we discuss here, and are constructed to have
a continuous, well-defined PSF model. These cell-
based coadds are generated using the PIZZACUTTER

codebase.9 See Yamamoto & Becker et al. (2025) for
more details on METADETECTION and the cell-based
coadds.

8. METADETECTION source sample: The METADE-
TECTION estimator generates five versions of the cell-
based coadds in step 7. The first is the original data,
and the remaining four have an artificial shear applied
to the full cell-based coadd in different directions, to
empirically calibrate the response of object properties
to external shear (e.g., Sheldon et al. 2020, 2023; Ya-
mamoto & Becker et al. 2025). The SOURCEEXTRAC-
TOR detection algorithm is run on all five images,10

thereby providing five detection catalogs. We estimate
shapes for all objects in each of the five catalogs, once
again using the NGMIX package. This serves as one
of our “source” samples, which is used for measuring
weak lensing.

9. Bayesian Fourier Domain (BFD) source sample:
BFD (Bernstein & Armstrong 2014) is a second es-
timator of the weak-lensing shear of a galaxy. For this
method, we only need the MEDS files built in Step 5.

8 https://github.com/esheldon/fitvd
9 https://github.com/beckermr/pizza-cutter
10 For the METADETECTION step alone, we match the choices of Yamamoto

& Becker et al. (2025) and use the SEP (Barbary 2016) package, which is a
python-based wrapper of SOURCEEXTRACTOR.

https://github.com/esheldon/fitvd
https://github.com/beckermr/pizza-cutter
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The BFD pipeline includes two steps: measuring the
moments of the galaxy, and performing a bayesian in-
tegration of the moments to assign a shear estimate to
the galaxy. We only perform the first step within the
BALROG pipeline. See Gatti & Wetzell et al. (in prep.)
for more details.

10. Catalog matching: Finally, for each type of catalog
we generate — FITVD11 (step 6) and METADETEC-
TION (step 8) — we match the resulting output cat-
alogs to the injection truth catalogs. For each syn-
thetic source, injected at a given sky position x =
{α2000, δ2000}, we find the nearest object in the output
catalog. If the distance to the nearest object is within
< 0.5′′ it is considered a successful match. More de-
tails on the matching process are also given in Section
3.4. This matching is done separately for the FITVD

and METADETECTION catalogs. For METADETEC-
TION this procedure is repeated for all five detection
catalogs.

11. MAGLIM++ lens sample: The MAGLIM++ catalog
(Weaverdyck et al. in prep.) is one of the lens sam-
ples12 in the cosmology analysis and its selection re-
quires a preliminary redshift estimate of the galaxies.
Thus, we take all synthetic objects (after the postpro-
cessing mentioned above) and we assign a redshift
to each using the Directional Neighborhood Fitting
(DNF) algorithm (De Vicente et al. 2016). The inputs
to this are the magnitudes from the FITVD catalog. The
MAGLIM++ sample is selected using the DNF red-
shifts as well as color selections performed using pho-
tometry from both FITVD and from measurements in
WISE infrared survey (Wright et al. 2010). BALROG

does not simulate the WISE photometry, and is instead
limited to the DES photometric bands. However, the
deep-field galaxies we inject have associated WISE
photometry, so all wide-field realizations of a given
deep-field galaxy are assigned the WISE photometry
estimated for that deep-field galaxy. While this is an
approximation, we find that the synthetic MAGLIM++
catalog still accurately reproduces the data. For exam-
ple, it exhibits spatial correlations with survey prop-
erties (including the WISE magnitude limit) that are
consistent with the data catalog (see Figure 11).

12. REDMAGIC lens sample: The REDMAGIC sample
(Rozo et al. 2016) is a second lens sample for the

11 All other catalogs used in this work — BFD, MAGLIM++, REDMAGIC—
use a subset of the detections present in the FITVD catalog and therefore
have the same matching as the latter catalog.

12 Following existing DES works, we use the term “lens sample” to denote a
sample used for making galaxy clustering measurements.

cosmology analysis, but is also used in constructing
the redshift distributions of other galaxy samples (e.g.,
Gatti & Giannini et al. 2022; Giannini et al. 2024;
d’Assignies & Bernstein et al. in prep.). In DES Y6,
we use it for informing the redshifts distributions of
the METADETECTION, BFD, and MAGLIM++ sam-
ples. The sample is constructed from color-based se-
lections, in order to identify red galaxies whose red-
shifts can estimated with higher accuracy. The inputs
to the algorithm are the FITVD magnitudes (and mag-
nitude errors) in addition to survey observing condi-
tions, such as the sky background estimates mentioned
in Section 5.

All pipelines for image processing and catalog generation
are explicitly version-matched to follow those used in the
processing of the actual data. Therefore BALROG uses the
exact software as the data.

2.2. Differences from DESDM

Not all steps from the DESDM pipeline are reproduced in
BALROG. We highlight here four relevant steps that are sim-
plified in BALROG, and discuss the motivation for altering
them.

1. PSF estimation: For all data processing of a given
image, we use the PIFF model associated with a given
CCD image (see Schutt et al. (2025) for details on the
Y6 PSF model), and do not remeasure them after in-
jecting our sources. This makes the approximation that
the PSF model of the image is unchanged with/without
the synthetic sources. Our choice follows the same
approach used in all BALROG and image simulation
pipelines within DES Y1 and Y3 (S16; E22; Mac-
Crann & Becker et al. 2022), and we have no indication
(from BALROG catalogs of previous years or from the
catalog in Y6) that this approximation causes artifacts
in the catalog. Thus, the same, fiducial PSF model is
used for the SSI step and for all detection/measurement
steps that follow.

2. Astrometric solutions: In the DESDM processing
pipeline, all single-epoch exposures are fit with an as-
trometric solution. However, during the coadd pro-
cessing, all CCD images belonging to a coadd tile
(which necessarily includes images from different ex-
posures) are jointly fit using SCAMP (Bertin 2006) to
determine a new astrometric solution. In BALROG we
take the existing SCAMP solutions of all images con-
tributing to the coadd tile and do not run SCAMP again
during our coaddition of the source-injected images.
Similar to point (1), this approximation is used in all
BALROG and image simulation pipelines, with no in-
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dication of deficiencies in the data quality due to skip-
ping this step.

3. Photometric calibration: the photometric calibration
(i.e., zeropoint of each CCD image) is not recomputed
in the SSI pipeline. The value of the zeropoint is
primarily sensitive to instrument response and atmo-
spheric conditions (Burke et al. 2017), and not on the
number density of sources. We use the zeropoints es-
timated for the original CCD images to compute the
signal amplitude of injected sources, and therefore, to
avoid circularity, we do not repeat the zeropoint calcu-
lation on the source-injected images.

4. Reduced SOURCEEXTRACTOR parameter list: Fi-
nally, we do not generate the exact same list of
SOURCEEXTRACTOR properties for objects as is done
in the data. For example, properties associated with the
PSF are skipped. This choice is consistent with what
is done in BALROG for DES Y3, and is motivated by
selecting only those properties that are needed for the
key DES cosmology science goals. The reduction in
number of output properties greatly reduces the com-
putational expense of the SOURCEEXTRACTOR step,
and allows us to generate synthetic samples for a larger
set of tiles (i.e., the full DES footprint), which in turn
improves all DES science cases.

In general, BALROG does not redo any of the “single-
epoch” processing and only performs the “multi-epoch” pro-
cessing; see Figure 3 (and text therein) from Morganson et al.
(2018) for more details on these two classes of pipelines.

3. BALROG IN DES YEAR 6

A number of updates have occurred in the BALROG

pipeline between the DES Y3 analysis and the current Y6
analysis. These include changes to the source injection cata-
log (Section 3.1), the injection schemes (Section 3.2), and the
specific runs (and variants) performed in BALROG (Section
3.3). We also highlight other smaller, but salient, differences
in Section 3.4.

The runs were performed primarily at the FERMIGRID

computing center at Fermilab, and also at the National En-
ergy Research Science Computing (NERSC) system. The
total computing cost of all BALROG runs was approximately
eight million CPU hours, split between two million CPU
hours for 7000 tiles run at Fermilab, and six million CPU
hours for 5000 tiles run at NERSC. The differences in the
required CPU hours per tile reflect the differences in the con-
figurations of the two distributed computing systems. Some
parts of the pipeline are not designed to use all available pro-
cessors (for example, the processing pipeline uses a single-
threaded version of SOURCEEXTRACTOR) and thus have
CPU loads that can change depending on the system.
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Figure 1. Top: the number density of all detections in the Y6 bal-
rog sample, using only high purity galaxies of the Gold catalog (de-
fined with the star-galaxy classifier EXT MASH = 4; see Bechtol
et al. (2025, Section 4.2) for more details). The isolated, lower-
density locations correspond to a (random) handful of failed tiles in
the BALROG run, contributing < 1% of area. Bottom: the same
but for the actual DES Y6 data. The BALROG sample covers the
entire DES imaging area. The density in Balrog is lower than data
by construction, and is done to prevent blending of injected sources.

3.1. Injection catalog

In Y3 BALROG, the injection catalog was obtained from
Hartley & Choi et al. (2021) and contained FITVD models
of galaxies detected in the DES Y3 deep fields. A similar,
but slightly different, approach is done in Y6 BALROG: we
continue using the same deep-field detections, but the galaxy
models were re-fit using the latest version of the FITVD al-
gorithm, to be consistent with the Y6 processing. We use the
de-reddenned fluxes of these objects during injection, where
the de-reddenning is performed using the same image-by-
image correction as done in Y3 Balrog (E22, see their section
3.1.1). We show in Figure 5 that our synthetic galaxies show
correlations with the extinction map that are consistent with
that found in the data catalogs.

Our injection catalog is obtained by taking the catalog of
Hartley & Choi et al. (2021) and then applying the following
selections, which is the same as those motivated in E22 (see
their Section 3.4):
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in VHS footprint == 1

AND flags == 0

AND mask flags == 0

AND SNR griz > −3

AND avg bdf mag < 25.4

AND bdf T < 100 arcsec2 (1)

All selections above are made using quantities found in
(or derived from) the DES Y3 deep-field catalog. The first
three selections remove all objects with problematic fits or
objects in regions of the deep fields that do not have the
multi-band coverage required by some applications of BAL-
ROG (see Section 5.1). The SNR selection removes objects
that were determined to be fit failures during an inspection
done in the Y3 BALROG analysis. The avg bdf mag selec-
tion removes objects too faint to be detected in the DES Y6
sample. The quantity is computed by averaging the fluxes
in the riz bands, and then converting this average flux to a
magnitude. The selection of avg bdf mag < 25.4 follows
the Y3 BALROG analysis, where the chosen threshold is the
magnitude of injected sources that are detected with 1% effi-
ciency (E22). We have used the same choice in Y6 BALROG,
even though the Y6 data has a fainter magnitude limit than
the Y3 data, to further optimize the number of usable injec-
tions from BALROG Y6 relative to Y3. The selection criteria
for the source and lens galaxy samples are at least one mag-
nitude brighter than this limit (see histograms in Figure 9).
Finally, the bdf T selection removes large objects in order to
reduce the blending of injected, synthetic sources with other
synthetic sources. These selections follow exactly those used
in E22 for Y3 BALROG.

For a subset of injections in Y6 BALROG, we apply a
weighting to preferentially inject galaxies from the deep field
rather than probable stars.13 While BALROG will still contain
injections of stars found in the deep field (as only a subset,
and not all, of the injections are weighted in this manner),
we reduce the ratio of stellar injections to galaxy injections
by performing this selection, as the latter are the sole focus of
all the cosmology analyses. In practice this weighting down-
weights objects in an approximately rectangular region in the
size-magnitude plane. These star weights are defined as,

w(m,T ) = 1−
[(

0.9995− 0.9995

1 + exp[−T−0.2
0.1 ]

)
×
(
0.9995− 0.9995

1 + exp[−m−22
0.5 ]

)]
(2)

13 We use the terminology of “probable stars” to refer to the objects in the
DES Y3 deep fields (Hartley & Choi et al. 2021) that were classified as
stars using photometric colors (and not morphology).
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Figure 2. Top: the star/galaxy weights of the deep-field objects
as a function of their size and magnitude. The weighting reduces
the number of small and bright objects that are injected, which are
predominantly stars. Bottom: The magnitude-based weights for
the LSS and WL samples we inject into BALROG. They are both
sigmoid functions, with the transition centered at 21.5 and 23.5 in i
band for the LSS and WL sample, respectively.

The weighting above removes objects with size ≲ (0.2′′)2

and mag i ≲ 22. Figure 2 shows the region of magnitude-
size space that is down-weighted by this procedure. We apply
this down-weighting for only a certain fraction of the injec-
tions in a tile. See Section 3.2 below for more details on the
subsamples.

3.2. Injection and weighting scheme

BALROG runs are performed for a single coadd tile at a
time. For a given tile/run, the injections are assigned to a
regular grid spanning the 0.7 × 0.7 deg2 region of the sky
covered by the coadd tile (with a padding of 10′′ from the
edge). Once the sky location is defined, the source is injected
into the relevant subsection of each CCD image that covers
that region of the sky. Similar to DES Y3, the sky locations
are a hexagonal grid (in pixel coordinates) with a separation
of 20′′. This separation is chosen as we only inject sources
with half light radii below 10′′ (see Equation 1). Once the
locations are defined, we randomly draw objects from the
sample defined above in Section 3.1. A new choice of note
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in Y6 BALROG is separating our source injections into five
categories, in order to boost statistics for the objects that are
most important for downstream DES Y6 cosmology analy-
ses. In each coadd tile, we inject sources belonging to each
of the five categories:

1. All sources (Y3-scheme): A third of all injections
in a given tile are of objects defined in Section 3.1
above, through Equation (1). Note that this includes
both galaxies and stars, i.e. we have not applied any
star-galaxy selections in this sample.

2. LSS sample: A sixth of the injections are a weighted
sampling of the objects. These down-weight all galax-
ies with magnitudes fainter than mi,ref = 21.5, and
also include the star-galaxy selection (see Figure 2).
The magnitude weights are defined as,

w(m,mref) = 1− 1

1 + exp[−4(m−mref)]
(3)

and we apply them using the de-reddened i-band mag-
nitudes of the deep-field objects.

3. LSS high-quality redshifts sample: Another sixth
of the injections are the same as the LSS sample de-
scribed above, but now with the additional require-
ment that the deep-field object being injected also has
a redshift estimate from COSMOS (Laigle et al. 2016;
Weaver et al. 2022), PAUS (Alarcon et al. 2021), or
C3R2 (Masters et al. 2017, 2019; Stanford et al. 2021).
These objects are more vital in the redshift estimation
method used in DES Y3 (Myles & Alarcon et al. 2021;
Giannini et al. 2024) and Y6 (Yin et al. in prep.; Anba-
jagane & Cross et al. in prep.; Giannini et al. in prep.).

4. WL sample: Another sixth is once again the same
as the LSS sample (including the star-galaxy selec-
tions), but with the magnitude-based weights moving
to higher magnitudes as the weak lensing sample is
fainter; here, we down-weight all objects fainter than
mi,ref = 23.5.

5. WL high-quality redshifts sample: The final sixth is
similar to the LSS high-quality redshifts sample, but
now tuned to the weak lensing sample by moving the
magnitude-based weights to higher magnitude as men-
tioned above.

Figure 2 presents the different weights we use. The
top panel shows the star-galaxy weights used to remove
the stellar locus, and the bottom panel shows the differ-
ent magnitude-based weights. The magnitude weights are
sigmoid functions centered at values detailed above. This
weighting scheme greatly increases the number of usable

injections — defined as injections that are actually de-
tected in a given sample/method — in Y6 BALROG and
thereby improves the statistical power of all analyses us-
ing BALROG. The number of selected sources in Y6 BAL-
ROG is increased, relative to what would be obtained us-
ing the “Y3-scheme” alone, by factors of 12, 2.7 and 1.6
for the LSS sample (MAGLIM++, REDMAGIC), WL sam-
ple (METADETECTION, BFD), and FITVD sample (with no
selections on magnitude and color) respectively. All es-
timates come from comparing the number counts of se-
lected/detected objects from the “Y3-scheme” to those from
the other four weighting schemes (while accounting for dif-
ferences in the number of injections assigned under each
scheme).

We note that the magnitude cutoffs defined above for the
LSS and WL samples are slightly brighter relative to the
actual magnitude distributions of the real samples (Legnani
et al. in prep.; Yamamoto & Becker et al. 2025; Gatti & Wet-
zell et al. in prep.), as our cutoff choice was defined prior to
the availability of the Y6 sample definitions. However, we
stress that the BALROG synthetic catalog — given the un-
weighted “Y3-scheme” subset of the catalog — still contains
objects across the full magnitude range relevant for all the
Y6 cosmology samples. Any difference in our chosen mag-
nitude cutoff and the true magnitude distribution of the Y6
samples will only result in a potential sub-optimality (i.e. in-
creased noise) of measurements derived from BALROG and
not in biases in these measurements.

3.3. Fiducial run and magnification run

In Y3 BALROG, a number of different variations were run,
each serving a slightly different role in the main DES anal-
ysis (E22, see their Table 1). In this work, we perform two
variations: a fiducial run, which injects the sources described
in Section 3.1, and a magnification run, where we inject the
same sources but with their fluxes and area increased by 2%.
Note that all random seeds (during both the injection step
and the subsequent postprocessing of images to catalogs) are
fixed between the two runs. The magnification run is neces-
sary for the Y6 cosmology analysis, as it enables estimates of
the galaxy magnification coefficients for the specific samples
used in DES Y6; for example, see Elvin-Poole & MacCrann
et al. (2023) for how BALROG was used to do this in DES Y3,
and also Section 5.2 below. These magnification coefficients
are folded into both the cosmological inference of galaxy
clustering (Pandey et al. 2022; Prat et al. 2022; DES Col-
laboration 2022) and the redshift calibration analysis (Gatti
& Giannini et al. 2022; Giannini et al. 2024; d’Assignies &
Bernstein et al. in prep.).

3.4. Improvements relative to BALROG in DES Year 3

Adopting the EASTLAKE pipeline: A key (logistical) dif-
ference from Y3 is the unification of our BALROG pipeline
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with that used for the image simulations (Mau & Becker et al.
in prep.). Both BALROG and the image simulations require
source injection, though with some signification differences
in final analysis choices: for example, the image simulations
generate fully simulated images, by adding together the syn-
thetic galaxies with simulated noise, star sources, data-based
background and mask etc. Whereas in BALROG we inject
galaxies (and probable stars) directly into the real images and
therefore do not need to simulate any additional image prop-
erties. However, the vast majority of the processing steps
are common between the two pipelines, and thus in DES Y6
both pipelines derive from the EASTLAKE codebase which
performs most of the image processing steps discussed in
Section 2.1. The specific BALROG injection (Step 3) is per-
formed outside EASTLAKE, as are the BFD measurements
(Step 9) and matching (Step 10). All remaining steps associ-
ated with image processing (Step 1 to 8) are performed using
EASTLAKE and the packages within, and are therefore iden-
tical between this work and the image simulations used for
shear calibration in DES Y6 (Mau & Becker et al. in prep.).

Moving to PIFF PSF models: In Y6 BALROG, our multi-
epoch multi-band object fits use the PIFF models (Jarvis et al.
2020) rather than following Y3 BALROG in using the PSFEX

models (Bertin 2013). This improves the consistency of our
synthetic catalog for the two source samples, METADETEC-
TION and BFD, and leaves a minor mismatch with the FITVD

catalog in Y6 (Bechtol et al. 2025) as the latter is constructed
using PSFEX models.

Identification of blended objects: In Y3 BALROG, the
matching step included an additional component — beyond
that described in step 10 of Section 2.1 — to identify BAL-
ROG injections that were blended with a real source in the
image. In this step, an injected source was considered prob-
lematic only if it was blended and it was the fainter object in
the blended set. In DES Y6, we identify all synthetic detec-
tions that have a real object within 1.5′′ of their location. All
such synthetic objects are flagged in our catalogs, regardless
of whether or not they are the brighter source in the blended
group. This is a more conservative selection relative to DES
Y3. Such objects constitute only < 0.2% of the entire cat-
alog, and are removed from all analyses that use BALROG,
including all those presented below.

Weight scheme and star catalog: As described above, the
weighting scheme used in Y6 was not part of the DES Y3
analysis. Under this new scheme, a subset of the injections
(1/3rd of all injections) consists of any real, detected object
(i.e., objects that are not artifacts) in the deep fields. This in-
cludes stars. Thus, in Y6 we have used real stars as injection
sources rather than a simulated star sample as was done in
Y3. At brighter magnitudes this enhances the realism of the

stellar data as we are directly injecting stars from the deep
field. However, at fainter magnitudes this means we rely on
the accuracy of the data-driven, color-based star-galaxy clas-
sifier of Hartley & Choi et al. (2021) to determine whether a
given deep-field object is a faint star or a faint galaxy. Hart-
ley & Choi et al. (2021, see their Figure 15) show that the star
sample is > 95% pure down to mag i < 24. Additionally
the color/magnitude distribution of the injected stars will, by
construction, follow that found in the Y3 deepfields whereas
in reality this distribution varies across the DES footprint.

BALROG for the full DES footprint: In DES Y3, the
BALROG sample was restricted to around 2500 tiles due to
computational limitations. In DES Y6, this is increased 5
fold, with over 12000 tiles being run: 10, 169 tiles for the
fiducial run, and 2, 000 for the magnification run. The full
coverage of the survey enables new science cases, particu-
larly any area-dependent studies of all BALROG-related sci-
ence, such as magnification, transfer functions, imaging sys-
tematics, etc. Figure 1 shows the area covered by BAL-
ROG in comparison to the DES Y6 data. There is already
visual indication that BALROG traces the large scale den-
sity fluctuations across the survey (due to variations in depth
and other observing conditions);14 for example, the galaxy
number density in both BALROG and data is lower near the
east and west (left and right) edges of the footprint, which
are regions of high stellar density at lower Galactic latitude.
These regions have a lower effective area due to masking
around bright stars, and are regions where objects are more
frequently observed as blended sources. Other correlations
with observing conditions are noted below in Section 4.1.3.
Note that these large-scale fluctuations in the number density
of BALROG objects are not generated by hand, and mani-
fest solely from the interaction of image properties (such as
noise, sky background, source crowding, etc.) and the object
detection/measurement algorithms.

Finally, we make a brief note on the connection between
BALROG and the image simulations (Mau & Becker et al.
in prep.) used in DES Y6. BALROG injects sources some-
what sparsely (i.e., with 20′′ separations) into real on-sky
images, and therefore accurately captures the relationship be-
tween complexities in the image data and the measured pho-
tometric/morphological properties of detected objects. This
relationship is a necessary input to many application in DES
Y6, which are detailed in Section 5. The image simulations,
on the other hand, inject at least an order of magnitude more

14 The amplitude of fluctuations is suppressed because the weighted injection
scheme in Y6 Balrog (see Section 3.2) results in the majority of injected
objects being above the object detection threshold. The fluctuation am-
plitude in Figure 1 will increase if we limit the sample to the unweighted
injections alone.
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Figure 3. The detection rate of objects as a function of their mag-
nitude. Objects are detected if they have SNR = flux/flux err > 5
in order to avoid any spurious detections. Vertical lines denote the
magnitudes at which we achieve 90% completeness, and the nu-
merical values are given in the legend. This rate is measured using
BALROG objects across the full Y6 footprint.

sources than BALROG, and do so into fully simulated images
rather than the real images. These simulated images are then
made sufficiently realistic by adding simulated noise, star in-
jections, image masks, sky backgrounds, etc. These simu-
lations are used for characterizing any biases in the galaxy
shape measurements from BFD or METADETECTION. Given
the biases are at the 1% level or below, a large number of in-
jections (relative to BALROG) are needed to precisely mea-
sure this bias.

4. VALIDATION OF THE SYNTHETIC SAMPLE

As mentioned previously (and detailed in Section 5), the
BALROG data products are used extensively to meet many
different DES science requirements. In this section, we high-
light both the quality of the BALROG catalog — checking
its consistency with data — to justify its use in the DES Y6
cosmology pipeline, and also the science performance of al-
gorithms involved in going from raw images to robust object
catalogs. We first highlight in Section 4.1 the consistency
of our catalog with DES data, then in Section 4.2 and 4.3 the
performance of the photometric pipeline for the fiducial sam-
ple and star sample, respectively. Finally in Section 4.4, we
detail the performance of the different star-galaxy classifica-
tions used in defining the various samples used in the DES
Y6 cosmology analyses.

4.1. Consistency with DES Data

4.1.1. Completeness

Figure 3 shows the detection probability of a galaxy, as a
function of its griz magnitudes. As expected, the rate nears 1
for bright objects and drops to 0 for faint objects. The vertical

dashed lines show the magnitude where we have 90% com-
pleteness of objects with SNR = flux/flux err > 5. We im-
pose a signal-to-noise selection in each band to remove any
spurious false-positive BALROG detections due to matching
injected sources with noise fluctuations; this is relevant only
near the faintest end (m ≥ 25.5) and particularly for the g-
band as it is not used in the detection step. When considering
all objects with magnitudes above the threshold set by the
90% completeness rate, more than 99.9% of the sample have
flux/flux err > 5. For objects at the 90% completeness rate
we find ⟨flux/flux err⟩ ≈ 20.

While our test of completeness does not include direct
comparison to the Y6 data — unlike in the Y3 analysis,
where a data-based estimate of completeness was done by
matching the deep-field detections to their wide-field coun-
terparts — this measurement shows us that BALROG pro-
duces physically reasonable completeness rates for the ex-
treme ends of bright and faint objects, which in itself is a test
of consistency. Estimates of the improvement in depth from
DES Y3 to DES Y6 are presented alongside the Y6 Gold Cat-
alog (Bechtol et al. 2025) — and the DES DR2 (DES Collab-
oration et al. 2021) — and we find consistent improvements
in BALROG. Table 1 below details one such comparison.

4.1.2. Photometry and morphology

A key consistency check is ensuring the distribution of
measured properties in a given BALROG catalog matches that
of the corresponding data catalog. Figure 4 shows a range of
properties of the METADETECTION sample from BALROG

and data; we have shown only properties for the unsheared
sample here, but the remaining four samples show similar
consistency as the unsheared sample. In general, the data
and BALROG distributions match across ≈ 99% of the data
volume. Note that we expect some variation, as an implicit
assumption in BALROG is that the deep-field galaxies are a
representative sample of the wide-field galaxies, whereas in
reality, simple factors like sample variance (arising from the
small footprint of the deep fields) will break this assump-
tion slightly. Figure 4 shows such factors are likely a minor
contributor given that the data and BALROG catalogs match
for 99% of the data volume. The distributions are similarly
consistent when repeating this check for other galaxy sam-
ples (BFD, MAGLIM++, and REDMAGIC). We do not show
those comparisons here for brevity.

Note that the above measurements are performed
using only the unweighted subsample in BALROG

(the “Y3-scheme” defined in Section 3.2). Adding
morphology/photometry-based weighting to the deep-field
sample during source injection will generate large differ-
ences between the injected sample and the actual data. For
example, under the LSS weights any galaxy with mi ≳ 23
is never injected, even though the weak lensing sample con-
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tains objects down to mi ∼ 24.5. Thus, comparing the
distribution of properties in data while using the weighted
subsample in BALROG will naturally lead to discrepancies
in the comparisons. While this could be handled by “in-
verse weighting” the different, weighted distributions, we
opt for the simpler approach of just using the unweighted
“Y3-scheme” sub-sample.

4.1.3. Spatial Variation and Property Maps

The detection and characterization of an object on the sky
will depend on the observing conditions of the processed im-
ages, and on other non-cosmological fields observed in the
images, such as Galactic dust or stellar density (Ho et al.
2012; Ross et al. 2012; Leistedt et al. 2013; Rykoff et al.
2015). We represent variations of these effects across the
DES footprint with “survey property” (SP) maps (Bechtol
et al. 2025; Rodriguez-Monroy & Weaverdyck et al. in prep.).
The BALROG catalogs will be a more accurate representa-
tion of the data if they also capture the dependence of ob-
ject properties on such survey property maps. This correla-
tion of galaxy properties with observing conditions is a key
source of systematic uncertainty to be addressed for measure-

ments of the cosmological clustering of galaxies (Rodrı́guez-
Monroy et al. 2022; Kong et al. 2024), and thus reproducing
it in BALROG is of importance.

We compute the correlation between galaxy number counts
and survey properties in BALROG and in the Y6 Gold sample,
and compare the two. At zeroth order, survey property maps
alter the measured properties of galaxies in our images, and
this will lead to variations in the number of detected/selected
galaxies in different regions of the sky. For example, re-
gions of high airmass have larger PSFs and can lead to fewer
faint/small galaxies being observed, which in turn will re-
duce the overall galaxy number density in such regions. We
measure these galaxy–SP map correlations by making maps
of the galaxy number counts, Ngal, and measuring the aver-
age Ngal as a function of SP map value. We use HEALPIX

(Górski et al. 2005) maps of NSIDE = 512, but note that
other choices result in similar agreement between BALROG

and data.
For a given SP map, we assign healpixels into 20 equal-

size bins, spanning the 1-99 percentile range of the map val-
ues in order to avoid outliers. Within each of these 20 bins,
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Figure 5. The trend in number density fluctuations ngal/⟨ngal⟩ as a function of various survey observing properties, for the Balrog (red) and
Y6 Gold (yellow) samples for overlapping HEALPix pixels of NSIDE=512. We apply basic selections, such as star-galaxy classifications, to
both samples. The distribution of survey property values for the Y6 Gold map is shown in the background (blue) of each plot to highlight typical
values. The errors have been estimated using a jackknife resampling of the pixels with 100 patches. We select only a few properties to show
in this figure and, for those maps with different values on the griz photometric bands, we only show the i-band. Briefly defined, these survey
properties are: the airmass, the PSF size, the magnitude limit at S/N = 10, the sky brightness variation, the Gaia stellar density, the Galactic
cirrus nebulosity, the Sunyaev Zel’dovich effect, the interstellar extinction, the WISE depth, and the background offset. The χ2 between the
data and the BALROG measurements follows χ2/Ndof ≲ 1 for all cases except the correlations with the thermal SZ and the background offset,
where χ2/Ndof ≫ 1. This is expected, due to the impact of large-scale structure on these maps and we detail this in Section 4.1.3.

we compute the mean galaxy number density. This process is
repeated for both the BALROG and Y6 Gold galaxy samples.
We use the FITVD catalogs, with EXT MASH = 4, so that our
sample only includes galaxies that could be part of the lens
sample used in the cosmology analysis. In Appendix A, we
also show results from repeating this test but now using the
full selection function of the MAGLIM++ and REDMAGIC

samples. The uncertainty on the measurements is estimated
by splitting the DES footprint into 100 patches and perform-
ing a leave-one-out jackknife resampling.

We use SP maps spanning survey observing conditions,
maps of Galactic properties, and maps of other large-scale
structure probes. In particular, our observing conditions in-
clude the airmass, full-width half-max of the PSF, the magni-
tude limit (or depth), the variation in the sky background, and
the background offset. These are measured using DECASU15.
We only present the correlations with the i-band maps but
our results and conclusions are the same for the other bands
as well. We then use the depth map in the WISE survey
(Wright et al. 2010), as the MAGLIM++ sample is defined
using photometry from the UNWISE program (Meisner et al.
2017), which includes data from the WISE survey. We then
use the Galactic stellar density, estimated through Gaia (Gaia
Collaboration et al. 2023), the Galactic cirrus (Bechtol et al.

15 https://github.com/erykoff/decasu

2025), and the extinction E(B−V ) map from Schlegel et al.
(1998). Finally, we also include the Sunyaev-Zeldovich (SZ)
map from the Atacama Cosmology Telescope (ACT, Fowler
et al. 2007; Thornton et al. 2016), which is a tracer of the
large-scale structure, and contains emissions from galaxies
over a wide range of redshifts (see Carlstrom et al. 2002, for
a review of the SZ effect).16 We note that the background
offset map mentioned prior is also a potential tracer of large-
scale structure as the excess presence of (unresolved) galax-
ies can increase the mean sky background and lead to larger
background offsets.

Together, these maps span a wide variety of quantities
that can impact measurements of galaxy properties (or cor-
relate with them) in different ways. Figure 5 shows the mean
galaxy number density as a function of SP map value. The
background of each panel (light gray histogram) shows the
distribution of survey property values across the DES Y6
footprint. The galaxy–SP correlations in BALROG are sta-
tistically consistent (χ2/Ndof ≲ 1) with those present in the
data. The two exceptions are the correlations with the ACT
SZ map and the background offset map. However, these two
exceptions are in fact expected. Both maps are tracers of

16 This map is not used as a systematics map but rather as a tracer of large-
scale structure (not measured in DES) for validating the systematics correc-
tion of the lens samples; see Weaverdyck et al. (in prep.) for more details.

https://github.com/erykoff/decasu
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large-scale structure as mentioned above. The correlations
between the Y6 data and these maps will therefore contain
a cosmological correlation. Such a cosmological term is not
present in BALROG by construction as the synthetic galaxies
are distributed uniformly across the coadd tile. Thus, there
will be an expected difference in the galaxy–SP correlations
between BALROG and the Y6 data for these maps.

There is also a correlation between the galaxy counts and
the WISE depth (for both BALROG and data). The galaxy
sample here does not use WISE data for its selection, and
therefore any correlation observed is a consequence of the
WISE depth being correlated with other observing condi-
tions that do impact the galaxy sample used in this analysis.

We note that Kong et al. (2024, see their Figure 12 and
13), who also perform SSI in DECam images — but to study
the targets selected for the DESI survey — find significant
differences in the correlations of SSI galaxies with the ex-
tinction map compared to that of real galaxies with this map.
However, these differences are prominent in the northern
Galactic hemisphere and not present in the southern hemi-
sphere, where the DES footprint is located. They suggest
this qualitative difference across areas is also related to how
their imaging data in the northern half was observed using a
depth-based strategy that could lead to residual impact from
extinction corrections (see their Section 7.2). The same is
not present in the southern half, as that region is dominated
by DES data which does not follow this observing strategy.
They also suggest this difference between the north/south re-
gions highlights systematics in the northern regions of the
dust extinction map of Schlegel et al. (1998). As shown
above, our work does not find any significant discrepancies
in the correlations of BALROG galaxies with the extinction
map. This is also true for the individual lens samples, which
we detail in Appendix A.

4.2. Photometric Performance of Galaxy sample

The DESDM processing pipeline is multi-faceted, and in-
cludes many different steps (each validated and tested) that
are integrated to perform the entire image processing proce-
dure; see Morganson et al. (2018) for details of the pipeline
used in DES, and DES Collaboration et al. (2021); Bech-
tol et al. (2025) for modifications made specifically in DES
Y6. BALROG provides a precise test of the pipeline’s per-
formance by comparing the properties of injected objects to
their measured properties in noisy images. We perform this
test with the Y6 dataset, using the FITVD measurements of
the galaxies. The deep-field galaxies also have FITVD mea-
surements made using the same algorithm, and therefore can
be used to precisely quantify any biases in the wide-field
measurements.

Figure 6 compares the differences between the measured
and true deep-field magnitudes ∆magDF as a function of

true magnitude in the griz bands. The density contours in-
clude 39.3%, 86.5%, and 98.9% of the population, which
correspond to the 1,2, and 3σ regions of a 2D Gaussian. The
mean bias, median bias, and standard deviation of the differ-
ences are over-plotted as a dotted line, solid line, and black
bars, respectively. We compute these in bins of 0.25 mag-
nitudes. The standard deviation is computed using the 16%
and 84% percentiles to avoid biases from outliers. The me-
dian and standard deviation of the magnitude differences are
tabulated in Table 2. The white lines for each also show the
1σ magnitude region — as computed by the FITVD algo-
rithm — around the median difference. Similar to the results
of BALROG in DES Y3 (Everett et al. 2022, see their Figure
16), the estimated errors are smaller relative to the scatter in
the measured magnitudes of the BALROG synthetic sources
(the black, vertical bars in Figure 6). The BALROG-based
estimate of this error is generally expected to be larger as it
includes systematic effects like the variations across differ-
ent observing conditions, which is not accounted for in the
internal, FITVD-based error estimates. The differences be-
tween the BALROG-based and FITVD-based error estimates
are larger for brighter objects, where such systematic effects
are the dominant contributor to the magnitude differences,
and are smaller for fainter objects where noise fluctuations
are the dominant contributor.

The tails to negative magnitude offsets in Figure 6 was also
found in E22 (see their Section 4.3.3), and can arise from
a number of different causes, which include excessive pixel
masking, residual light from neighboring sources etc. Their
Figures 8 and 19 show the same asymmetric tails, at faint
magnitudes, that we find in Figure 6. We also note that some
negative bias (i.e. measured magnitudes are brighter than the
true magnitudes, on average) is expected for faint objects due
to the Malmquist bias produced by applying a signal-to-noise
selection during object detection. If we consider multiple
wide-field realizations of a faint object, we preferentially de-
tect realizations where the noise fluctuations boost the mea-
sured brightness. This is a natural consequence from using
noisy data, and does not indicate problems with the image
processing algorithms.

The estimates in Figure 6 are made using galaxies that pass
all the Y6 Gold selection criteria as well as the star-galaxy
selection, EXT MASH ≥ 4 (Bechtol et al. 2025). This is
similar to, but still strictly distinct from, the galaxy samples
used for the various cosmology analyses in DES Y6. Our
estimates (see also Table 2) show we recover the true mag-
nitudes to within 3-6 millimag (below m < 20) for the riz
bands, and within 12 millimag for g-band. This is gener-
ally larger than, but the same order as, the relative photomet-
ric uniformity which is at ≲ 2 millimag (DES Collaboration
et al. 2021) and also smaller than the 11 mmag uncertainty
on the absolute photometric calibration (DES Collaboration
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Figure 6. The distribution of differences in recovered FITVD griz magnitude vs the injected magnitude (∆magDF) as a function of input
magnitude for the galaxy sample. The contour lines correspond to areas containing 39.2%, 86.5%, and 98.9% of the data volume, which are the
1, 2, 3σ bounds of a 2D Gaussian, respectively. The mean (dotted), median (solid), and standard deviation (bars) of the magnitude responses,
in bins of size 0.25 magnitude, are also shown. The white lines are the average magnitude error of objects in a given bin, where the error is
estimated during FITVD fitting. There is some discretization in true magnitude (particularly in the brighter end) given we have only a small
number of bright objects in the deep-field sample.

et al. 2021). For fainter objects (m > 23), we find larger bi-
ases of up to 50 millimag that increase to ≈ 500 millimag at
m ∼ 25. We note that for m < 24, the median difference is
always well below the standard-deviation. The differences
we discuss here were also found in E22 (see their Figure
16), where they show that the bias grows increasingly neg-
ative for fainter galaxies. However, the Y6 dataset extends to
fainter objects due to the increased depth, and also reduced
the signal-to-noise threshold for detection from S/N = 10 to
S/N = 3 (Bechtol et al. 2025), relative to Y3 and we there-
fore observe stronger biases than was found in their work.

E22 (see their Section 4.3.1) discuss how this bias orig-
inates from biases in the sky-background estimates of the
SOURCEEXTRACTOR algorithm (which are then propogated
to the rest of the galaxy catalog processing). Such a bias
grows in the presence of more crowded fields, and crowd-
ing increases towards the redder bands, resulting in the chro-
matic effect that we observe. We stress that the source and

lens galaxy samples used in DES Y6 occupy a magnitude
range of mag i ≲ 24 (see Figure 9 below) — in addition,
once weights are included, the sample is dominated by even
brighter objects — and these effects are not catastrophic in
this magnitude range. Malmquist bias can also explain the
relatively low bias in the g-band related to the riz-bands, as
the former is not used in object detection and is therefore
akin to a forced photometry measurement, which will natu-
rally avoid Malmquist bias. Similarly the Malmquist bias is
expected to be stronger in Y6, relative to Y3, due to the lower
signal-to-noise threshold.

We also investigate the photometric accuracy of the object
colors. Such colors are used extensively in applications such
as photometric calibration, star-galaxy classification, redshift
estimation, and studies of the Milky Way structure/dynamics
(e.g., Burke et al. 2017; Salvato et al. 2018; Myles & Alar-
con et al. 2021; Giannini et al. 2024; De Vicente et al. 2016;
Bechtol et al. 2025; De Vicente et al. 2016; Shipp et al. 2018;
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Figure 7. Similar to Figure 6 but for the differences in measured FITVD g − r, r − i, and i − z color. The statistics are computed in bins of
100 mmag magnitude for g − r and r − i and 50 mmag for i − z. The median bias in the recovered colors is below 0.02. The FITVD-based
uncertainty on the colors, which is computed by adding the individual magnitude uncertainties in quadrature, is in good agreement with the
BALROG-based estimate.
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Figure 8. The g − r vs r − i and r − i vs i− z color-color distributions of the stellar sample for the injected colors in blue and the measured
colors in black. The density contour lines correspond to the percentiles of the first two sigmas of a 2D Gaussian, containing 39.2%, 86.5% of
the data volume respectively. The marginal distributions are included for comparison.

Pieres et al. 2020). Figure 7 shows the difference in measured
and true colors for g − r, r − i, and i − z. The density con-
tours and over-plotted summary statistics are defined in the
same way as in Figure 6. One additional selection is done
to this sample: a signal-to-noise of greater than 5, where this
signal-to-noise is directly estimated during the FITVD fluxes
and flux errors, to remove color measurements from particu-
larly noisy detections. Our results show that the difference in
colors is consistently negative, suggesting a small bias for the
recovered colors to be bluer than the true colors. However,
this difference is always within 10-20 millimag, and also sim-
ilar across all three colors we present, indicating there are no
band-dependent effects. This behavior is also found in E22
(see their Figure 18).

In conclusion, we find that the photometric accuracy of the
DES Y6 dataset is similar to that of the Y3 dataset. The ac-
curacy in recovering the true magnitudes degrades for fainter
objects (particularly those objects that are too faint to be
found in DES Y3 but are now detected in the deeper, DES
Y6 data), as is expected. While we also discuss the faint
regime, where the photometric recovery shows growing bi-
ases, all the main source and lens galaxy samples used in the
DES Y6 cosmology analysis occupy the brighter end of the
magnitude range in Figure 6, which show fluxes are recov-
ered at the 2% level.

4.3. Photometric Performance of star sample

The image processing pipeline — in particular, the fitting
of models to objects — can show different accuracies when
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processing galaxies or stars, given the differences in mor-
phology of the categories. We repeat the analyses above
using only the stars injected into BALROG; these are deter-
mined through the color-based classifier built and presented
in Hartley & Choi et al. (2021). Their work (see their Fig-
ure 15) shows that the star sample is > 95% pure down to
mag i < 24. For brevity we present the results in Ap-
pendix B but summarize here that photometric measurements
of stars are accurate to a similar level as seen in the galaxy
sample (Section 4.2). Table 2 lists the photometric accuracy
for the galaxy and star samples, and shows that the median
magnitude differences are similar for the two samples but the
standard deviations of these differences is roughly two times
smaller for the star sample.

In addition, Figure 8 shows the color-color diagrams for
g−r vs r−i, and r−i vs i−z colors, as measured in FITVD,
for both the true and measured star samples. As expected,
the measured colors have a broader distribution due to being
noisy measures, but the non-linear shape of the 2D distribu-
tion is still preserved by the image processing pipeline.

4.4. Contamination & efficiency of the star-galaxy
classification

The DES Y6 analyses contain many different galaxy sam-
ples: the METADETECTION and BFD source samples, and
the MAGLIM++ and REDMAGIC lens samples. Through
BALROG we can quantify the contamination and efficiency of
the star-galaxy classification as defined in the different sam-
ple selections. To do so, we estimate the “galaxy efficiency”
defined as the fraction of true galaxies in the selected sam-
ple relative to all detected true galaxies, and we estimate the
“stellar contamination”, defined as the fraction of all selected
objects that are true stars. We classify BALROG injections
into galaxies and stars based on the color-based classifier of
Hartley & Choi et al. (2021). The stellar contamination rate
depends on the ratio of stars and galaxies in the truth cat-
alogs. Therefore all our results below are valid for ratios of
stars to galaxies similar to those found in the DES deep fields
(Hartley & Choi et al. 2021). Estimates of stellar contamina-
tion from different subsets of a catalog can vary slightly from
each other; for example, our estimates using BALROG are
slightly different from the estimates from the Y6 Gold cata-
log (Bechtol et al. 2025, see their Figure 3) which matches
DES objects to a combination of data from the Vista Hemi-
sphere Survey (VHS DR5, McMahon et al. 2013) and HSC
(Miyazaki et al. 2018).

Figure 9 shows our results. The four leftmost panels
present the galaxy efficiency and stellar contamination for
the different galaxy samples. The contamination in the two
source samples is below ≲ 1% (shown as the horizontal gray
band) across the full magnitude range 18 < mi < 25. For the
lens samples, the contamination is below 1% for the brighter

magnitudes of the MAGLIM++ sample, and similarly for the
REDMAGIC high-density sample. The contamination rises
towards fainter magnitudes since the number of objects se-
lected from those magnitudes decreases significantly, given
the lens galaxy sample contains predominantly brighter ob-
jects. The background of each panel presents a histogram of
the number of objects (showing the counts on a linear rather
than log scale) at a given i-band magnitude. As expected, any
increases in stellar contamination fractions are in magnitude
ranges that are at the faint tail of the distribution for each of
the four main galaxy samples.

The source samples are the most efficient in their galaxy
selection, as they discard the fewest true galaxies in their se-
lection. The lens samples’ selections are far more restrictive,
with REDMAGIC being the most restrictive. This is expected
as the lens samples select specific types of galaxies that are
best suited for obtaining precise redshift estimates. We do
not present an efficiency estimate for the METADETECTION

sample as we do not store the necessary data (i.e. the full
catalog, without any selections applied) due to storage limi-
tations; recall that METADETECTION provides five different
detection catalogs, which increases our storage footprint by
five times compared to other samples.

Finally, the rightmost panels of Figure 9 show the same
estimates but for the full Y6 Gold sample, from varying
the FITVD-based star-galaxy classifier (Bechtol et al. 2025).
Note that this classifier is used in defining the lens sam-
ples, but not the source samples. The panel shows that
EXT MASH ≥ 4 results in a percent-level contamination rate.
The bottom right panel shows an inverted estimate, where we
compute the galaxy contamination and the stellar efficiency.
Such estimates are valuable for any science derived from the
DES star catalogs. Our results affirm the findings in previous
DES works (e.g., Everett et al. 2022; Sevilla-Noarbe et al.
2021), that the morphological classifier still results in signif-
icant (> 10%) contamination from galaxies when selecting
a star sample. In DES Y6, we also develop an improved es-
timator — based on the gradient-boosted decision tree algo-
rithm, XGBOOST (Chen & Guestrin 2016) — for selecting
purer star/galaxy samples from the Y6 data (Bechtol et al.
2025, see their Section 4.2). We have not tested its efficiency
as it has not been implemented in the BALROG catalog.

We make a brief note about two subtleties of the analysis
in this section. First, the accuracy of star-galaxy classifica-
tion can suffer if there are non-negligible errors in the PSF
model. For example, if the true PSF is larger/smaller than
the PSF model, then classifiers that use the size of the ob-
ject and/or the size of the PSF would incur errors. This error
will not be observed in BALROG, which uses the same PSF
for convolving a source during injection and for deconvolv-
ing observations of the source during model fitting. Note that
Schutt et al. (2025) (see their tests in Section 4) show that the
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Figure 9. We show the efficiency (the number of selected good objects over the number of all good objects) and contamination (the number of
selected bad objects over the total number of selected objects) for different samples used in DES Y6. We multiply the stellar contamination by
10x for easier visibility. The top row shows the two source samples — METADETECTION and BFD — and the base galaxy catalog from FITVD.
The bottom row shows the lens samples, from MAGLIM++ and REDMAGIC, while the right-most panel shows the efficiency and contamination
for the star sample based on the FITVD catalog. The histograms in the background show the number counts of objects as a function of true,
injected magnitude. For METADETECTION, we cannot compute a galaxy efficiency curve as the necessary data was not kept due to storage
limitations. For REDMAGIC, we show the high density sample in the histogram, and for FITVD and stars, we show the full sample without
selections in the histogram. The gray bands show the 1% region around fractions of 1 and 0, with the latter region being increased by 10x when
corresponding to stellar (not galaxy) contamination curves.

PSF model in Y6 reproduces the size of the true PSF (esti-
mated using observed stars) within 1%, and the ellipticities
within δe ∼ 5 × 10−4. Thus, this subtlety is not a notable
concern.

Second, stars in partially resolved binary systems will be
measured as slightly extended objects, and can therefore
be incorrectly classified as galaxies during the star-galaxy
classification. BALROG will include such binaries as such
sources will be present in the deep-field catalog from which
we draw our injections. However, their impact of the stel-
lar contamination crucially relies on accurate classification
of such binary systems in the deep-field catalog (given this
classification is used to determine the stellar contamination).
We do not estimate the accuracy of the color-based estima-
tor from Hartley & Choi et al. (2021) in classifying partially
resolved binaries.

5. APPLICATIONS TO DES Y6 PROJECTS

The BALROG pipeline and its derived data products are
necessary for key pieces of the DES cosmology analy-
sis (e.g., redshift calibration and magnification estimates),
and for informing the quality of our photometric/pipeline
datasets. We have thus far detailed the latter in the section

above, and now discuss a few examples of the former, with
specific use-cases in DES Y6.

5.1. Photometric redshift calibration

A key application of BALROG is in the photometric red-
shift calibration of the source sample and the lens sample
(Myles & Alarcon et al. 2021; Sánchez et al. 2023; Giannini
et al. 2024). The main DES 3 × 2 point analysis — which
uses galaxy clustering, cosmic shear, and galaxy-galaxy lens-
ing to infer cosmology — relies on a robust characterization
the source and lens samples’ redshift distributions in order to
infer cosmology (DES Collaboration 2018, 2022). The char-
acterizations for Y6 will be presented in Yin et al. (in prep.);
Anbajagane & Cross et al. (in prep.); Giannini et al. (in prep.)
for the METADETECTION, BFD, and MAGLIM++ sample,
respectively. A significant challenge in estimating redshifts
in photometric surveys is the presence of degeneracies in the
color-redshift relation. These degeneracies can be broken by
including additional photometric measurements per galaxy,
but this is not always available for all galaxies in the full
DES footprint. Following Buchs & Davis et al. (2019), DES
has used a fully Bayesian technique for learning the color-
redshift relation in regions of the sky with low-noise, multi-
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band photometry measurements, and then transferring that
knowledge to all galaxies across the full DES footprint.

In our case, the low-noise data is obtained from the DES
Y3 deep fields (Hartley & Choi et al. 2021), which are four
patches of the sky totaling ≈ 5.9 deg2 (Hartley & Choi et al.
2021) that are observed to significantly greater depth (i.e., the
photometric measurements have lower noise). A majority of
galaxies in these patches also have measurements in eight
bands (u, g, r, i, z, J,H,Ks), as opposed to the four bands of
the wide field (g, r, i, z), due to supplemental data from other
surveys (e.g., Jarvis et al. 2012; Le Fèvre, O. et al. 2013).
A large fraction of these available galaxies also have redshift
estimates, provided by other surveys. The color-redshift re-
lation is learned in these deep fields, and then extrapolated to
the fiducial galaxy samples, which only have measurements
in four bands. BALROG provides a robust, probabilistic way
of performing this conversion, while accounting for the com-
plexities in the images.

In brief, the probability distribution for the redshift of a
given set of galaxies can be written as

p(z|ĉ, ŝ) =
∑
c

p(z|c, ĉ, ŝ)p(c|ĉ, ŝ) , (4)

where z is redshift, c is a galaxy phenotype, defined using the
deep-field measurements (the 8-band, low-noise photome-
try); ĉ is the phenotype defined using the wide-field measure-
ments (the 4-band, noisy photometry), and ŝ is the sample
selection function. The second factor, p(c|ĉ, ŝ), is the trans-
fer function, which is measured with BALROG. This quantity
represents the probability of a galaxy being in deep-field phe-
notype c, given it is already in wide-field phenotype ĉ and has
passed the selection ŝ. We use “phenotype” to refer to the
classification of a galaxy into a low-dimension space using
data from a higher-dimensional space. As a simple exam-
ple, galaxies can be classified into red and blue “phenotypes”
based on their photometric measurements. The classifica-
tion step in DES Y6 is performed using self-organizing maps
(SOMs), following Buchs & Davis et al. (2019); Myles &
Alarcon et al. (2021), which is an unsupervised, data-driven
algorithm.

In practice, we estimate redshift distributions for galaxies
placed in different tomographic bins. In this case, the redshift
distribution in each tomographic bin b̂ is estimated as

p(z|b̂, ŝ) =
∑
ĉ∈b̂

∑
c

p(z|c, b̂, ŝ)p(c|ĉ, b̂, ŝ)p(ĉ|b̂, ŝ) , (5)

The BALROG data is used for assigning galaxies of pheno-
type ĉ to tomographic bins, by computing the mean red-
shift of all BALROG galaxies in a given phenotype (e.g.,
Myles & Alarcon et al. 2021; Sánchez et al. 2023; Giannini
et al. 2024). Then, BALROG provides a transfer function —
which is the probability of a galaxy of wide-field phenotype

ĉ also being in deep-field phenotype c — corresponding to
all galaxies in a given tomographic bin.

We have already presented a rough version of the trans-
fer function in Section 4.2. The phenotypes c and ĉ are dis-
cretizations of the deep-field and wide-field photometry, re-
spectively. Figures 6 and 7 show the distributions of mea-
sured fluxes/colors as a function of the true, noiseless quan-
tities. This can be thought of as one slice of the distribution
p(ĉ|c). Those figures show that for fainter objects (which
dominate the sample, given their larger number density rel-
ative to that of bright objects) there can be large differences
between the true, deep-field photometry and the observed,
wide-field photometry. Such behaviors are accurately cap-
tured by computing the transfer function through BALROG.

Myles & Alarcon et al. (2021, see their Section 5.4) have
also already shown that the DES Y3 BALROG dataset con-
tributes an infinitesimal uncertainty to the final redshift dis-
tribution estimates. We expect this contribution to be even
smaller in Y6, as the previous estimate accounted for the fact
that the Y3 BALROG tiles only sampled ≈ 20% of the DES
Y3 footprint. In Y6, we sample the entire footprint and there-
fore remove this uncertainty factor.

5.2. Lensing magnification

Another key application of BALROG is in the estimation
of magnification coefficients. Gravitational lensing from the
foreground matter distribution induces a magnification on the
background structure (Bartelmann & Schneider 2001). This
alters the observed surface area from a given redshift, and
also impacts the measured properties of galaxies at that red-
shift, such as flux and area, which in turn changes the number
of galaxies that pass a given selection function. As a result,
magnification impacts any analyses that relies of the counts
of galaxies, such as the galaxy clustering and galaxy-galaxy
lensing analyses, as shown in DES Y3 (Elvin-Poole & Mac-
Crann et al. 2023). It is also a key input in one of the redshift
calibration methods, using the clustering of galaxies (Gatti &
Giannini et al. 2022; d’Assignies & Bernstein et al. in prep.).

Magnification can be expressed in terms of the conver-
gence κ and the shear γ (Bartelmann & Schneider 2001). In
the weak lensing regime, κ ≪ 1 and γ ≪ 1 — where κ is
the lensing convergence, and γ is the two-component shear
— so the local magnification can be written as

µ =
1

(1− κ)2 − |γ|2 ≈ 1

1− 2κ
≈ 1 + 2κ . (6)

Given such a magnification, we can rewrite the observed
galaxy number density field δobsg into two additive compo-
nents: an intrinsic density fluctuation, and a contribution due
to magnification,

δobsg = δintg + δmag
g . (7)



20 ANBAJAGANE, TABBUTT, BEAS-GONZALEZ & YANNY

g-band limit (mag)

2.0

2.2

2.4

2.6

2.8

C
sa

m
p

le

Data (flux-only)

Balrog

Balrog (flux-only)

r-band limit (mag)

1.8

2.0

2.2

C
sa

m
p

le

i-band limit (mag)
1.6

1.8

2.0

2.2

C
sa

m
p

le

20.0 20.5 21.0 21.5 22.0 22.5

z-band limit (mag)

1.6

1.8

2.0

2.2

C
sa

m
p

le

Figure 10. Estimates of the magnification bias Csample from
boosted detection efficiency in samples defined with a flux mag-
nitude limit (shown in the x-axis). The BALROG estimates (red)
use the magnified runs, in which a 2% magnification is applied to
every input object and the entire image processing is rerun. The
data estimate (blue) applies the same magnification to galaxy mag-
nitudes from the Y6 Gold sample and re-applies the same selection
function. Finally, we show a BALROG-based flux-only estimate for
comparison. In all cases, the error for each magnitude-limited sam-
ple is obtained via a jackknife estimate over 100 patches of the foot-
print.

As mentioned before, the contribution from magnification
is the result of two separate and competing effects: an in-
crease in the observed area element that decreases the ob-
served number density of galaxies, and an enhancement in
the detection efficiency of faint galaxies that increases the
observed number density. With these effects, the observed
local density fluctuation is given by

δmag
g = (Csample + Carea) δκ , (8)

where Csample is the factor associated to the boost in detec-
tion efficiency and Carea is the factor related to the decrease
in number density. We can set Carea ≡ −2 given the terms
encapsulates a known geometric effect (Elvin-Poole & Mac-
Crann et al. 2023) whereas Csample depends on the exact def-
inition of the sample selection function. To linear order, it
can be estimated as the numerical derivative

Csampleδκ =
Nδκ −N0

N0
, (9)

where Nδκ is the number of objects, whose properties have
been impacted by magnification δκ, that pass the sample se-
lection function. Then N0 is the number of objects, without
any magnification, that pass the selection function.

To estimate Csample, we run a magnified variant of BAL-
ROG for 2000 tiles (1, 000 deg2), or 20% of the full DES Y6
footprint, where each variant tile has the exact same injec-
tions (including the same positions on the sky) as in the fidu-
cial version but now with a 2% increase in the flux and area
of all injected objects, corresponding to magnification due to
a lensing convergence of δκ = 0.01. Given a galaxy sample
with a specific selection function, we can calculate Csample

from Equation (9), with Nδκ measured on the magnified runs
and N0 measured on the fiducial runs. An approximate es-
timate of this method can also be made using a “flux-only”
method where one takes the fiducial catalog, then increases
the measured flux by 2% and applies the selection function of
interest. This method will only trace a subset of the selection
effects captured by the BALROG-based estimate.

In Figure 10 we show estimates of Csample, where the se-
lection function is just a simple magnitude threshold in a
given photometric band. We make three different estimates,
using two samples and two techniques. In all cases, we only
use galaxies that pass the Y6 Gold selection and the star-
galaxy selection; our selection function therefore includes
a magnitude limit and a star-galaxy selection. We estimate
Csample using the fiducial and magnified BALROG samples,
which contain the full impact of magnification on all mea-
sured properties of a galaxy. We then also perform a flux-
only of magnification using the fiducial BALROG catalog and
then also using the data catalog. In all cases, the error is ob-
tained by performing a jackknife estimate over 100 patches
of the footprint.

We present all three estimates in Figure 10. Overall,
the BALROG magnification estimates are consistent with the
BALROG flux-only estimates, with some discrepancies at the
faint end for redder bands. This can occur because the flux-
only estimate will not account for all impacts of magnifica-
tion of the selection function. Next, the data flux-only es-
timate is generally similar to, but statistically distinct from,
the BALROG flux-only estimate. While the BALROG data is
largely representative of the real data, differences in the dis-
tribution of object properties between the two samples will
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band BALROG Y6 GOLD

g 24.14+0.21
−0.19 24.16+0.11

−0.09

r 23.82+0.20
−0.17 23.84+0.11

−0.09

i 23.26+0.20
−0.18 23.28+0.11

−0.09

z 22.61+0.21
−0.20 22.62+0.12

−0.10

Table 1. The magnitude limit for extended objects with 9.5 <
flux/flux err < 10.5 in a given band, computed using FITVD

quantities from the BALROG synthetic data and the Y6 Gold data.
The limits estimates from the two samples are consistent at the 2-
3% level. The BALROG estimate is noisier as the sample contains
fewer objects relative to Y6 Gold. See text for details on the calcu-
lation.

cause differences in the estimates of Csample. Figure 10
shows that such differences are at the few percent level for
most of the datapoints. The main magnification estimates in
DES Y6 find that such BALROG–data differences are sub-
dominant to the uncertainties of the Csample estimates (Leg-
nani et al. in prep.).

5.3. Depth estimates

In Figure 3 (and Section 4.1.1) we show the detection effi-
ciency for galaxies of different brightness, in different bands.
We have motivated above how this efficiency, especially as a
function of the object’s true properties, is relevant for many
science cases in DES Y6; with the redshift estimation (Sec-
tion 5.1) and magnification estimates (Section 5.2) being two
pertinent examples. It is also useful to quantify the raw com-
pleteness of the general purpose catalog. In DES Y3 this was
done through a variety of techniques, one of which was to
cross-match objects from the DES deep fields with the same
object in the wide-field data (which is shallower) and com-
pute a detection efficiency accordingly. This was accompa-
nied by a BALROG-derived estimate as well. The latter is a
purer test as we have exact control on the objects being in-
jected into the data, but retain the realism of the DES dataset
by injecting into real images. Similarly, in DES Y6, the BAL-
ROG dataset presented here is used to characterize the exact
detection efficiency of the survey data; particularly the mag-
nitude limit, per band, at which a galaxy is detected 90% of
the time.

In Table 1 we present an estimate of survey depth, using the
Y6 BALROG and Y6 Gold samples, for sources with S/N =
10. This is computed through the following process: (1) se-
lecting all objects with 9.5 < flux/flux err < 10.5 in
a given band, and with EXT MASH = 4 so that we select
only extended objects (2) computing the mean magnitude in
pixels of map with NSIDE = 256, and (3) computing the
median and 16/84% percentile values of this magnitude over
the footprint. The magnitude limits for the two samples are
consistent at the 2-3% level, which is significantly smaller
than the variation of this limit across the sky.

5.4. Large-scale survey systematics

Observations of the galaxy number density field, and in
particular of the spatial correlations in this field, are sensi-
tive to many cosmological processes (Peebles 1980) and have
been used to extract constraints on parameters (e.g., Gil-
Marı́n et al. 2015; Alam et al. 2017, 2021; DES Collaboration
2022). As a result, they have been extensively used in the
DES Y1 and Y3 analyses (DES Collaboration 2018, 2022).
A critical part of such analyses is the characterization, and
subsequent correction, of spatial correlations in the field that
arise from non-cosmological sources, such as the observing
conditions of the survey. For example, we have shown in Fig-
ure 1 that the number of detected galaxies (either in BALROG

or the Y6 Gold data) is lower near the east and west edges of
the DES footprint, where the stellar density is higher. This
causes a spatial correlation in the number density that does
not originate from any cosmological process.

Such non-cosmological correlations can be corrected by
assigning weights to the galaxies, where the weights are de-
termined using the survey property maps (see Section 4.1.3)
in conjunction with a variety of data-driven methods (e.g.,
Rodrı́guez-Monroy et al. 2022). BALROG provides a pow-
erful test dataset for the robustness of these methods. The
synthetic sources in BALROG are injected on a uniform grid
(see Section 3.2). Under ideal conditions with no systematic
effects, the number density of synthetic sources will have no
correlation with that of the real sources in the data. However,
observational effects will necessarily generate correlations
between the two samples, as both samples are impacted by
the presence of such observational effects in the real images.
Vice-versa, if these non-cosmological correlations are com-
pletely corrected for, then there will be no spatial correlations
between the two samples. Thus, BALROG can provide a vital
estimate of the residual systematics in the galaxy correlation
measurements. Such a test was performed in DES Y3 and
was one aspect of the lens sample validations (Rodrı́guez-
Monroy et al. 2022, see their Section 8.5 and Figure 12).
The same validation in Y6 will be significantly more precise
given the factor of 5 increase in area covered by BALROG

and a factor of 12 increase in number of usable synthetic lens
galaxies.

6. SUMMARY AND CONCLUSION

Photometric surveys are powerful tools for studying as-
trophysics and cosmology across many epochs and scales.
In this work, we present the synthetic source catalogs used
to characterize the DES Y6 image processing pipelines and
the resulting galaxy samples derived from the catalogs. The
synthetic sources are injected into real CCD images from
DES Y6, and the entire processing pipeline is rerun on these
source-injected images. This work is a supporting analysis
for the main DES Y6 cosmology efforts. The BALROG cata-
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log from DES Y6 is also currently the largest synthetic cata-
log at this fidelity level, and enables new science cases. We
list our main results/findings below:

• BALROG in DES Y6 now provides synthetic sources
for the entire ∼5000 deg2 footprint of the survey,
which both increases the number of injections over Y3
(from ≈ 25 million to 146 million) and also enables
more precise analyses of area-dependent effects, as we
point out below.

• A “tiered” injection scheme for the synthetic sources
greatly increases the size of the BALROG sample rele-
vant for the cosmology analysis, while still injecting a
large/representative sample of sources. For source and
lens samples, we find increases of 300% and 1200%,
respectively (Figure 2).

• The synthetic sample is representative of the data (Fig-
ure 4) and accurately captures the correlation between
galaxy properties and observing conditions of the sur-
vey (Figure 5 and 11). The latter is not constructed by
hand, and instead manifests directly from the complex-
ities of the real images that BALROG injects synthetic
sources into.

• Through BALROG, we show the DES Y6 image pro-
cessing pipeline can recover the mean photometry (av-
eraged over many detections) at the percent level (Fig-
ure 6 and 7), with deviations for the faintest objects
and reddest bands that is consistent with Malmquist
bias and potential background subtraction biases from
SOURCEEXTRACTOR.

• The photometric accuracy is similar for stars, which
have a much simpler morphology than galaxies, with a
slightly better accuracy in general (Figure 12 and 13).

• The star-galaxy classification of the general purpose
FITVD catalog, and of the two source samples and two
lens samples, is found to limit stellar contamination to
the percent level or lower over the magnitude range of
interest (Figure 9).

This work has focused on the use-cases of BALROG that
are particularly relevant for the DES Y6 cosmology analy-
sis. There are also other use-cases beyond those discussed
above: for example, BALROG in DES has been used to study
the impact of unresolved sources and background subtrac-
tion (Eckert et al. 2020), to learn the distribution of observed
properties as a function of survey conditions, to improve pre-
cision measurements of Milky Way substructure etc.

SSI has become a critical tool to robustly characterize
and use data from surveys. In the upcoming decade, the
Vera C. Rubin Observatory’s Legacy Survey of Space and

Time (LSST) will observe over 20,000 deg2 of the sky, and
will achieve higher precision in photometric and morpholog-
ical measurements. SSI pipelines, similar to the BALROG

pipeline used in this work, will therefore be necessary for
most survey tasks. The dataset presented in this work is the
largest synthetic source catalog built for a photometric survey
and therefore will prove a viable testing ground for how SSI
datasets can benefit/complement analyses with LSST data.
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APPENDIX

A. CORRELATIONS OF LENS GALAXIES WITH
SURVEY PROPERTIES: MAGLIM++ & REDMAGIC

In Section 4.1.3 we detail the correlations between the
number of detected/selected galaxies and the survey prop-
erty maps; see that Section for more details. An important
finding was that the correlations seen in BALROG were con-
sistent with those measured in the data (except in two cases
where we a priori expect disagreement due to cosmological
correlations). We now repeat this measurement for the two
lens sample used in DES Y6: MAGLIM++ and REDMAGIC.

Figure 11 repeats the test of Figure 5 but now using these
two lens samples. Note that these samples are a significantly
smaller subset of the main Y6 Gold catalog and therefore
more sparsely cover the survey footprint. For this reason,
we use NSIDE = 128 when generating maps for the corre-
lations. In general, we find that the galaxy–survey property
correlations are consistent between BALROG and the data, for
both MAGLIM++ and REDMAGIC. The main outliers are the
thermal SZ map and the background offset map, where the
difference between the correlations — quantified as a χ2 met-
ric — exhibits χ2/Ndof ≫ 1. This difference is expected, as
we discussed in Section 4.1.3. We have also repeated this test
for the galaxies in each tomographic bin of the MAGLIM++
sample (Figure not shown) and find the same qualitative con-
clusions within each bin. The MAGLIM++ sample used in
Figure 11 has a redshift range of 0.2 < z < 1.05.

This test is more analogous to the work of Kong et al.
(2024) — when compared to our analysis of Y6 Gold in Sec-
tion 5 — given their work tested the selection of luminous
red galaxies (LRGs), which is a color-based selection. The
MAGLIM++ sample is primarily a magnitude-based selec-
tion, with minor color selections to reduce stellar contamina-
tion, while the REDMAGIC sample is a color-based selection
of LRGs. Even after using samples with such selections, we
find that the galaxy–survey property correlations are consis-
tent between the real data and the BALROG synthetic sample.
This further corroborates the findings of Kong et al. (2024),
where the main differences of the galaxy–extinction correla-
tions between the real and synthetic samples were found in
the northern Galactic cap (i.e. not in the sky region encom-
passing the DES data).

B. PHOTOMETRIC PERFORMANCE OF THE STAR
SAMPLE

The main body of our work focuses on validating the syn-
thetic galaxy sample, and testing the accuracy of the image
processing pipeline in measuring the properties of galaxies.
However, a vast variety of science performed with the DES
data use star catalogs (e.g., Bechtol et al. 2015; Shipp et al.

2018; Pieres et al. 2020). To aid such science targets, we
now explicitly validate the performance of the Y6 processing
pipeline in recovering the properties of stars. We stress one
notable difference between the validation in our work in com-
parison to that done in E22; the latter performed this test us-
ing simple, simulated point-sources as the injected star sam-
ple whereas we injected actual measurements of stars from
the DES Y3 deep-field catalog (Hartley & Choi et al. 2021).
This deep-field sample is determined using the photometric
classifier built in Y3, which provides a > 95% pure star sam-
ple down to the 24th magnitude in the i-band (see their Figure
15).

Figure 12 shows the difference in recovered magnitudes
compared to the injected magnitude ∆magδ as a function of
injected magnitude for the griz bands. We show the summary
statistics of the bias as done in Figure 6. The results are gen-
erally similar to that discussed in Figure 6: the pipeline is
accurate at the few millimag level for brighter objects, and
shows larger biases, at the tens of millimag, for fainter ob-
jects. The effects of Malmquist bias and potentially incor-
rect background subtraction in SOURCEEXTRACTOR, as dis-
cussed in Section 4.2 for the galaxy sample, can explain the
slightly negative biases found in this analysis as well. Note
that we show the FITVD PSF magnitudes, which are photo-
metric measurements that use the PSF for the functional form
of the light profile and are therefore optimized for studying
point sources. We still how the standard FITVD measure-
ments on the x-axis to facilitate easy comparison with Figure
6.

In comparison with the analysis done on the galaxy sample
(section 4.2), we find that the deviations in recovered magni-
tude of the stellar sample has a scatter that is on average half
of that measured in the galaxy sample, across the full magni-
tude range (see Table 2). This is expected because the galaxy
sample contains injected objects with a wide variety of mor-
phologies, compared to the purer stellar injections we study
here, and also because the galaxy samples could be more eas-
ily affected by residual light from nearby sources, given they
are more extended objects than their stellar counterparts.

In Figure 13, we plot the difference in measured and input
g− r, r− i, and i− z color as a function of input color. The
contours and summary statistics are calculated the same way
as with the magnitudes mentioned above (and first discussed
in Figure 6), except now we use narrowed magnitude bins, of
size 100 millimag for g−r and r−i, and 50 millimag for i−z.
We continue to use only objects with signal-to-noise greater
than 5. For the three color definitions we study, the accuracy
of the recovered colors is consistently below 10 millimag for
most of the color range. For the redder colors (right-end of
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Magnitude Galaxies (mmag) Stars (mmag)
g r i z g r i z

17.0 - 17.25 -8 (31) -4 (22) -4 (18) -3 (18) — — — —
17.25 - 17.5 -12 (31) -12 (23) -7 (19) -2 (18) — — — —
17.5 - 17.75 -27 (31) -9 (23) -2 (19) -2 (20) — — — —
17.75 - 18.0 -8 (30) -9 (23) -5 (21) -1 (22) — — — —
18.0 - 18.25 -6 (30) -6 (24) -4 (22) -1 (23) -23 (21) -9 (19) -3 (14) 0.5 (12)
18.25 - 18.5 -12 (32) -6 (25) -3 (23) -0.6 (24) -10 (27) -8 (19) -2 (15) 1 (13)
18.5 - 18.75 -9 (30) -7 (26) -3 (25) 0.7 (27) -23 (28) -0.1 (19) -2 (15) 3 (13)
18.75 - 19.0 -12 (32) -8 (27) -2 (26) 0.1 (28) -0.9 (28) -1 (18) 1 (15) 1 (14)
19.0 - 19.25 -7 (32) -6 (28) -2 (28) 0.9 (31) -7 (28) -7 (21) -0.2 (16) 3 (14)
19.25 - 19.5 -12 (33) -7 (29) -3 (30) 2 (34) -3 (27) -4 (19) -0.1 (16) 3 (15)
19.5 - 19.75 -11 (34) -6 (31) -1 (32) 3 (37) -20 (29) -6 (21) -0.7 (17) 3 (17)
19.75 - 20.0 -12 (35) -7 (33) -0.7 (36) 4 (41) -14 (28) -4 (20) -0.2 (17) 3 (18)
20.0 - 20.25 -13 (37) -6 (34) 0.1 (39) 6 (47) -18 (30) -4 (22) -0.1 (18) 4 (19)
20.25 - 20.5 -11 (38) -6 (37) 0.6 (43) 7 (52) -17 (30) -3 (21) 0.2 (19) 5 (21)
20.5 - 20.75 -14 (40) -5 (41) 1 (48) 8 (59) -17 (30) -4 (23) 1 (21) 6 (24)
20.75 - 21.0 -13 (43) -5 (45) 2 (53) 9 (66) -20 (31) -5 (24) 0.2 (22) 7 (27)
21.0 - 21.25 -14 (45) -4 (50) 3 (59) 9 (73) -18 (33) -5 (25) 1 (24) 9 (31)
21.25 - 21.5 -14 (49) -4 (55) 2 (66) 11 (84) -16 (33) -5 (26) 4 (26) 10 (36)
21.5 - 21.75 -14 (53) -4 (61) 3 (74) 13 (95) -13 (34) -4 (28) 5 (30) 13 (44)
21.75 - 22.0 -14 (59) -4 (69) 5 (83) 17 (110) -16 (36) -4 (31) 6 (35) 16 (52)
22.0 - 22.25 -15 (66) -2 (77) 8 (94) 23 (127) -16 (37) -0.8 (34) 11 (39) 21 (63)
22.25 - 22.5 -15 (73) -0.8 (87) 13 (107) 32 (148) -15 (40) -0.6 (39) 14 (47) 27 (76)
22.5 - 22.75 -15 (83) 2 (98) 20 (123) 42 (175) -12 (45) 3 (44) 19 (56) 31 (95)
22.75 - 23.0 -14 (94) 8 (113) 29 (143) 51 (207) -13 (50) 6 (51) 25 (67) 38 (114)
23.0 - 23.25 -12 (108) 15 (130) 39 (168) 58 (246) -10 (57) 10 (62) 30 (83) 47 (140)
23.25 - 23.5 -7 (124) 24 (150) 47 (199) 56 (291) -8 (68) 15 (73) 40 (102) 55 (177)
23.5 - 23.75 -1 (144) 33 (176) 48 (237) 33 (340) -6 (82) 22 (90) 50 (130) 59 (223)
23.75 - 24.0 6 (168) 38 (207) 30 (278) -19 (386) -4 (98) 29 (110) 63 (158) 58 (271)
24.0 - 24.25 11 (198) 28 (245) -21 (322) -113 (423) -1 (119) 42 (135) 74 (197) 31 (316)
24.25 - 24.5 6 (233) -12 (291) -117 (360) -250 (440) 6 (145) 51 (169) 77 (241) -36 (346)
24.5 - 24.75 -13 (279) -93 (339) -252 (384) -404 (429) 13 (180) 67 (205) 67 (285) -176 (367)
24.75 - 25.0 -51 (333) -210 (380) -402 (387) -543 (395) 25 (221) 82 (253) 3 (329) -331 (371)

Table 2. The median difference between the true and measured magnitudes as shown in Figure 6 and 12, in units of millimags. The numbers
in the brackets show the standard deviation of the differences, shown as black bars in the aforementioned figures. Our synthetic star sample
contains too few objects below m < 18 so we do not tabulate the bias there.

all panels), the median bias grows to the 5% level for g − r
alone. We find no evidence for chromatic effects in the bias
as the behavior is consistent across all three color definitions.

C. TABULATION OF PHOTOMETRIC ACCURACY

Table 2 presents the photometric accuracy, in the griz
bands, as presented in Figure 6 and 12. We show the me-
dian magnitude difference (in millimag) and scatter on this
difference (also in millimag) in the brackets. The latter is
computed by measuring the 68% range and taking the scatter
to be half the width of this interval.



28 ANBAJAGANE, TABBUTT, BEAS-GONZALEZ & YANNY

1.1 1.2 1.3
airmass i

0.95

1.00

1.05

1.10

n
ga

l/
〈n

ga
l〉

Maglim++

Balrog

3.0 3.5
fwhm i [pix]

0.95

1.00

1.05

23.5 24.0
maglim i

1.00

1.05

50 60

skyvar i [e−/pix]

0.8

0.9

1.0

1.1

2500 5000

nGaia
stars [deg−2]

0.8

0.9

1.0

1.1

−1 0 1

cirrus i [µJy/arcsec2]

0.8

0.9

1.0

n
ga

l/
〈n

ga
l〉

0.00 0.25

thermal SZ [10−5]

0.9

1.0

0.0 0.1
E(B-V)

0.8

1.0

21.25 21.50 21.75
WISE depth

1.0

1.1

−0.3 −0.2 −0.1

bkg. offset [e−/pix]

0.5

1.0

1.1 1.2 1.3
airmass i

0.95

1.00

1.05

1.10

n
ga

l/
〈n

ga
l〉

RedMaGiC

Balrog

3.0 3.5
fwhm i [pix]

0.95

1.00

1.05

23.5 24.0
maglim i

0.9

1.0

1.1

50 60

skyvar i [e−/pix]

0.90

0.95

1.00

1.05

2500 5000

nGaia
stars [deg−2]

0.90

0.95

1.00

1.05

−1 0 1

cirrus i [µJy/arcsec2]

0.9

1.0

n
ga

l/
〈n

ga
l〉

0.00 0.25

thermal SZ [10−5]

0.95

1.00

1.05

1.10

0.0 0.1
E(B-V)

0.95

1.00

1.05

1.10

21.50 21.75
WISE depth

0.95

1.00

1.05

−0.3 −0.2 −0.1

bkg. offset [e−/pix]

0.6

0.8

1.0

Figure 11. The trend in number density fluctuations N/⟨N⟩ as a function of various survey observing properties for the Balrog (red) and
data (yellow) samples. Analogous to Figure 5 but now for the MAGLIM++ (top) and REDMAGIC (bottom) sample. We use NSIDE = 128
as this is a smaller sample than the Gold catalog used in Figure 5 and so covers the footprint in a more sparse manner. The χ2 between the
measurements on data and BALROG (for either lens sample) exhibits χ2/Ndof ≫ 1 only for the thermal SZ and the background offset, as seen
previously. For the correlation of the REDMAGIC samples with stellar density appears more discrepant but is still consistent within 2σ. We
show results for the Redmagic high-luminosity sample, but note that the high-density samples show consistent behavior as well.
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Figure 12. Similar to Figure 6 but for the star sample. We compute the differences for the FITVD psf magnitudes (instead of the standard
model fits) as these are more relevant for stellar studies. The features are all broadly similar to those found in Figure 6, and a detailed numerical
comparison is shown in Table 2.

Figure 13. Similar to Figure 12 but for the FITVD g − r, r − i, and i− z colors.


