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We present an end-to-end workflow for superconducting qubit readout that embeds co-designed
Neural Networks (NNs) into the Quantum Instrumentation Control Kit (QICK). Capitalizing on the
custom firmware and software of the QICK platform, which is built on Xilinx RFSoC FPGAs, we
aim to leverage machine learning (ML) to address critical challenges in qubit readout accuracy and
scalability. The workflow utilizes the hls4ml package and employs quantization-aware training to
translate ML models into hardware-efficient FPGA implementations via user-friendly Python APIs.
We experimentally demonstrate the design, optimization, and integration of an ML algorithm for
single transmon qubit readout, achieving 96% single-shot fidelity with a latency of 32ns and less
than 16% FPGA look-up table resource utilization. Our results offer the community an accessible
workflow to advance ML-driven readout and adaptive control in quantum information processing
applications.
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I. INTRODUCTION

Quantum technologies hold the promise to transform
a range of applications from computation and communi-
cation to sensing. Realizing these quantum advantages,
however, requires scaling from current small-scale proto-
types to large-scale quantum processors with increasingly
complex qubit arrays. As the number of qubits grows,
so does the need for a commensurately scalable and effi-
cient classical co-processing infrastructure. The software,
firmware, and hardware responsible for controlling and
reading out the quantum states must not only support
the expanding qubit counts but also maintain the high
fidelity and low latency critical for successful quantum
operations.

Superconducting (SC) qubits have emerged as a lead-
ing platform for building large-scale quantum processors
[1]. The rapid progress is thanks to the scalability of the
lithographically fabricated superconducting circuits, the
instrumentation ecosystem available at the operating fre-
quencies of SC qubits, and advances in cryogenic systems
to reach the millikelvin temperatures required for their
quantum operation. Noisy Intermediate-Scale Quantum
(NISQ) devices with more than a hundred qubits are
now in operation, showing significant progress towards
computational quantum advantages [2-4]. As these de-
vices increase in complexity, there is a growing need for
integrated control and readout solutions that combine
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functionality, flexibility, ease of deployment, and cost-
effectiveness.

Recent developments in Radio Frequency System-on-
Chip (RFSoC) technologies are accelerating this effort [5—
8]. By combining the capabilities of Field-Programmable
Gate Arrays (FPGAs) with RF data converters, RFSoC-
based systems provide real-time signal generation via
direct digital synthesis in the microwave domain, effi-
cient readout via fast analog-to-digital conversion, and
low-latency signal processing. In particular, the Quan-
tum Instrumentation Control Kit (QICK) [5, 9] has seen
growing adoption among laboratories developing super-
conducting qubits, as well as other experimental plat-
forms.

In parallel to this hardware development, there is a
crucial need to integrate the classical and quantum hard-
ware with a robust and scalable software stack. Software
challenges include device calibration and tune-up, mul-
tiplexed readout, and fast adaptive control. These chal-
lenges span both classical and quantum control in the
presence of noise, crosstalk, and other errors. For future
fault-tolerant quantum machines, fast, high-fidelity mea-
surements across large systems and real-time, low-latency
adaptive feedback control are essential [10, 11].

The rise of machine learning (ML) tools in classic com-
puting provides a powerful toolset to develop adaptive,
heuristic algorithms for qubit readout and control. In
particular, ML can be used in readout to account for
effects that are difficult to compute analytically, such as
non-linear behaviors in the time-evolution of signal traces
including noise, multi-qubit correlations and crosstalk,
and the evolution of the system dynamics over time due
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FIG. 1. Overview of the QICK and hls4ml workflow.

to external effects [12-16]. Ultimately, an active learn-
ing ML approach can provide a path to high-fidelity au-
tonomous and adaptive qubit readout control systems.
Toward this goal, it is important to develop a platform
for researchers to study, train, and deploy ML algo-
rithms, bringing together expertise in quantum systems,
machine learning, and readout electronics that meet the
constraints of state-of-the-art experiments.

In this paper, we present an open-source workflow
based on QICK and hls4ml to advance ML-based quan-
tum control. The open-source hls4ml package [17, 18]
enables users to translate ML models into low-level logic
descriptions using High-Level Synthesis tools through ac-
cessible Python APIs. This allows for algorithm and ex-
periment design without requiring detailed firmware de-
velopment knowledge for FPGAs. Specifically, hls4ml
supports the optimization of neural network designs in
hardware with techniques such as quantization-aware
training [19] and pruning [20], which minimize hardware
resources and latency by tuning high-level parameters.

We demonstrate an ML-based qubit readout algorithm
on QICK, integrating a neural network designed through
hls4ml. This includes developing and deploying an end-
to-end workflow for ML-based superconducting qubit
readout and providing open-source tools for others to use
in their research. Our initial demonstration focuses on
the readout of a single superconducting transmon qubit.
The ML implementation achieves a single-shot readout
fidelity of 96% with a latency of 32 ns and the maximum
FPGA resource usage of Look-Up Tables (LUTSs) of 16%.
The open-source end-to-end workflow for designing and
integrating NN models into QICK is illustrated in Fig-
ure 1. The code is made publicly available at Ref. [21].

This paper is organized as follows. In Section 2, we
describe the setup for the superconducting qubit system
under study, visualize the readout data, and describe
non-ML-based readout methods. In Section 3, we detail
the NN model training and optimization with hls4ml
for the available resources within the QICK readout sys-

tem. Section 4 describes the integration of the hls4ml
neural network intellectual property (IP) block with the
QICK firmware and hardware. We conclude in Section
5, describing the results of this study and what future
capabilities this will enable.

II. SUPERCONDUCTING QUBIT READOUT
A. Background

In superconducting (SC) qubits, quantum information
is encoded as excitations of electromagnetic resonances
formed by SC circuit elements. The transmon qubit [22],
a workhorse in contemporary SC quantum processors,
can be described as an anharmonic microwave resonator,
where the SC Josephson junction provides the anhar-
monicity. The computational basis of the transmon con-
sists of its two lowest energy levels, denoted as |0) and
|1), which correspond to zero and one excitation (mi-
crowave photon) in the transmon, respectively. The an-
harmonicity of the transmon ensures unequal level spac-
ing, enabling coherent control within the computational
subspace using resonant microwave pulses.

The quantum state of a transmon qubit is measured by
coupling the transmon to a linear microwave resonator
[23, 24]. The dispersive interaction between the read-
out resonator and the qubit induces a frequency shift in
the resonator that depends on the qubit state. Conse-
quently, the qubit states can be distinguished by probing
the readout resonator at a frequency near its resonance
and monitoring the transmitted or reflected quadrature
signals. In a typical projective measurement, the quan-
tum state collapses into one of the basis states, and the
readout produces a single binary outcome.

Scaling SC quantum processors toward fault-tolerant
operation and quantum error correction requires high-
fidelity single-shot readout with minimal measurement
duration. Achieving this fidelity depends on several de-
sign considerations that influence the distinguishability
of the qubit states |0) and |1) [23]. These factors include
the linewidth of the readout resonator, the magnitude
of the dispersive shift, noise from downstream amplifiers,
and the number of photons collected during the measure-
ment. The latter is determined by the integration time
and the readout power.

B. Control and readout hardware

The experiments in this work are conducted on a fre-
quency tunable multi-transmon device, as described in
[25]. The hardware setup for qubit control and read-
out is illustrated in Fig. 2. The ML-based qubit read-
out is performed on a single qubit of frequency w, =
21 x 4.50 GHz, with all other qubits far-detuned in fre-
quency and effectively decoupled. The corresponding
readout resonator has frequency w, = 27 X 6.32 GHz,
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FIG. 2. Experimental setup. The Xilinx RFSoC ZCU216
runs on custom QICK firmware and software for qubit con-
trol and readout. The qubit readout and drive pulses are
combined before entering the fridge; the flux pulse is used for
qubit cooling. The readout signal is amplified before being
digitalized by the ADC.

and linewidth k, = 27 x 1.5 MHz from its coupling to
the readout transmission line. The qubit-resonator cou-
pling is g = 27 x 65 MHz, giving a qubit-state-dependent
dispersive shift of 2y = 0.4 MHz. At the operating fre-
quency, the transmon qubit has a relaxation time of
T1 = 32 us, and a dephasing time T3 = 1.7 us.

The Xilinx ZCU216 RFSoC evaluation board is run-
ning a modified version of the QICK firmware with an
integrated ML classifier. We utilize a mixer-free setup
without any external local oscillators [9]: The microwave
pulses for qubit control and readout are directly syn-
thesized with the ZCU216’s 6.88 GS/s digital to analog
converters (DACs). rly, the readout signal from the SC
qubit device is directly digitized by the ZCU216’s analog
to digital converters (ADCs) running at 6.88 GS/s and
demodulated on the FPGA to generate the time-series
quadrature signals I(t) and Q(t).

C. Single-shot qubit readout

To characterize the readout fidelity, we first prepare
the transmon qubit in the computational basis of ground
state |0) and excited state |1).

In our device, the transmon qubit has an excited state
population of approximately 6% at thermal equilibrium
due to coupling to environmental noise. To reduce state
preparation error from the thermal population, we per-
form a cooling step at the beginning of each experiment
which utilizes the readout resonator as a dissipative cold
reservoir. By applying an AC signal of frequency w, —wq
on the flux control line to modulate the transmon fre-
quency, the transmon parametrically couples to the res-
onator and relaxes towards a lower excited state pop-
ulation [25]. Here, we use a flux modulation pulse of
duration 2.3 ps, and an amplitude that modulates the
qubit frequency by approximately +36 MHz. This corre-
sponds to an effective resonant qubit-resonator coupling
of geg = 27 x 0.65 MHz. The modulation pulse, with
a frequency at the qubit-resonator detuning of approxi-

mately 1.8 GHz, is generated using a separate DAC chan-
nel on the QICK-controlled ZCU216. With the cooling
sequence, we prepare the qubit ground state with less
than 1.6% thermal population, limited by the thermal
population in the readout resonator.repare the excited
state, we first perform the cooling step and then apply a
resonant microwave m-pulse at the qubit frequency with
a Gaussian width ¢ = 46 ns and total length 40. The 7-
pulse error is < 0.4%, characterized by measuring qubit
population after applying repeated w-pulses.

Immediately following the initial state preparation, we
send a 2.5 us square-shaped readout pulse to the readout
resonator. After interacting with the coupled resonator-
qubit system, the readout pulse returned to the ZCU216
and is digitized by the ADC to a discrete-time series
of quadrature values {I,,,@,}, where n labels the dis-
crete time steps. In our QICK setup, the readout pulse
length of 2.5 us corresponds to 770 ADC clock cycles, i.e.
n = {1,...,770}. The experiment is repeated with a cy-
cling period of 100 us to collect statistics. For the labeled
training data, we used 500,000 shots each for qubits pre-
pared in |0) and |1). In the standard QICK firmware,
the time series can either be saved in the on-board mem-
ory for offline processing, or time-averaged in real-time
and saved as average values for each readout {I,Q}. Ad-
ditionally, the time-averaged values can be compared to
a pre-configured threshold in real-time on the FPGA to
yield a binary output and be used as logic input for con-
ditional qubit control. In our current implementation of
ML-based readout, the time-series {I,,,Q,} is streamed
to the NN classifier block on the FPGA and the NN
prediction outputs are saved in the programmable logic
block memories (BRAM), as shown in Fig. 2.

D. Readout Fidelity from threshold methods

Figure 3(a) shows representative single-shot readout
data and the time-series I/Q trajectories averaged over
all training shots. The trajectories for states |0) and |1)
separate within the first 100 clock cycles (approximately
325 ns), limited by the linewidth of the resonator. Be-
yond this initial period, the photon number in the res-
onator stabilizes, resulting in a near-constant separation
between the average |0) and |1) trajectories.

We plot the time-averaged readout signal in the 1/Q
plane in Fig. 3(b), revealing two distinct Gaussian-like
distributions. A simple threshold can be applied to the
time-averaged 1/Q signal to predict the qubit state and
quantify readout fidelity. By projecting the I/Q signal
along the axis connecting the average values of the |0)
and |1) state distributions, we generate the histogram
shown in Fig. 3(c), with the optimal threshold indicated
by the gray dashed line.

The single-shot readout fidelity is defined as F =1 —
1(P(0]1) 4+ P(1]0)). Here, P(0[1) is the probability of
a qubit prepared in the excited state being misclassified
as the ground state, and P(1]0) is the probability of the



a.

2000 g
:‘é‘
=]
g of i
<
e

-2000 |- — 0

1
1 1 1 1 1 1 1
0 100 200 300 400 500 600 700
Time (ADC clock cycle)

b. C.

200 B 200
= =
=] =]
Q  of 19 o
< <
o o

-200 B -200

1 1 1
-200 0 200
|- ADC unit
FIG. 3. Typical single shot readout signal. The readout

phase is adjusted to optimize the signal in @ quadrature.
(a) Single-shot readout trajectory and averaged readout tra-
jectory. (b)(c) Time-averaged single-shot readout signal in
the I-Q plane and its histogram (showing 5000 shots for bet-
ter visibility). The gray dashed line represents the readout
threshold for optimized readout fidelity.

reverse classification error.

Using the full readout data (770 clock cycles), the
thresholding (TH) method yields a single-shot fidelity of
F = 95.80 &+ 0.03%, with P(0[]1) ~ 6.05 + 0.04% and
P(1|0) = 2.34+0.02%. Error bars represent the standard
error of the mean, based on the training dataset size. The
distinguishability of the qubit states is initially limited by
the resonator bandwidth, and diminishes at longer times
due to qubit relaxation. Therefore, a weighted time aver-
age of the I/Q signal can enhance performance when the
threshold is applied. Using the optimal weights given by
the matched-filter (MF) method [26] with the full read-
out window, we obtain F = 95.76 & 0.03%, comparable
to the simple thresholding (TH) method.

The observed single-shot infidelity results from several
factors, including residual thermal population, qubit re-
laxation, and signal-to-noise ratio (SNR) of the amplifier
chain. Residual thermal population (= 1.6%) contributes
to errors in both P(0[1) and P(1]0). Additionally, qubit
relaxation during the readout window (737 decay) ac-
counts for ~ 4% contribution to P(0|1). These effects
are evident in the histogram as asymmetric tails of the
Gaussian distributions. The remaining infidelity (< 1%)
arises from finite SNR in the readout amplifier chain and
potential readout-induced qubit transitions not captured
by Ty decay. Higher readout fidelity can be achieved by
employing quantum-limited amplifiers to enhance SNR
[27], incorporating Purcell filters to reduce qubit relax-
ation and allow faster readout [28, 29], and optimizing

readout pulse shaping to minimize state-changing errors
and readout duration [30].

To utilize the data more efficiently and reduce the
size of the neural network (NN) classifier, we analyze
the readout fidelity with truncated single-shot data, lim-
iting the readout window to 400 clock cycles start-
ing at different locations within the readout period, as
shown in Fig.7. Using the threshold (TH) method, we
achieve an optimized fidelity of F = 96.04 + 0.03% with
P(0]1) = 5.56 + 0.04% and P(1]0) ~ 2.35 £ 0.02% when
truncating the window to [100,500] clock cycles. The
matched-filter (MF) method yields a comparable fidelity
of F = 96.01 + 0.03% for the same truncation window.
A detailed discussion of truncation window optimization
for the NN method is provided in Sec.III B.

III. NEURAL NETWORK MODEL CO-DESIGN
A. Design strategy

The primary objective of the neural network model is
to facilitate efficient and accurate qubit readout within
the firmware design pipeline. Recently, various neu-
ral network architectures have found direct applications
with transmon qubit systems. Recurrent neural net-
works (RNNs), designed for sequential data, have been
utilized to infer individual quantum trajectories of a su-
perconducting qubit’s evolution [31, 32]. Autoencoders
are used for superconducting qubits by pretraining on
qubit readout signals to extract relevant features, which
are then used for enhanced classification performance in
a supervised manner [33]. For direct qubit state classifi-
cation, convolutional neural networks (CNNs) and mul-
tilayer perceptrons (MLPs) have been proposed due to
their simplicity and ability to mitigate cross-talk effects
in multi-qubit configurations [34], [35].

In line with previous comparisons between NN mod-
els [34, 35], we found that different types of neural net-
work architectures perform similarly for the qubit clas-
sification problem, with MLPs having a slight edge in
classification accuracy. Beyond accuracy, the choice of
NN architecture is highly constrained by the system re-
quirements, available FPGA resources, and strict latency
constraints. Co-design of the algorithm is a Pareto op-
timization between algorithm fidelity and NN resources
and latency. Dense MLPs, due to their straightforward
design, often require fewer computational resources than
more complex architectures like RNNs, CNNs, or au-
toencoders. Considering these factors, we selected an
MLP for binary classification to distinguish between the
ground and excited states of qubits. The model’s sim-
plicity ensures effective integration into the QICK system
without overwhelming computational resources.

To that end, we start with a simple 2-layer MLP neu-
ral network architecture as illustrated in Fig. 4. We have
explored other MLP and CNN architectures, including
more and less hidden layers, and we find a 2-layer ar-
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chitecture is sufficient for this task. The optimal archi-
tecture may be different for other tasks such as different
experimental setups or multiple qubits. To demonstrate
our general co-design principles to minimize FPGA re-
sources while maximizing fidelity performance, we focus
on the following:

e Hyperparameter design space exploration: Reduc-
ing the overall network size, i.e. weights and com-
putations, through hyperparameter design space
exploration — this includes optimizing the readout
window start time and size and the number of neu-
rons in the hidden layers.

e Hardware optimization: Quantization of the NN
through quantization-aware training (QAT) meth-
ods — the resources of the NN approximately scale
quadratically with the precision of the operations
and embedding quantization into the training pro-
cess with QAT often yields an overall lower pre-
cision model. Further hardware optimization can
be done at the implementation level by tuning the
amount of parallelization of the model computa-
tions in hardware. For such low-latency applica-
tions, we generally try to “unroll” (parallelize) the
computations as much as is allowed while balancing

FPGA resources.

The model consists of dense and batch normalization
layers. A batch normalization layer is valuable for such
an architecture given the bit width of inputs and the
use of fixed-point calculations in quantized neural net-
works to optimize FPGA resources — described in more
detail below. Among other benefits of batch normaliza-
tion, scaling the logits prevents computational overflows.
We utilized the Adam optimizer [36] and a binary cross-
entropy loss function for optimization, and processed the
network’s output with a sigmoid function to produce a
probability distribution over the classes. We employed
gradient descent with a learning rate of 10~4. Each train-
ing iteration was completed in approximately 29 seconds
on NVIDIA A100 GPU.

To design the NN classifier, we adopt hls4ml [17, 18],
an open-source software framework that bridges the gap
between high-level machine learning models and low-
level hardware implementation. hls4ml converts ma-
chine learning algorithms, especially neural networks,
from frameworks like TensorFlow or PyTorch into hard-
ware descriptions in C++ for high-level synthesis (HLS)
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FIG. 5. Analysis of NN with four hidden neurons performance
as a function of the starting time of the readout window (in
clock cycles) on the x axis and the size of the readout window
on the y axis. The z axis is the fidelity of the model.

tools such as AMD/Xilinx Vivado HLS [37]. In partic-
ular, we will use the QKeras [38] front-end that inter-
faces with hls4ml in order to perform QAT. The hls4ml
tool generates a dataflow architecture on FPGA, which is
well-suited for neural network computations’ parallel and
pipelined nature. In this architecture, each neural net-
work layer can be implemented as a separate hardware
module, and data moves sequentially from one module
(layer) to the next with minimum buffering. This allows
for continuous data processing and minimizes latency.

B. Hyperparameter Design Space Exploration

Figure 5 shows the fidelity of an optimized neural net-
work with four hidden neurons (hn) using varying read-
out window sizes and starting locations. The smallest
window size is 50 clock cycles (CLK) and increments by
50 CLKs up to 700 CLKs, followed by an evaluation
on the full readout window. This process is repeated
for starting locations, beginning at 0 CLK and increas-
ing in 50 CLK increments up to 350. The results in-
dicate that starting the readout window later generally
improves performance, especially with smaller window
sizes. However, this improvement plateaus at around
100-150 CLKs. Similarly, larger windows lead to bet-
ter performance, though the benefits diminish beyond
approximately 400 CLKs. Based on these findings, we
focus on a starting location of 100 CLKs, as it provides
high fidelity with the smallest effective window size (400
CLKs). We repeated this design space exploration for the
second NN version with 64 hidden neurons, as well as for
thresholding and matched filtering methods, observing
similar trends as shown in Figure 5.

Figure 6 presents the design space exploration of both
2-layer NN variants, comparing their performance based
on the number of trainable parameters and test fidelity
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across different readout window sizes. All results are
based on data starting at 100 CLKs. The exploration
includes window sizes starting from 350 CLKs and in-
creasing in 50 CLK increments, up to 650 CLKs. As
seen in Figure 5, the most critical features for state dis-
crimination appear after the first 100 ADC clock cycles.
Therefore, we exclude the first 100 ADC units in our
exploration. The graph indicates that test accuracy im-
proves with the number of parameters, reaching a peak
at a readout window size of 400 CLKs, beyond which ad-
ditional parameters provide minimal improvement. Both
NN variants show similar performance within this range,
demonstrating that smaller NNs can achieve the same fi-
delity as larger architectures, making them more efficient.
This may suggest that the smaller NN is less prone to
overparameterization and overfitting, making it a more
efficient choice for state discrimination and FPGA inte-
gration.

Figure 7 illustrates how fidelity varies as we change
the starting position of the 400-CLK readout window of
the 2-layer NN with 4 hidden neurons, thresholding, and
match filtering methods. All methods show a similar
trend: fidelity initially increases with the readout start
window location, peaks around the 100-150 ADC clock
cycle mark, and then gradually declines. This is con-
sistent with the time it takes to populate the readout
resonator, seen previously in the average trajectory data
in Fig. 3. When the readout window starts too late,
the decrease in fidelity can be associated with qubit T3
decay. The NN method generally has a slightly higher
fidelity than the TH and MF methods across most loca-
tions. Both methods achieve the highest fidelity when the
readout window begins around 100 ADC CLKs. Moving
forward, we will focus on a 400 CLK readout window
starting at 100 CLKSs.
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C. Hardware optimization

A co-design approach is taken to optimize neural net-
works for FPGA implementation. Typically, all param-
eters and data are represented using fixed-point preci-
sion, as opposed to the standard 32-bit floating-point
notation used during the training and evaluation phases.
For FPGA deployment, all data is quantized to fixed-
point, which results in some level of performance degra-
dation compared to floating-point notation. To address
this, we employ quantization aware training (QAT). This
approach helps improve the accuracy of the quantized
models on FPGAs by simulating quantization during the
training process [39, 40]. Neural networks learn to oper-
ate within the constraints of lower precision (e.g., 8-bit
integers). The benefits of QAT are two-fold: it mini-
mizes the accuracy loss due to quantization and signif-
icantly reduces model size, making it easier to deploy
on devices with limited memory and hardware resources.
Quantized models can achieve faster inference times due
to the reduced computational complexity of arithmetic
operations, which are crucial for real-time processing ap-
plications. All parameters and activations are quantized
using uniform symmetric quantization. Data from the
ADC units are fed directly to the network as 14-bit un-
signed integers.

In future work, normalizing the ADC data should be
studied for robustness against drifts in the readout signal.
We explore different quantization schemes to evaluate the
impact of precision on fidelity. The two NN models we
tested have 800x 64 x 1 and 800 x4 x 1 parameters, and we
explore their performance when using full precision (32-
bit floating-point) and reduced precision, including 6-bit
fixed-point, 3-bit fixed-point, and ternary (2-bit) repre-
sentations. Both models show stable performance using
32-bit floating point (32FP). 6-bit and 3-bit quantiza-
tion shows a slight drop compared to 32FP, but remains
close. Ternary quantization performance, restricted to
—1, 0, or 1, is similar to 6-bit and 3-bit performance
for this single quibit classification task. All quantization



schemes followed the same pattern as 32FP, peaking at
100 CLKs around 96% fidelity, then declining at the same
rate. We opt to proceed with the 800 x 4 x 1 NN using
ternary weights to minimize both hardware footprint anc
latency.

With a resource-optimized neural network implemen-
tation, we can fully parallelize the hardware implementa-
tion by unrolling the matrix multiplications. This enables
us to minimize the computational latency of the ternary
neural network. We can tune the FPGA resources of the
neural network in hls4ml by configuring this paralleliza-
tion factor, but we choose to fully unroll the hardware
implementation for the lowest latency. After synthesis
we find the hardware implementation takes 10 clock cy-
cles in total — 8 clock cycles for the computation itsel
and 2 clock cycles to store the results in BRAM. Witk
a 3.22ns clock cycle, the total latency is 32ns. The ¢
clock cycles is driven by the multiplication latency anc
the number of hidden layers in the neural network.

IV. MODEL INTEGRATION: QICK+hls4ml
A. QICK firmware

The QICK system adopts a software-based approach in
which users can access the system remotely using Jupyter
notebooks. QICK includes, in addition to software appli-
cations, Processing System (PS) and Programmable Logic
(PL), as shown in Fig. 2. The PS in the AMD/Xilinx
UltraScale+ device integrates a Zynq system and DDR4
memory, while Linux OS runs on the multicore ARM pro-
cessor. QICK uses PYNQ software libraries and drivers
to simplify the software-firmware interaction and, in par-
ticular, provides the PL with an easy solution for direct
memory access (DMA). The firmware on the PL inte-
grates Readout and Signal Generator blocks, which are
controlled by the timed processor (tProc). The tProc
implements custom instructions to produce, for example,
pulses to control and readout qubits via the Signal Gen-
erator blocks. In QICK, data flows between firmware
components and software applications through the AXT7
Interconnect, which is also the backbone for integrating
our NN classifier IP.

B. Neural network classifier integration

Our NN classifier IP follows the loosely coupled model
for hardware accelerators [41]. A tightly coupled accel-
erator would be designed and integrated closely with the
tProc, increasing its complexity, sharing its caches, and
possibly stalling the computation. Meanwhile, loosely
coupled accelerators can be designed separately, easily
maintained, and independently integrated. They operate
on larger data sets and alternate coarse-grain computa-
tion with data transfer phases. In QICK, we integrated
the IP as a device managed with Linux device drivers

running on the processing system’s ARM cores. To in-
terface the classifier with the rest of the QICK system, we
encapsulated the hls4ml-generated NN implementation

AXl4-Lite =+ + config

Vivado™ HLS
AXI-Stream
No-protocol port

(simple signal)

HLS-inferred
reset and clock ports

= + in

trigger '

ap_rst_n
ap_clk

out + |[ BRAM-Ctrl

NN_axi

FIG. 8. The interface of the NN classifier as a Vivado IP
integrated into the QICK firmware. AXI interfaces configure
and stream readout data; a BRAM interface connects the IP
with an external buffer on the programmable logic.

C. 1IP interface

Figure 8 shows the interface of the top-level wrapper
(NN_axi) and NN classifier synthesized with AMD /Xilinx
Vivado HLS as an IP for the integration in the QICK
Vivado project. Four main ports are explicitly defined in
the wrapper specifications for HLS:

e Port config receives the configuration information
from the software via memory-mapped registers,
which are bundled together in the AXI4-Lite proto-
col. For example, the user can configure the read-
out window offset and scaling factor at runtime.

e Port in receives input data from the QICK Read-
out block as a discrete-time series of quadrature
values (I, Q). The series is defined as a 32-bit
wide stream and uses the AXI-Stream (AXIS) pro-
tocol with no TREADY or TLAST side-channel signals.
Each 32-bit word packs two 14-bit I and Q val-
ues with four bits of zero padding. Typically, with
an AXIS protocol, the TREADY signal allows the re-
ceiver to control the pace of the data transfer, indi-
cating to the transmitter when it is ready to accept
more data (i.e., backpressure). In QICK, the lack
of backpressure towards the Readout block means
that the receiver must always be ready to accept
data.

e Port out transfers the classifier output logit val-
ues to a memory buffer on the programmable logic
block memories (BRAM). The buffer size is 128KB,
which allows the storage of 16,384 consecutive pre-
dictions. The BRAMs are mapped to the main
memory via AXI4-Lite and function as high-speed,
local memory within the PL, allowing the NN to
save the prediction in a buffer with minimum de-
lay. The AXI4-Lite interface provides a communi-
cation link between the software running on the
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FIG. 9. Waveforms at the classifier IP interface for a single readout.

RFSoC processor and the BRAMSs, enabling ac-
cess to the prediction results at a lower throughput.
The BRAMs on the PL and their corresponding re-
gions in the main memory operate independently,
with the PL logic directly managing the data in the
BRAMSs, while the AXI4-Lite interface allows the
processor to interact with this data in a controlled
manner following a loosely coupled paradigm.

e Port trigger receives the trigger signal from the
tProc that controls the classifier execution. No
HLS-generated protocol is specified for this port,
and the associated signal is used directly in the con-
trol logic of the IP.

Vivado HLS automatically infers additional ports for
clock and reset signals and adds them to the final IP
interface, as shown in Figure 8.

D. Behavior and Timing

The classifier IP execution has four phases: configura-
tion, data loading, NN computation, and storage of the
prediction results. First, the software application config-
ures the accelerator via memory-mapped registers. Read-
out data is then streamed over an AXI-stream interface
during the loading phase and transferred to the IP’s pri-
vate local memory. The NN prediction results are saved
locally to BRAM in the PL and finally transferred to the
system’s main memory through an AXI4-Lite interface.

Figure 9 shows the behavior of the classifier as wave-
forms at the IP interface for a single readout trace. The
clock period is 3.25 ns. After a pulse of the trigger
signal, the classifier loads the input data from the in
channel, which has a data lane (in-TDATA) that is 32-bits
wide to pack two 14-bit I and Q values. Data constantly
stream from the ADC to the readout block and into
the classifier; thus the valid signal (in_TVALID) is mostly
high. Since the classifier IP does not push back, the ready

signal (in_TREADY) is only shown as a reference. The user
can configure an additional delay (the readout_offset)
counted in clock cycles from the rising edge of the trig-
ger pulse. The duration of the load phase in clock cycles
is the window_size of the trained neural network. The
inference_latency depends on the complexity of the
neural network, and varies between 5 and 20 clock cycles
for the different NN models we tested. Finally, the IP
takes two more clock cycles (on_chip_store_latency) to
store the inference results locally in the programmable
logic in BRAMs through a simple memory interface out.

E. Software API and Usage

We defined a comprehensive Python API that runs on
the RFSoC processor and interacts with the NN classi-
fier integrated with the rest of QICK system on the pro-
grammable logic. These functions enable users to reset,
configure, and retrieve predictions from the classifier, as
well as debug and inspect the classifier’s internal state.

Once the bitstream is loaded on the FPGA, the first
function to be called is reset_classifier. This func-
tion ensures that the classifier is in a clean state by re-
setting its configuration and state registers. Depending
on the needs of the application, a deep reset may be per-
formed to zero out specific memory locations, providing
a fresh start for subsequent operations. The parameters
index_lo and index hi allow for selective resetting of a
range of memory indices.

After resetting, the classifier is configured using the
configure_classifier function. This step involves set-
ting parameters such as the readout_offset or the
scaling factor, which define the operational character-
istics of the classifier. Additionally, the debug parameter
can be set to true to enable detailed logging of the con-
figuration process, aiding in debugging and fine-tuning.

After the initial state preparation, we use a QICK pro-
gram that runs on the tProc and sends a square-shaped



MEMORY RESOURCES

COMPUTATIONAL RESOURCES

FF BRAM LUT DSP
ZCU216 850,560 1,080 425,280 4,272
QICK 89,783 (10.56%) 309 (28.61%) 60,057 (14.12%) 481 (11.26%)

QICK+NN 124,152 (14.60%) 341 (31.57%) 126,726 (29.80%) 481 (11.26%)

NN +4.04%

+2.96%

+15.60% +0.00%

TABLE I. Overall FPGA resources available on Zynq UltraScale+ RFSoC ZCU216 and resource utilization for QICK and its
ML-enhanced version. The memory resources are flip-flops (FF) and block RAMs (BRAM); the computational resources are

look-up tables (LUT) and data-signal processors (DSP).

readout pulse to the readout resonator. The ADC digi-
tizes the returned readout signal to a discrete-time series
of quadrature values I,,, @, that feeds our classifier. At
this point, to monitor the classifier’s performance, the
get_classifier_prediction_count function returns the
total number of predictions made by the classifier. This
count starts at zero upon initialization or after a reset,
providing a clear indication of how many pulses have been
sent and predictions have been processed.

The get_classifier prediction functions allow
users to retrieve the classifier’s output for a specific index
or a range of indices. These outputs are returned as tu-
ples containing logits for the ground and excited states,
which can be further analyzed or used in subsequent pro-
cessing stages.

Finally, to inspect the classifier’s internal state, the
print_classifier buffer function prints the contents
of the classifier’s buffer for a specified range of indices.
This is particularly useful for verifying that the classifier
has processed the data correctly and can be an essential
tool for debugging.

F. Performance and Implementation

In summary, our final implementation of the NN model
performs single-qubit state discrimination with a readout
pulse length of 500 clock cycles (1.6 us). Using an ADC
offset of 100 clock cycles, the last 400 clock cycles of
the readout signal are streamed to the NN block. The
NN takes 8 clock cycles to perform the inference and
an additional 2 clock cycles to store the inference result
in a memory buffer, corresponding to a total latency of
10 clock cycles (32ns) following the end of the readout
window.

With the NN integrated readout, we performed
500,000 single-shot readout experiments for both the
ground- and excited-state readouts. To directly assess
the NN discriminator’s performance, we record both the
NN predicted outputs and the raw time-series I/Q data
for each single-shot experiment. The NN state discrim-
inator resulted in a readout fidelity of F = 96%, com-
parable to the performance of the simple thresholding or
matched filter methods over the same readout window.
For a single-qubit system, we expect similar performance
and will now be able to deploy this end-to-end flow in

more complex and dynamic systems — discussed in more
detail in Section V.

Table I shows the resource requirements for implement-
ing the model in FPGA. Over the columns, we report
the memory resources as flip-flops (FF), basic memory
elements used to store binary data, and Block RAMs,
dedicated memory blocks that can store up to 36 kilobits
on the programmable logic; the computational resources
are look-up tables (LUT), configurable logic blocks used
for implementing logic functions, and digital signal pro-
cessors (DSPs), specialized hardware units for efficient
computation of operations like multiplications and addi-
tions. The row denoted by ZCU216 shows the overall
resources available on the chip of our target development
board (Zynq UltraScale+ RFSoC ZCU216). The second
row shows the resources required by the QICK platform,
while the third row details the combined resources for
the QICK plus the NN IP; in both cases, we report the
absolute value and the percentage of usage for each re-
source (in parentheses). Finally, the last row indicates
the overhead of the NN IP alone. The NN IP requires
additional resources of 4.04% for FFs, 2.96% for BRAMs,
and 15.6% for LUTs. Finally, in terms of performance,
once the readout data has been loaded, the algorithm
latency is ten clock cycles: eight cycles for the NN infer-
ence and two cycles to store the results in the external
BRAMSs.

V. SUMMARY AND OUTLOOK

This study introduces a comprehensive workflow for
enhancing the readout of superconducting qubits by in-
corporating co-designed NN into the QICK hardware
platform. Using hls4ml to efficiently co-design NNs on
programmable logic, the workflow addresses critical chal-
lenges such as improving accuracy, reducing latency, and
preserving quantum states during readout. The NN algo-
rithm is optimized using ternary quantization and par-
allelization methods to run with a low latency of 32ns
following the qubit readout process, consuming less than
16% of the FPGA look-up table resources and less for
other resources. Performance evaluations show that this
approach achieves fidelity comparable to conventional
techniques like thresholding and matched filtering for sin-
gle qubit readout. This open-source framework demon-



strates the feasibility of NN-based readout for supercon-
ducting qubits. It provides a valuable tool for researchers
to explore innovative quantum computing methodologies
that integrate machine learning with high-level synthesis
for efficient hardware deployment.

There are increasingly more studies on embedded, real-
time, ML-based qubit readout such as in Ref [12, 42, 43].
However, the experiments from which the data come and,
thus, the algorithmic approaches, optimization, and im-
plementation vary. To make direct comparisons of dif-
ferent approaches and new methods as they are devel-
oped, it is valuable, as a community, to have publicly
available benchmarks, including common datasets and
reproducible results. To that end, we have made our
dataset available on Zenodo [44] and the code to repro-
duce the algorithm training and implementation available
at Ref [21]. We hope that this will be useful for future
studies and encourage more datasets and benchmarks to
be made available as systems grow in complexity.

One near-term upcoming for our platform for user ex-
perimentation is to integrate output of the NN block into
the conditional logic of QICK to run readout experiments
including real-time ML feedback control. This will also
be updated and included in our publicly available code
repository.

There are several directions of exploration that follow-
on directly from this work towards realizing the ultimate
goal of an adaptive and continuously optimized readout
system. For example, model-based readout [45] and rein-
forcement learning methods [46] are promising for contin-
uous and autonomous qubit readout. This could be in-
tegrated directly with the QICK and hls4ml platforms.
While our demonstration algorithm uses a straightfor-
ward dense neural network architecture, there is sig-
nificant potential for developing more performant and
resource-optimized algorithms in hardware using addi-
tional codesign methods such as pruning [20] or other
efficient architectures amenable to time-series data [47].
Relatedly, developing robust algorithms to changing in-
strument conditions [48] can also aid in improved con-
tinuous learning. These directions of exploration are es-
pecially valuable as readout systems grow in complexity
for multi-qubit systems, and ML approaches are already
proving to be powerful [12-15].

In the longer term, we plan to deploy the control and
readout logic in the cryostat as a more scalable solution
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for quantum computers with many thousands of qubits.
Placing an SoC that integrates programmable logic as
embedded FPGAs in a cryostat for quantum readout is
motivated by the need to minimize thermal noise, en-
hance signal integrity, and reduce latency. The close
proximity of the logic to the qubits within the cryostat
minimizes signal loss and noise introduction, leading to
a more accurate and reliable quantum readout. Addi-
tionally, the reduced latency in signal processing is es-
sential for real-time quantum error correction and feed-
back, where even minor delays can impact system perfor-
mance. Integrating classical control hardware with quan-
tum hardware in the same cryogenic environment also
simplifies system design, improves efficiency, and sup-
ports scalability as quantum computing systems become
more complex [49, 50].
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