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10, 08930 Barcelona, Spain

49Department of Physics and Astronomy, Sejong University, 209 Neungdong-ro, Gwangjin-gu,
Seoul 05006, Republic of Korea

50Centre for Astrophysics & Supercomputing, Swinburne University of Technology, P.O. Box
218, Hawthorn, VIC 3122, Australia

51School of Mathematics and Physics, University of Queensland, Brisbane, QLD 4072, Aus-
tralia

52CIEMAT, Avenida Complutense 40, E-28040 Madrid, Spain
53Max Planck Institute for Extraterrestrial Physics, Gießenbachstraße 1, 85748 Garching,
Germany

54Department of Physics, University of Michigan, 450 Church Street, Ann Arbor, MI 48109,
USA

E-mail: xinyi.chen@yale.edu, zhejied@sjtu.edu.cn, epaillas@arizona.edu

Abstract. Reconstruction of the baryon acoustic oscillation (BAO) signal has been a stan-
dard procedure in BAO analyses over the past decade and has helped to improve the BAO
parameter precision by a factor of ∼2 on average. The Dark Energy Spectroscopic Instru-
ment (DESI) BAO analysis for the first year (DR1) data uses the “standard” reconstruction
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framework, in which the displacement field is estimated from the observed density field by
solving the linearized continuity equation in redshift space, and galaxy and random positions
are shifted in order to partially remove non-linearities. There are several approaches to solv-
ing for the displacement field in real survey data, including the multigrid (MG), iterative Fast
Fourier Transform (iFFT), and iterative Fast Fourier Transform particle (iFFTP) algorithms.
In this work, we analyze these algorithms and compare them with various metrics includ-
ing two-point statistics and the displacement itself using realistic DESI mocks. We focus on
three representative DESI samples, the emission line galaxies (ELG), quasars (QSO), and the
bright galaxy sample (BGS), which cover the extreme redshifts and number densities, and
potential wide-angle effects. We conclude that the MG and iFFT algorithms agree within
0.4% in post-reconstruction power spectrum on BAO scales with the RecSym convention,
which does not remove large-scale redshift space distortions (RSDs), in all three tracers. The
RecSym convention appears to be less sensitive to displacement errors than the RecIso
convention, which attempts to remove large-scale RSDs. However, iFFTP deviates from the
first two; thus, we recommend against using iFFTP without further development. In addi-
tion, we provide the optimal settings for reconstruction for five years of DESI observation.
The analyses presented in this work pave the way for DESI DR1 analysis as well as future
BAO analyses.
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1 Introduction

Sound waves in the baryon-photon fluid of the early universe leave an imprint in the matter
clustering with a characteristic length scale that can be observed at low redshift with large
galaxy surveys. This characteristic scale can be precisely measured by cosmic microwave
background (CMB) experiments. Using this scale as a standard ruler, the baryon acoustic
oscillation (BAO) technique is one of the most established approaches to measuring the
expansion history of the Universe and to constrain the acceleration of the cosmic expansion.
The BAO feature was first detected by the Sloan Digital Sky Survey (SDSS [1]) and 2dF
Galaxy Redshift Survey (2dFGRS [2]). After that and over the last two decades, BAO
parameter methodology has been developed [e.g. 3, 4] and the parameters have been measured
via spectroscopic surveys of galaxies and quasars, such as 6dFGRS [5], SDSS-III Baryon
Oscillation Spectroscopic Survey (BOSS [6–9]), WiggleZ [10], and SDSS-IV extended Baryon
Oscillation Spectroscopic Survey (eBOSS [11–16]). The measurements from eBOSS have
achieved 1% precision in the BAO parameters at low redshift (z < 1). There have also
been measurements at higher redshift (2 < z < 4) from Lyman-α forests from spectroscopic
surveys in BOSS and eBOSS [e.g. 17]. Measurements of BAO have also been obtained from
imaging surveys, such as the dark energy survey (DES [18]).

These measurements of the observed size of the BAO combined with measurements
of the physical scale of BAO from CMB or big-bang nucleosynthesis (BBN) experiments
allow us to constrain the Hubble parameter H(z) and in turn the nature of the accelerated
expansion – whether it takes the simplest form of the cosmological constant Λ, or evolves over
time. Before Stage-IV surveys, the measurements have been consistent with a constant dark
energy. More precise measurements are needed to distinguish different dark energy models,
and that leads to the development of Stage-IV spectroscopic surveys, which aim to measure
the BAO at sub-percent precision, among other science goals.

The Dark Energy Spectroscopic Instrument (DESI [19–36]), a Stage-IV spectroscopic
survey, is an ongoing five-year survey of 14,000 deg2 of the sky, the largest spectroscopic
experiment to date optimized to measure BAO (as well as growth rate). Before the DESI
DR1 results, the measurement using the early DESI data [28, 29] analyzing the luminous red
galaxy (LRG) sample had already reached 1% level precision [37]. Earlier this year, DESI
just released an average of 0.5% measurement of BAO parameters from its DR1 galaxy and
quasar data [32]. The cosmological analysis using DESI DR1 BAO measurements tenta-
tively suggests a time-evolving dark energy model [35]. More data and even more precise
measurements are needed to confirm this finding.

One of the most significant sources of degradation of the BAO measurement precision
is the gravitational nonlinear evolution. Bulk flows (on scales ∼20 Mpc/h) and the gravi-
tational collapse of large clusters in the late-time universe broaden and shift the BAO peak
in the two-point correlation function and equivalently suppress the oscillations in the power
spectrum, thus reducing the precision of the BAO parameter measurement [38]. Mitigating
such degradation can greatly improve the measurement. A procedure attempting to undo the
effect of gravity to restore the BAO peak, known as BAO reconstruction, was first proposed
in 2007 by [39], and has been applied in BAO analyses in the past decade. This technique
takes the observed galaxy density field to estimate the displacement field from the initial
distribution using a linearized form of the continuity equation. It uses this displacement field
to undo the smearing of the BAO feature, and thereby improves the accuracy of the BAO
technique. We refer to this approach as the “standard” reconstruction method, to distinguish
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it from techniques that were proposed later (an incomplete list of new algorithms include [e.g.
40–46]). Reconstruction using the standard method has become a default procedure in BAO
analysis since its first application in galaxy redshift surveys in 2012 by [47] and has helped
to increase the BAO measurement precision by a factor of ∼2 on average from the past BAO
measurements [e.g. 6, 13, 47, 48]. Reconstruction is also assumed in the forecasts of future
BAO surveys.

Real surveys have the changing line-of-sight direction, and complicated survey geome-
tries and redshift distributions, etc, so it is not straightforward to apply the standard re-
construction algorithm. The main problem an algorithm needs to handle is the changing
line-of-sight direction. The linearized redshift space continuity equation is more difficult to
solve when lines of sight are non-parallel. Before DESI, two algorithms attempting to handle
this problem had been employed in data. One is focused on solving the linearized redshift
space continuity equation for the displacement in configuration space, using the parallel GM-
RES algorithm [e.g. 47]. This technique was used in SDSS and BOSS. The other technique
attempts to solve the same equation in Fourier space. It iteratively removes redshift space
distortions (RSDs) by moving galaxies, thus iteratively estimating the linear, real space den-
sity and consequently the displacement with the use of Fast Fourier Transforms (hereafter
we refer to this algorithm as “iFFTP”). This algorithm was inspired by the iFFT algorithm
[49] discussed below. This technique was employed in the analyses of eBOSS [16, 50].

There are two other algorithms available that attempt to solve the linearized redshift
space continuity equation with changing lines of sight: (1) a multigrid (MG) method, which
also solves the differential equation in configuration space, but with an algorithm that con-
verges faster and a code that requires no external libraries, and (2) another iterative Fast
Fourier Transform technique (hereafter “iFFT”, [49]), which is the original version of the
iterative FFT technique. The difference between iFFT and iFFTP is that iFFT does not
move galaxies to remove RSDs at every iteration, but removes RSDs by updating potentials
iteratively. Thus, the state of the art remains with two campaigns of algorithms, solving the
linearized redshift space continuity equation in configuration space or in Fourier space. We
note that these algorithms all attempt to solve the same differential equation.

In this paper, we conduct a comprehensive analysis of three algorithms mentioned above,
MG, iFFT, and iFFTP, with a focus on the first two, in support of the DESI DR1 analysis.
We focus on testing the consistency of these methods in the context of the accuracy of the
BAO method. This is one of a series of supporting papers for the DESI 2024 BAO analysis.
This study will also serve for the applications of some nonstandard reconstruction algorithms
that will be applied in future DESI analysis and beyond. The implementation of these three
algorithms are available in DESI’s Github for reconstruction Pyrecon.1 The analysis in this
paper tests the algorithms as implemented in these codes.

In addition to analyzing the three reconstruction algorithms, we also present the optimal
settings for reconstruction before choosing the optimal smoothing scales, which is the most
important input parameter to the standard reconstruction algorithm and is presented in a
companion paper [51].

This paper is structured as follows. In Section 2 we review the procedure of the standard
reconstruction algorithm. Section 3 details the three reconstruction algorithms for solving

1https://github.com/cosmodesi/pyrecon, developed by A. de Mattia. The MG code is a re-adaptation
of the code at https://github.com/martinjameswhite/recon_code by M. White. The iFFT code is a new
implementation of the algorithm. The iFFTP code is a re-implementation of the code at https://github.

com/julianbautista/eboss_clustering/blob/master/python/recon.py by J. Bautista.

– 3 –

https://github.com/cosmodesi/pyrecon
https://github.com/martinjameswhite/recon_code
https://github.com/julianbautista/eboss_clustering/blob/master/python/recon.py
https://github.com/julianbautista/eboss_clustering/blob/master/python/recon.py


the linearized redshift space continuity equation with changing lines of sight, which are the
focus of this paper. We introduce DESI mocks used in this study in Section 4. The results
of optimal setup for conducting reconstruction is presented in Section 5. In Section 6, we
present results on algorithm comparison with various metrics. We discuss in Section 7 and
conclude in Section 8.

2 Review of standard reconstruction

Although we introduce the problem as solving the linearized continuity equation, in this
section, we temporarily use the language of Lagrangian perturbation theory (LPT) and
Zel’dovich approximation to connect to the majority of the literature on standard recon-
struction. We will compare the two in the next section.

As established in [38], the degradation of the acoustic feature is due to motions of matter
on relatively large scales relative to the initial positions. It is thus helpful to move the final
overdensities back to the initial location. In standard reconstruction, this is achieved by
estimating the displacements and moving galaxies as well as a set of randoms back to their
initial positions, thus retaining the late-time amplitude of fluctuations, while removing the
nonlinear motion of the overdensities. To estimate the displacement, one can consult LPT.
In LPT, the displacement maps the initial Lagrangian space positions q to the late-time,
Eulerian space positions x(q, t):

x(q, t) = q +Ψ(q, t). (2.1)

The displacement Ψ(q, t) is obtained by solving the Euler-Poisson system of equations. In the
following, we will omit the time dependence and focus on Ψ(q). The first-order solution is the
well-known Zel’dovich approximation [52], denoted as Ψ(1)(q). The standard reconstruction
estimates the Zel’dovich displacement using the measured late-time density field. It then
moves particles back by this displacement to form an estimate of the linear density field.
Hence, there are two main parts to the standard reconstruction framework:

1. Estimate the displacement field Ss
2

2. Transform the displacement vector field into the δrecon scalar density field

Below, we detail the steps involved in the standard reconstruction algorithm.

1. Distribute observed galaxies on a grid to form a density field δs(k) (subscript s de-
notes redshift space) and smooth the density field to remove small-scale clustering
that is dominated by noise and nonlinearity and therefore would break the first-order
approximation. We smooth the small-scale power with a Gaussian smoothing kernel
Σ(k) = exp[−k2R2/2], where R is the smoothing scale. This smoothing scale is an
input parameter to the algorithm and is determined empirically for different types of
tracers. For DESI DR1 analysis, the choices of smoothing scales range from 15 to 30
Mpc/h [32, 51].

2. Estimate the large-scale galaxy bias b and the linear growth rate f . In simulations at
the same time snapshot, f ≈ Ω0.55

m , where Ωm is taken to be the matter density at the

2We use symbols like S and Ss for the estimated displacements and Ψ, Ψ(1) etc. for the true displacement
solutions.
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redshift of this snapshot. In realistic mocks built from same time snapshot simulations,
the growth rate needs to be adjusted to account for the displacement differences in the
varying redshift.

3. Prepare a set of randoms, which has a number density at least the level of data. The
randoms are used to estimate the three-dimentional survey footprint and the redshift
distribution of targets for clustering measurements. For reconstruction, random parti-
cles will also be moved later to conserve large-scale power (i.e. retain a similar amplitude
of the power spectrum to the un-reconstructed field on large scales). Without doing
so, the large-scale power will be lost when only moving galaxies back to the original
positions.

4. Compute the displacement using the observed density by solving the linearized con-
tinuity equation in redshift space. In the literature, the standard reconstruction has
been more often studied and modeled by Zel’dovich approximation, and the target
displacement is an estimate of the Zel’dovich displacement.

Using the Zel’dovich approximation in real space ∇ ·Ψ(1)(q) = −δL(q), where δL(q) is
the linear density, and assuming the displacement is irrotational and hence has a scalar

potential ∇ϕ = Ψ(1), we can obtain in Fourier space Ψ̃
(1)

(k) = ikδ̃L(k)/k
2 (where

we use the˜notation to explicitly indicate Fourier-transformed quantities). In redshift
space, we can obtain the following estimate of the displacement in the plane-parallel
approximation

S̃(k) =
ik

k2
δ̃s(k)Σ(k)

b(1 + βµ2)
. (2.2)

Here, b is the linear galaxy bias, β = f/b, where f is the growth rate, and µ is the
cosine of the angle to the line of sight, µ = kz/k in the plane-parallel approximation,
taking ẑ to be the line-of-sight direction. We divide out the bias b and the large-scale
redshift space distortion (RSD) factor, the Kaiser term (1 + βµ2) [53], to approximate
the real space density. Small-scale redshift space distortions, the finger-of-God effects,
are not corrected in this formalism, although they are suppressed with the smoothing
kernel Σ(k).

Note that we use the observed late-time density field in Eulerian space in this step to
approximate the linear density field in Lagrangian space, which is what actually appears
in Zel’dovich approximation, i.e. δL(q) is in Lagrangian space. With a sufficiently large
smoothing scale, Eq. (2.2) is a good approximation to the Zel’dovich displacement,

S̃(k) ≈ Ψ̃
(1)

(k). The effects of approximating the Lagrangian density δ(q) by the
Eulerian density δ(x) are accounted for in the modeling of the post-reconstruction
two-point statistics as detailed in our companion paper on theoretical systematics [54].

The redshift space and real space displacements in configuration space are related by

Ss(q) = S(q) + f [S(q) · r̂]r̂, (2.3)

where r̂ is the line-of-sight direction. The displacement in the line-of-sight direction
has an extra factor of 1 + f . In the plane-parallel approximation, the redshift space
displacement is Ss(q) = S(q) + f [S(q) · ẑ]ẑ. When the line of sight is fixed, taking
the derivative along the line of sight in Fourier space we will obtain kz, which can be
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related to k and Kaiser approximation simply via µ. This point will be elaborated on
in the next section.

5. Move the galaxies by the displacement Ss and form a “displaced” density field, δdisplaced,gal.

6. The randoms are moved by an amount depending on different reconstruction conven-
tions [55, 56]:

• RecSym (if RSDs are not removed, i.e. symmetric treatment of galaxies and
randoms): move the randoms by Ss.

• RecIso (if RSDs are removed, i.e. isotropic reconstruction): move the randoms
by S.

We then form the “shifted” density field δshifted,ran.

7. The reconstructed density field is then δrecon = δdisplaced,gal − δshifted,ran. This is the
density field whose two-point statistics is then used for BAO measurements.

In real surveys, where lines of sight are not in one direction, the calculation of the
displacement (step 4) is more complicated. The algorithms reviewed in the next section
tackle this problem. The procedure of moving particles and randoms after obtaining the
displacement stays the same.

3 Reconstruction algorithms for changing lines of sight

In this paper, we make an important nomenclature change. While up to this point, the
standard reconstruction has been more often associated with estimating the Zel’dovich dis-
placement using Zel’dovich approximation equation in the literature, we refer to the problem
as solving the linearized continuity equation in redshift space and its solution as the linear
or first-order solution to the continuity equation. We use the Zel’dovich notation in the last
section to connect to the theory modeling the standard reconstruction, but we would like to
focus on using the continuity equation in this paper. The linearized continuity equation in
redshift space3 reads [57]

∇ ·Ψ(1) +
f

b
∇ · (Ψ(1) · r̂)r̂ = −δs

b
. (3.1)

The second term on the LHS accounts for redshift space distortions.
An important difference, as noted in step 4 in the last section, is that the density

in Zel’dovich approximation is in Lagrangian space, the derivatives are w.r.t Lagrangian
coordinates, and the resulting displacement is also in Lagrangian coordinates (in estimating
the displacement, we approximate the Lagrangian density by the Eulerian density). On
the contrary, the density, derivatives, and the displacement (Ψ(1)(x) to be explicit) in the
continuity equation are in Eulerian coordinates. Therefore, there are these subtle differences,
although the two coordinates can be transformed to one another beyond the linear order [e.g.
58]. At linear order, x = q, so the solution to the linearized continuity equation is the same
as Zel’dovich displacement on large scales, i.e. Ψ(1)(x) = Ψ(1)(q). Hence, we use the same
displacement symbol. Because the two solutions are very close, all the theory modeling of
the standard reconstruction is based on perturbation theory and Zel’dovich approximation.

3Note that this equation in [49] is missing a 1/b in the redshift space part.

– 6 –



The difference is that Zel’dovich approximation describes linear motions, where particles
move in straight lines. In the process of reconstruction, we are not solving for such dynamics;
we are simply solving for a displacement. So it is simpler to refer to the equation as the
(linearized) continuity equation and to the solution as the linear or first-order solution. As
mentioned above, on large scales, this solution is the same as the Zel’dovich displacement.
The gravitational nonlinear evolution that damps the BAO signal is on large scales, so it
is largely due to the Zel’dovich displacement. In an attempt to undo the effect of gravity,
standard reconstruction estimates a displacement to move objects back. The approximate
(due to starting from the Eulerian density) Zel’dovich displacement is straightforward to
obtain, and the community has adopted the approximate Zel’dovich displacement thus far.
However, what displacement is the best to move objects back for measuring BAO purposes is
still a question under exploration4. Considering the above, we drop the Zel’dovich notation
from now on, and only come back to it in the Discussion section.

Further on Eq. (3.1), similar to the Lagrangian displacement, at the first order, the
displacement in the continuity equation, Ψ(1), is also irrotational, so we can take ∇ϕ = Ψ(1),
where ϕ is the scalar potential of the displacement. Eq. (3.1) then becomes

∇2ϕ+
f

b
∇ · (∇ϕ · r̂)r̂ = −δs

b
. (3.2)

It is this equation that the following methods try to solve in various ways. In the plane-
parallel approximation, i.e. r̂ = ẑ, taking the derivative in Fourier space twice, we will arrive
at

ϕ̃(k) =
δ̃s(k)

k2b(1 + βµ2)
. (3.3)

Taking the gradient of the above gives back the solution for the displacement in the plane-
parallel approximation in the Zel’dovich context, Eq. (2.2). This shows that the solution to
the linearized continuity equation is the same as the Zel’dovich displacement on large scales
in the plane-parallel case.

The complication of applying reconstruction to survey data is in solving the displace-
ment when the plane-parallel approximation is not valid, i.e. lines of sight cannot be taken to
be all in the same direction. In preparation for DESI analyses, we closely compare three avail-
able algorithms that attempt to solve the problem: multigrid (MG), iterative FFT (iFFT),
and iterative FFT particle (iFFTP). These algorithms are presented in order in the subsec-
tions below. The MG algorithm has not been applied to survey data in the past5, except
that it was used in a BOSS×Planck analysis [62] (although a different algorithm to solve the
differential equation in configuration space other than MG has been applied to SDSS and
BOSS before [e.g. GMRES algorithm 47]). The iFFT algorithm has also not been applied to
survey data before. The iFFTP algorithm was used in the eBOSS analyses [16, 50]. Thus,
this paper analyzes two new codes and one previously applied. All three methods attempt
to solve the linearized continuity equation in redshift space.

4The best displacement to move objects back for general purposes might be less unclear. The full displace-
ment might serve for other physics problems. The question is then how to estimate the full displacement,
which is beyond the scope of the current paper.

5Contemporaneously with the DESI DR1 BAO analysis, the MG code is also used for velocity reconstruction
in the kinematic Sunyaev-Zel’dovich studies in [59–61].
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3.1 Multigrid (MG)

The MG method is a general numerical analysis algorithm to solve differential equations
[63]. Traditional single grid solvers, such as the Jacobi method or the Gauss-Siedel method,
reduce the high-frequency errors rapidly, but are slow at reducing the low frequency errors.
The MG algorithm accelerates the convergence by transferring between coarse and fine grids
through implementing a solver as the smoother, such that the low-frequency components can
be interpolated and become high-frequency ones whose errors can be efficiently reduced by
the solver. For our application of the MG method in reconstruction, we use the damped
Jacobi method as the smoother (and in the final step, the solver). The Gauss-Siedel method
is in principle also applicable, but it is harder to parallelize than the Jacobi method.

In this MG algorithm, we use the most simple “V-cycle” multigrid. We conduct a few
iterations of damped Jacobi on the original fine grid, move to the first-level coarse grid, and
perform a few iterations of damped Jacobi at the coarser grid. We keep moving to the next-
level coarse grid until reaching the coarsest grid (we reach the coarsest grid when the grid
size becomes odd and has divided by 3, 5, or 7 once)6. Then we move back to the original
fine grid one level at a time, and we perform linear interpolation at each level. We perform
a few more iterations of damped Jacobi after reaching the original fine grid. This transfer
between fine and coarse grids can be repeated a few times (each time is one V-cycle) until
convergence. Besides moving the low-frequency part to a coarse grid to expedite convergence,
when the grid becomes coarser, its size also becomes smaller, and the corresponding linear
equation is then faster to solve.

We use the Jacobi algorithm to solve for ϕ from Eq. (3.2) with a linear equation of the
form Aϕ = δs, with periodic boundary conditions. The derivation of matrix A on a grid is
detailed in Appendix A. The MG algorithm solves an updated equation with the residual
associated with the last iteration of Jacobi at the last-level coarse grid, and the residual
becomes the source term: A′∆ϕ′ = r′, where r′ is the restricted residual (smaller size than
that of the residual r) and residual r = δs − AϕJacobi. The A′ matrix is also restricted to
be of a smaller size than A. After solving ∆ϕ′ with the coarse grid, we have a new potential
ϕ′
Jacobi,new = ϕ′

Jacobi +∆ϕ′, where ϕ′
Jacobi is the restricted solution potential at the last-level

coarse grid, a new residual r′new = δs−Aϕ′
Jacobi,new, and a new equation A′′∆ϕ′′ = r′′ for the

next level coarse grid. Here, the double primes denote restricted matrices. Moving from the
coarsest grid back to the original fine grid (prolongation) is achieved via linear interpolation
with periodic boundary conditions. We have three input parameters as encoded in Pyrecon:
the damping factor for Jacobi, the number of iterations for damped Jacobi, and the number
of iterations for the V-cycle. Our default setting is Jacobi damping factor equals to 0.4,
number of iterations of Jacobi equals to 5, and number of iterations of V-cycle equals to 6;
increasing the number of iterations does not result in material changes in the power spectrum
as tested in Appendix B. Figure 18 shows the small changes with varying parameters. We
use the default settings throughout this study.

Once we obtain the potential from multigrid, the (real space) displacement is computed
by finite differences on the grid, e.g. Eq. (A.2),

Sx,MG = ∇xϕ ≈ ϕi+1,j,k − ϕi−1,j,k

2h
, (3.4)

6We can construct MG schemes without the power of 2 restriction, but here we use this simplest algorithm.
Developing the code to allow for more flexible prime factorization would make it more efficient.
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where h is the grid resolution. The displacement in the ŷ and ẑ directions are similar. Finally,
the redshift space displacement is obtained by following Eq. (2.3).

3.2 Iterative FFT (iFFT)

The iFFT reconstruction algorithm solves the partial differential equation of the potential ϕ
in Fourier space utilizing the Fast Fourier Transform technique. However, solving in Fourier
space is not simply Fourier transforming Eq. (3.2) and solving it as is, because unlike the full
displacement, the radial component of the displacement ((∇ϕ · r̂)r̂ in the LHS of Eq. (3.2)) is
not irrotational. This term entirely comes from RSDs. If there were no RSDs, the potential
can be obtained by simply taking the inverse Laplacian of the real space density. So the
goal of the iFFT algorithm is to iteratively estimate the linear, real space density field.
Considering the linearized continuity equation in the presence of RSDs in Eq. (3.2), the real
space version reduces to

∇2ϕ = −δreal
b

. (3.5)

The iFFT algorithm iteratively estimates δreal, in other words, iteratively removes RSDs.
Starting with a potential, every iteration updates the real space density, which is then used
to estimate the next iteration potential. In the end, the final real space density is used to
calculate the displacement.

The iterations to update the real space density using a potential is through an equation
that describes the relation between real space and redshift space densities. Substituting
Eq. (3.2) into Eq. (3.5) and writing in the n-th iteration, one can obtain

δreal,n
b

=
δs
b
+

f

b
∇ · (∇ϕn · r̂)r̂. (3.6)

The next iteration potential is obtained by taking the inverse Laplacian of the current it-
eration real space density following Eq. (3.5). This is easier to achieve in Fourier space
via

ϕ̃n+1(k) =
δ̃real,n(k)

bk2
. (3.7)

In Eq. (3.6), because it is hard to project onto the line of sight in Fourier space, the ∇·(∇ϕest,n·
r̂)r̂ part is computed in configuration space (with the divergence and gradient taking place
in Fourier space). The estimated δreal,n is then Fourier transformed to Fourier space, and we
take the inverse Laplacian in Fourier space to obtain ϕ̃n+1 via Eq. (3.7). This potential is
then Fourier transformed back to estimate the next iteration real space density via Eq. (3.6).
This process of Fourier transform to compute the potential and Fourier transform back to
calculate the real space density are iterated multiple times to approximate the answer. This
is what the “iterative” FFT refers to.

In the plane-parallel approximation, the n-th real space density is related to the starting
real space density by

δreal,n
b

=
δreal
b

+ (−1)n+1

(
f

b
µ2

)n(δreal
b

− δreal,0
b

)
. (3.8)

Here, δreal,0 is the starting real space density. The starting potential can be obtained using
the starting real space density via Eq. (3.7). We can then start the iteration. In the original
paper [49], the starting real space density is taken to be the redshift space density, i.e.
δreal,0 = δs, which is related to the actual real space density through Kaiser approximation
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[53], δ̃s = (1 + βµ2)δ̃real. In the plane-parallel approximation, this starting density gives the
the following n-th real space density in relation to the actual real space density7

δreal,n
b

=
δreal
b

[
1−

(
−f

b

)n+1

µ2(n+1)

]
. (3.9)

When n = 0, we get back the Kaiser approximation. We can see that the iteration converges
when f/b < 1. For a sample with f/b ≥ 1, this method does not work. However, for all
relevant galaxy samples in DESI, we have f/b < 1. We also note that in the plane-parallel
approximation, this general form shows that the convergence is slower along the line of sight.
The general formula suggests that more iterations leads to a better approximation to the real
space density, but the code does not set a convergence criterion, so the user can decide when
to stop the iterations.

In Pyrecon, iFFT assumes a different starting density than the original paper does
to expedite the convergence. The starting real space density here is taken to be δreal,0 =
(β/(1+ β))δs, where β = f/b. This (β/(1+ β)) factor is found to lead to faster convergence,
which can be understood using the following argument in the plane-parallel case. This
starting density leads to a different form of the n-th real space density:

δreal,n
b

=
δreal
b

[
1− (−β)n+1µ2(n+1)

β − 1
βµ2

β + 1

]
. (3.10)

Comparing to the earlier form, we see that when β < 1, the convergence is faster than before.
With the estimated real space density δreal,n, we can obtain the displacement in Fourier

space via the real space continuity equation in Fourier space

S̃ iFFT(k) =
ikδ̃real,n(k)

bk2
. (3.11)

We then inverse Fourier transform S̃ iFFT(k) to obtain the displacement in configuration space
S iFFT(q) and move galaxies and randoms.

3.3 Iterative FFT particle (iFFTP)

The iFFTP algorithm is a variation of the original iFFT algorithm. It has the same goal of
estimating the real space density by iteratively removing RSDs, but the RSDs are removed
by moving galaxies at each iteration. At each iteration, a displacement (purely due to
gravitational nonlinear evolution) is calculated using the n-th estimated real space density,

S̃ iFFTP,disp,n(k) =
ikδ̃iFFTP,real,n

bk2
, (3.12)

and the galaxies are shifted to remove the RSDs by the linear Kaiser amount

S iFFTP,RSD,n = f [S iFFTP,disp,n · r̂]r̂. (3.13)

We note that the galaxies are only moved by S iFFTP,RSD,n to remove RSDs at each iteration.
The real-space density field δiFFTP,real,n+1 at the next iteration is then estimated by placing

7This general formula in the original algorithm paper [49] (Eq. 28) presents a “+” sign in the square
brackets, which should be a “−” sign.
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the shifted galaxies on a grid via the cloud-in-cell (CIC) particle distribution scheme, instead
of by Eq. (3.6) as in the iFFT method. The density here δiFFTP,real,n is expected to be close
to the iFFT real space density δreal,n obtained via Eq. (3.6), but it is achieved by updating
galaxy positions, rather than updating the potential, both of which attempt to remove RSDs.
To start the iteration, the observed redshift space density is used to approximate the real-
space density for the initial iteration, and a factor of β/(1 + β) is similarly applied to the
redshift space density, as for iFFT.

In this version of the algorithm, only the galaxies are moved during the process of
removing RSDs, and they are not matched by the randoms (the randoms are still moved
to form the shifted field but after the iterations for removing RSDs). We note that this
procedure can give rise to numerical artefacts in the density estimation if galaxies near the
survey boundary get shifted outside the range covered by the randoms. After iterations, the
galaxies are then at real space positions. The displacement is calculated by Eq. (3.12) again
with the final estimate of the real space density, and galaxies are moved by this amount
to remove gravitational nonlinear evolution. The full amount gives the Ss(k) in Section 2,
i.e. S iFFTP,full = S iFFTP,RSD + S iFFTP,disp, where S iFFTP,RSD is the total movement over
all iterations. The randoms are moved only after the iteration process, when undoing the
gravity, following either the RecSym or RecIso convention. iFFTP was the method applied
in the eBOSS analysis [16, 50].

4 DESI mocks and representative samples

For this study, we use a suite of N-body simulations, AbacusSummit [64], that were designed
to meet the simulation requirements of DESI. The AbacusSummit simulation suite uses the
Abacus N-body code [65] and produces accurate nonlinear structure. The suite includes
density field snapshots and dark matter halo fields. For DESI specific analyses, we make use
of 25 realizations of the base cosmology, the Planck 2018 ΛCDM cosmology: Ωch

2 = 0.1200,
Ωbh

2 = 0.02237, σ8 = 0.811355, ns=0.9649, h = 0.6736, w0 = −1, and wa = 0 [66].
Each realization contains 69123 CDM particles in a (2 h−1Gpc)3 volume. The halos are
identified with the CompaSO halo finder [67], and after that the halo catalog is cleaned to
removed over-deblended halos [68]. To obtain galaxy catalogs for DESI tracers, we apply the
AbacusHOD code [69] to populate galaxies in the halos, following HOD models described
in [70].

There have been two generations of mocks for the DESI DR1 analysis: Abacus-1 and
Abacus-2, as denoted in [32]. Abacus-1 mocks are tuned to match early DESI data clus-
tering, while Abacus-2 mocks match the clustering of the final DESI early data release [71],
which include corrections for all systematics. This current paper uses Abacus-1 to test the
reconstruction on the Emission Line Galaxies and the Quasars and Abacus-2 for the Bright
Galaxy Sample. Our analysis focuses on the North Galactic Cap (NGC) of DESI Y5 final
footprint.

The random catalogs are generated to match the survey geometry [72]. Although not
included in this study, the random catalogs used in the DR1 BAO analysis also add the
potential fiber assignments for each random particle to determine whether a fiber could
reach its angular positions [31].

In this study, we select three representative samples of DESI mocks to conduct our
analysis. These are
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• The Emission Line Galaxy sample (ELG) in 0.8 < z < 1.1 (denoted as ELG1 in
[32]): The ELGs are star-forming galaxies that have strong OII emission lines. They
are generally less clustered than passive galaxies, such as the LRGs. The completeness
of the final DESI ELG sample will be over 60%. The DR1 ELG number density is
much lower than Y5 because of fiber incompleteness. We use the Y5 footprint of ELG
sample in this study as a representative of high number densities. However, we note
that the mocks overestimate the actual DESI Y5 ELG number densities.

• The Quasar Sample (QSO) in 1.6 < z < 2.1 (second half of QSO in [32]): The
quasar sample has the highest bias, highest redshift, largest volume, and lowest number
density of all DESI tracers. We choose this sample as one of our representatives to
stress test the algorithms under low number densities and high redshift. DESI DR1
analysis had reconstruction on QSO as part of the pipeline, since DESI mock tests found
mild improvements on average in BAO constraints when reconstruction was applied.
However, both DESI DR1 and eBOSS found that there was virtually no improvement
with reconstruction for QSO [15, 32].

• The Bright Galaxy Sample (BGS) in 0.1 < z < 0.4 (same as BGS in [32]): BGS
occupies the lowest redshift range of DESI. Because of this, the line of sight varies more
considerably than other tracers, hence there is a potential of wide-angle effects. We
select this sample to test whether wide-angle effects expose reconstruction algorithms
to challenges. BGS is originally a flux-limited sample, although for BAO analyses, we
apply a selection in the sample such that the number density is constant throughout its
redshift range (so it no longer has the highest number density among all DESI tracers).
This selection function contains apparent and absolute magnitude cuts in the r band,
with the absolute magnitude cut having a k+E correction [31].

Figure 1 shows the number density as a function of redshift for our selected DESI
samples. These samples survey the low (BGS) and high (QSO) redshift, low (QSO) and
high (ELG) number density, and wide-angle effects (BGS), in order to thoroughly test the
reconstruction algorithms.

This current paper primarily focuses on the power spectrum, i.e. the two-point function
in Fourier space. We calculate the power spectrum pre- and post-reconstruction with a FKP
minimum variance weight [73]:

wi =
1

1 +N(zi)P0
, (4.1)

where N(z) is the redshift distribution of the sample. We use P0 = 10000 (Mpc/h)3 for all
tracers.

5 Optimal setup for reconstruction with DESI data: grid resolution and
number of randoms

Before discussing the performance of each reconstruction algorithm, we find the optimal setup
for conducting reconstruction both for this study and for DESI BAO analysis in general.
Reconstruction algorithms have a number of input parameters that must be appropriately
chosen. These parameters include grid resolution when assigning galaxies onto the grid,
number of randoms to be used, reconstruction convention (RecSym and RecIso), and
smoothing scales. We address the first two in this section. Reconstruction convention is a
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Figure 1. Galaxy number density in the DESI AbacusSummit mocks with Y5 footprint as well as
in the DESI DR1 data as a function of redshift for the selected DESI samples analyzed in this study.
We use the entire BGS sample in 0.1 < z < 0.4, ELG over 0.8 < z < 1.1, and QSO over 1.6 < z < 2.1.
The BGS number density is lower than the actual DESI DR1 sample (not the DR1 sample used for
BAO analysis plotted in this figure) because of the magnitude cut. The ELG distribution presented
here overestimates the real DESI Y5 number densities.

choice. We present comparisons of the algorithms for both conventions, while focusing on
RecSym, when discussing the reconstruction performance. DESI DR1 analysis [32] also opts
to use RecSym as the baseline. The smoothing scales are determined with BAO fitting and
are presented in our companion paper [51].

For grid resolution, we set a 2 Mpc/h cell size as our baseline for comparison with larger
cell sizes. Since the lowest smoothing scale for reconstruction in our tests is 10 Mpc/h, a
2 Mpc/h cell size is well below necessity, and we would like to reduce computational time
without overly losing accuracy. We test 4 Mpc/h and 6 Mpc/h cell sizes and compare them
to the 2 Mpc/h baseline with the power spectrum. We show this convergence test with
an ELG mock with the application of the iFFT reconstruction algorithm smoothed at 10
Mpc/h and run for 3 iterations with the RecSym convention. Figure 3 shows that a 4
Mpc/h grid resolution still agrees with the baseline resolution within 0.2% for monopole
and 1.5% for quadrupole within the BAO fitting scale. A 6 Mpc/h resolution shows more
difference, but is still within 0.7% agreement to the baseline in monopole and 3% agreement
in quadrupole. We therefore adopt a 4 Mpc/h grid resolution for the analysis in this paper for
both conducting reconstruction and calculating the power spectrum, except for calculating
the post-reconstruction power spectrum for QSO, due to memory constraints. We use 6
Mpc/h grid resolution for computing the QSO power spectrum, which is sufficient for the
30 Mpc/h smoothing used for this tracer. In real DR1 BAO analysis, we also use 4 Mpc/h
grid resolution for reconstruction for all tracers, although we use 6 Mpc/h for computing the
power spectrum for all.

The number of randoms is also an input parameter in reconstruction and we conduct a
convergence test for this parameter. When the number density of the random particles is not
large enough to smoothly trace the survey footprint, it will introduce noise to reconstruction
and impact the reconstruction fidelity. We set our baseline for the number of randoms to be
20× the number of galaxies for comparison with lower numbers of randoms. We test to what
extent the number of randoms impact the post-reconstruction power spectrum monopole and
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Figure 2. Convergence test for our choice of cell size with monopole (left) and quadrupole (right)
power spectrum of the ELG sample for a grid resolution of 4 Mpc/h (blue solid) and 6 Mpc/h (cyan
dashed), compared to a reference resolution at 2 Mpc/h (red dash dotted). In the y-axis label, P0,p

and P2,p are monopole and quadrupole power spectrum of the reference resolution, 2 Mpc/h. Each
line here is one simulation. The deviation in the 4 Mpc/h cell size is less than 0.2% for monopole and
less than 1.5% for quadrupole, which are within our error budget.

10 1

k [h/Mpc]
15.0

12.5

10.0

7.5

5.0

2.5

0.0

2.5

5.0

(P
0,

nX
(k

)/P
0,

20
X
(k

)
1)

×
10

4

20X
10X
5X

10 1

k [h/Mpc]

6

4

2

0

2

4

6

(P
2,

nX
(k

)/P
2,

20
X
(k

)
1)

×
10

3

20X
10X
5X

Figure 3. Reconstructed power spectrum monopole (left) and quadrupole (right) using the MG
algorithm with number of randoms used being 10× (blue solid) and 5× (purple dashed) the number
of galaxies in the field, compared to the 20× randoms baseline (red dash dotted). Each line here is
an average of 25 simulations. The power spectra for the number of randoms at 10× and 20× are
in agreement to better than 0.01% in monopole and 0.1% in quadrupole. Although the difference
between 5× and 20× appears to be larger compared to the difference between 10× and 20×, the
magnitude of the difference is less than 0.13% in monopole and less than 0.6% in quadrupole.

quadrupole when the number of randoms is reduced to 10× and 5× the number of galaxies
in Figure 3. Using the ELG samples with the MG reconstruction algorithm, we find that the
difference between 10× and 20× are negligible (less than 0.01% for monopole power spectrum
and less than 0.1% for quadrupole power spectrum). While 5× appears to introduce relatively
more differences, the magnitude of the differences is low, below ∼ 0.13% in monopole and
below ∼ 0.6% in quadrupole. Therefore, a safer minimum density of randoms is at least
10×. We use much more than 10× of randoms in real analysis of DESI. In this paper, we
use number of randoms at 20× the number of galaxies for our reconstruction analyses.
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6 Results of algorithm comparisons

In this section, we present our tests comparing the three reconstruction algorithms. Since
MG is a well-established numerical method to solve differential equations, we use MG as
a reference and compare iFFT and iFFTP against MG. We show in Appendix B that our
default MG setting (damping factor equals to 0.4, number of iterations of Jacobi equals to
5, and number of iterations of V-cycle equals to 6) has converged. So we use this setting
throughout this study and compare iFFT and iFFTP against MG under this setting. We
focus on the results of ELG, which we present in Section 6.1. We first look at the post-
reconstruction two-point clustering statistics, because this is what is used for constraining
BAO parameters in DESI, and we focus on Fourier space and RecSym convention. We
then closely examine the displacement in Section 6.1.3, since these methods essentially differ
by how the displacement is estimated. We briefly mention RecIso analysis and compare
the results with RecSym results in Section 6.1.4. After presenting the results with ELG in
Section 6.1, we mention the similarities and differences present in the QSO and BGS samples
in Sections 6.2 and 6.3, respectively. We comment on computing time in Section 6.4. Our
default smoothing scales are 15 Mpc/h for ELG, 30 Mpc/h for QSO, and 15 Mpc/h for BGS.

6.1 ELG: high number density tracer case study

We choose the ELG sample as a representative for high number density in DESI to test
the performance of the three algorithms. Smoothing is applied at 15 Mpc/h for all three
reconstruction algorithms. In Sections 6.1.1 and 6.1.2, we focus on reconstruction with the
RecSym convention. We then analyze the displacement in Section 6.1.3. We discuss the
results of RecIso in Section 6.1.4.

6.1.1 Power spectrum (RecSym)

We first compare iFFT and MG with their RecSym post-reconstruction power spectra.
Figure 4 shows the post-reconstruction power spectrum monopole and quadrupole ratios,
between these two algorithms for the ELG sample, for the average of 25 mocks. We show
the results in linear space to focus on the BAO scale. We show as error bars the standard
deviation of the difference of the two algorithms in the 25 DESI Y5 mocks divided by the mean
of the MG power spectrum, and we compare these errors to the DESI DR1 power spectrum
errors, shown as the grey shaded regions in the figure. The DR1 power spectrum errors are
taken from the covariance matrix of the post-reconstruction power spectrum multipoles. The
insets zoom in on the mean of the 25 mocks with the aforementioned error bars. The typical
differences between the two algorithms are significantly smaller than the DR1 power spectrum
errors. The differences between the two algorithms are also smaller than the approximate
Y5 power spectrum errors, which can be obtained by downscaling the DR1 errors by a factor
of 1.7 (the volume difference between Y5 and DR1 is about a factor of 2-3). The minimal
differences shown here suggest that the impact on the BAO constraints due to using one
algorithm versus the other would be insignificant for DESI DR1 as well as for the final DESI
data. For iFFT, the more iterations the algorithm goes through, the smaller the differences
there are between iFFT and MG, which suggests that iFFT converges in the ELG sample. We
find that for all choices of the number of iterations used (3, 5 or 7) for iFFT, the differences
between the two algorithms are all very small. Even with only 3 iterations, the difference
between iFFT and MG is within 0.1% for monopole and 0.4% for quadrupole.
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Figure 4. Ratio in the post-reconstruction power spectrum monopole (left) and quadrupole (right)
between iFFT (black for 3 iterations, green for 5 iterations, and cyan for 7 iterations) and MG (both
applied with a 15 Mpc/h smoothing), using the RecSym convention for the ELG sample, averaged
over 25 mocks. We compare the standard deviation of the differences between the two power spectra
normalized by the mean of the MG power spectrum (shown as the error bars) with the DESI DR1
ELG power spectrum errors as measured by the square root of the diagonal of its covariance (shown
as the grey band). The insets zoom in on the mean of 25 mocks. iFFT appears to converge. The
differences between the two methods are minimal compared to the DR1 power spectrum errors. Even
with 3 iterations, the difference between the mean of iFFT and MG is within 0.1% for monopole and
within 0.4% for quadrupole.

We also examine the post-reconstruction power spectrum along and perpendicular to
the line of sight, plotting it as a function of k and µ, where µ is cosine of the angle between the
line of sight and the wavenumber k. This is calculated by using the multipoles we measure

Ps(k, µ) =
4∑

l=0

Ps,l(k)Pl(µ), (6.1)

where Pl(µ) is the Legendre polynomial of order l. The subscript s denotes redshift space.
Figure 5 shows the ratio of power spectra between iFFT (3 iterations) and MG when µ = 0
(perpendicular to the line of sight) and when µ = 1 (along the line of sight). We use the
multipoles l = 0, 2, and 4 to compute P (k, µ). The differences overall are very small (at the
subpercent level), but closer to the line of sight as well as towards smaller scales, we observe
slightly increased differences in the power spectrum. These differences are at the maximum
∼0.3%.

Now we compare the performance of iFFTP and MG. In Figure 6, we show the ratio of
post-reconstruction power spectra by the two algorithms. eBOSS analyses used 3 iterations
of iFFTP, so our consideration of number of iterations starts at 3. Unlike MG and iFFT, the
iFFTP algorithm appears to diverge with increasing numbers of iterations. With 3 iterations,
the agreement between iFFTP and MG is within 1% for monopole and 10% for quadrupole
for the scales typically used for BAO fitting. This is at a much larger disagreement than
what is between iFFT and MG. With 5 iterations, the agreement between iFFTP and MG
go down to within 5% and 25% for monopole and quadrupole, respectively. The power
spectrum from 7 iterations of iFFTP agrees with MG even worse. The reason why iFFTP
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Figure 5. The ratio of post-reconstruction power spectra between iFFT (3 iterations) and MG for
the ELG sample, for µ = 0 (blue) and 1 (green), where µ is the cosine of the angle between the line
of sight and k. Both algorithms are applied with a 15 Mpc/h smoothing and using the RecSym
convention. Here µ = 0 is perpendicular to the line of sight and µ = 1 is along the line of sight. Each
line is an average of 25 mocks. We observe that both cases show differences between iFFT and MG
within 0.3%. However, along the line of sight, the differences between the two algorithms are larger,
especially on smaller scales (k ≳ 0.2h/Mpc).

diverges is because moving galaxies iteratively to remove RSDs without matched randoms
can move some galaxies outside the survey boundaries, which results in errors in the density
estimates at the boundaries, thus affecting the displacement calculation. The boundary effect
is worse in the redshift direction, as indicated by the quadrupole (right panel). This problem
could be improved by moving the randoms during the iterations to match the galaxies at each
step, but we do not consider such an extension as the iFFT algorithm avoids this problem by
removing the RSDs without moving the galaxies. We also note that this is a problem with
applying the iFFTP algorithm in realistic simulations having survey boundaries and not in
simulations with periodic boundary conditions, which we will discuss in Section 7.

The eBOSS analyses [16, 50] did use iFFTP (with 3 iterations). As indicated in the
re-analysis of eBOSS in comparison to DESI DR1 pipeline [32], the difference caused by using
the iFFTP algorithm versus iFFT together with other changes of BAO fitting procedure is
at most a ∼0.2σ shift in the constraints of the BAO parameters. While not a substantial
deviation, in the current era of precision cosmology, we need to caution such systematics.
Considering that iFFTP does not converge and needs care at the survey boundaries, together
with Figure 6 that shows considerable deviation from other algorithms, we recommend against
the use of iFFTP in BAO survey analysis without further development.

6.1.2 Cross-correlation with the initial density field

To assess how well reconstruction recovers the linear density field, we can cross-correlate the
reconstructed density field with the initial condition in the simulation. We cross-correlate
with the initial condition field in the presence of the survey geometry. The initial condition
fields are created in two steps. The AbacusSummit simulations generate the initial fields
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Figure 6. Ratio of post-reconstruction monopole (left) and quadrupole (right) power spectra be-
tween iFFTP (red for 3 iterations, orange for 5 iterations) and MG (both applied with a 15 Mpc/h
smoothing), using the RecSym convention for the ELG sample, averaged over 25 mocks. The iFFTP
algorithm blows up with more iterations, so we do not include results with more iterations here. For 3
iterations, the agreement between iFFP and MG is within 1% for monopole and 10% for quadrupole.
For 5 iterations, the agreement decreases to 5% for monopole and 25% for quadrupole.

at z = 99 by using a linear theory power spectrum at z = 1 and scaling it back to z = 99
in a way such that the simulations arrive at z = 1 with the correct linear power spectrum
for the non-neutrino component [64]. To generate DESI mocks, similar to snapshots at
other redshifts, these initial fields are tiled with multiple copies to cover the DESI volume
(because the simulation boxes are smaller than the observed volume) [31]. In this analysis of
cross-correlation with the initial condition, we focus on the “propagator”, which is a cross-
correlation normalized only by the initial power spectrum. This metric is commonly used
in BAO analysis, because it characterizes the nonlinear damping of the BAO feature. The
angle-averaged propagator is defined as

G(k) =
⟨δrecon(k)∗δini(k)⟩

⟨δini(k)2⟩
. (6.2)

For RecSym, where galaxies and randoms are displaced by the same amount, hence RSD
is not removed, an effective reconstruction will result in the propagator asymptotically con-
verging to the Kaiser factor on large scales (assuming the large-scale bias is removed). The
angle-averaged propagator is then expected to converge to (1 + 1/3β) on large scales in the
plane-parallel approximation. ForRecIso, where RSD is removed, an effective reconstruction
will lead to the propagator at unity on large scales. Examining the propagator at different
angles from line of sight, as measured by µ, we can also assess the recovery of the linear
density field along different directions. We compute the angle-dependent propagator by

G(k, µ) =
∞∑
l=0

Gl(k)Pl(µ). (6.3)

Here, Pl(µ) is again the Legendre polynomial of order l. Qualitatively, the slower the propa-
gator drops from the perfect correlation, the smaller the BAO damping scale is. This damping
scale can be obtained by fitting the propagator with a Gaussian or modified Gaussian model
[74].
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Figure 7. Propagator for the three reconstruction algorithms for the ELG sample with the Rec-
Sym convention when µ is integrated over (left), and in µ = 0.025 (middle) and 0.975 (right) bins,
in comparison of pre-reconstruction propagator (blue dash dotted). The µ-bin width is 0.05. The
horizontal dashed lines show expected Kaiser approximation in the plane-parallel approximation,
(1 + 1/3β) = 1.3 for the first panel and (1 + βµ2) = 1.0 and 1.75 for the middle and right panels,
respectively. MG, iFFT and iFFTP (3 iterations) return improved propagator, with MG and iFFT
performing slightly better than iFFTP with 3 iterations. MG and iFFT overlap for all three cases.
iFFTP with 3 iterations shows noticeable differences from MG and iFFT, while still having improve-
ment over pre-reconstruction; however, iFFTP with 5 iterations shows degraded propagator along the
line of sight and when µ is integrated over.

In Figure 7, we show the propagator G(k) when integrating over the angle to the line of
sight (i.e. when angle-averaged), and in two µ bins (bin width is 0.05) when 0 < |µ| < 0.05
(perpendicular to the line of sight) and when 0.95 < |µ| < 1 (along the line of sight). We
observe that MG, iFFT (3 iterations), as well as iFFTP (3 iterations) do an excellent job
of recovering the linear density. MG and iFFT again agree well. iFFTP with 3 iterations
shows noticeable differences and is slightly worse than MG or iFFT. However, iFFTP with
5 iterations is considerably worse than the other two. Along the line of sight, iFFTP with 5
iterations is even worse than pre-reconstruction. So we see similar trends in this propagator
analysis that the iFFTP results get progressively worse with more iterations, due to the
boundary effect discussed above. When angle is integrated over, the expected amplitude
of the propagator in the large-scale limit in the plane-parallel approximation is around 1 +
1/3β = 1.3, for ELG with β = 0.75. However, the measured propagator amplitude at low k
in the left panel of Figure 7 is close to but below this factor. The disagreement is stronger
along the line of sight, as shown in the right panel (the expected amplitude in the plane-
parallel approximation is 1 + β = 1.75 for the line-of-sight direction). This is likely due to
the fact that in real surveys, lines of sight vary, so the Kaiser factor differs from that for a
fixed line of sight. It could also be affected by an inaccurate estimate of f . Redshift-space
distortions do not affect wavenumbers perpendicular to the line of sight, so we observe that
all reconstructed propagators and pre-reconstruction propagator are at 1 on large scales, as
shown in the middle panel. Despite the mismatch with the expected asymptotic behavior,
the result of our comparison still holds.
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6.1.3 Displacement

Since MG and iFFT handle the redshift space component in Eq. (3.1) differently, it will
be interesting to see whether the displacements of the two algorithms present differences
along and perpendicular to the line of sight. Since iFFTP shows noticeable differences in
the two-point statistics, in this section we only focus on MG and iFFT algorithms for the
displacement analysis. We decompose the displacements into the usual spherical coordinate
unit vectors r̂, θ̂, and ϕ̂. In this decomposition, r̂ is parallel to the line of sight, while θ̂
and ϕ̂ are perpendicular. The choice of the perpendicular to the line of sight directions can
be arbitrary, and we choose θ̂ and ϕ̂ for simplicity. Note that the reconstruction convention
is not relevant for the displacement calculation; the convention defines how the density field
is calculated. In the following analysis, we divide the line-of-sight displacement by 1 + f to
compare with the perpendicular directions.

Figure 8 shows the distribution of the magnitude differences between MG and iFFT of
all the galaxies in one mock for both along and perpendicular to the line of sight on the left, in
θ̂ in the middle, and in ϕ̂ on the right. The differences along and perpendicular to the line of
sight are both small, and as expected, the two have better agreement in the perpendicular to
the line of sight directions. Even though the difference has a larger spread in the parallel to the
line-of-sight direction than perpendicular to the line-of-sight, the magnitude is not significant
compared to the average line-of-sight displacement magnitude of ELG (∼1.9 Mpc/h). The
distributions in the θ̂ and ϕ̂ directions are roughly symmetric, i.e. not skew to one direction.

We next examine the displacements at the survey boundaries. Along survey boundaries,
the density field has regions where there is no data, so we expect larger errors of the displace-
ment along boundaries. We therefore plot the differences in the line-of-sight displacement as
a function of sky position. The differences here are the differences between MG and iFFT,
and not the differences between what one would have obtained had there been data outside
the boundary. Figure 9 shows the line-of-sight displacement magnitude differences between
MG and iFFT on the sky for three slices of redshift, 0.8 < z < 0.85, 0.9 < z < 0.95 and
1.05 < z < 1.1. These three redshift bins include the redshift boundaries of this ELG sample
and one in the middle. There is a slight increase in the difference along the high redshift end,
although the magnitude is again very small compared to the average line-of-sight displace-
ment magnitude (maximum ∼0.3 Mpc/h compared to ∼1.9 Mpc/h). We have examined the
differences of angles in the perpendicular to the line-of-sight direction between MG and iFFT
on the footprint as well, but we do not observe any dependence on the survey geometry. In
summary, the differences in the displacement between MG and iFFT for the ELG sample are
negligible.

6.1.4 RecIso

In this section, we discuss some differences that present in the post-reconstruction power
spectrum and propagator of theRecIso convention. Because the estimate of the displacement
is exactly the same between RecSym and RecIso, the differences in the summary statistics
are purely differences in the convention, i.e. how the randoms are moved along the line of
sight. In particular, in RecIso, randoms are displaced by a different amount in comparison
to galaxies, by omitting the additional displacement for RSDs, thereby removing the RSD
effect. Nonetheless, these differences in the summary statistics show the different sensitivities
of the conventions to the algorithm differences, which help us evaluate the conventions.

We show the ELG RecIso post-reconstruction power spectrum comparison for the MG
and iFFT algorithms in Figure 10. We show the difference with respect to the (MG) monopole
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algorithms result in more differences in the displacement in the redshift direction, but the magnitude
of the differences is small compared to the average line-of-sight displacement of ELG (∼1.9 Mpc/h).
The two algorithms have less differences perpendicular to the line-of-sight, as shown in the middle
and right panels with the component perpendicular to the line of sight further decomposed.
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Figure 9. Line-of-sight component of the displacement magnitude difference between MG and iFFT
(3 iterations) (both applied with a 15 Mpc/h smoothing) projected to DESI Y5 NGC footprint, shown
for ELG 0.8 < z < 0.85 (left), 0.9 < z < 0.95 (middle) and 1.05 < z < 1.1 (right) redshift slices.
We show sine of the declination such that the bins are uniform. The high redshift end shows slightly
larger differences. Overall, the magnitude of differences whether on the redshift boundary or not is
small compared to the average line of sight displacement magnitude of ELG (∼ 1.9 Mpc/h).

because of the zero-crossing in the quadrupole. We observe that iFFT with 3 iterations can
differ from MG at 0.5% for monopole and the difference is the largest on large scales. The
quadrupole displays the same trend, and iFFT with 3 iterations can differ from MG at 1.2%
on large scales in the quadrupole (w.r.t monopole). Since RecIso attempts to remove large-
scale RSDs8 , the imperfectness of the estimate of the displacement more easily presents on

8Because the galaxy field, i.e. the displaced field, removes the large-scale RSDs in both conventions, so
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Figure 10. The monopole (left) and quadrupole (right) power spectrum differences between iFFT
(black for 3 iterations, green for 5 iterations, and cyan for 7 iterations) and MG (both applied with
a 15 Mpc/h smoothing) divided by the MG monopole, using the RecIso convention for the ELG
sample. Each line is an average of 25 mocks. The differences appear to be larger on larger scales. The
maximum discrepancy is about 0.5% in monopole and 1.2% in quadrupole (w.r.t monopole) with 3
iterations of iFFT.

large scales in RecIso. RecSym, on the other hand, has to converge to linear theory on
large scales. This suggests that the differences in the estimated line-of-sight displacements
by the different algorithms surface more clearly with RecIso; thus, RecIso is more sensitive
to the accuracy of reconstruction along the line of sight.

Next, we show RecIso P (k, µ) in Figure 11 to further examine the performance along
and perpendicular to the line of sight. We observe larger differences in the power spectrum
towards larger scales and along the line of sight with RecIso, indicated by the clear deviation
at µ = 1, about 2% at its maximum. In RecSym, the maximum difference in P (k, µ =
1) is 0.3% (shown as dotted line in this figure for comparison). This again suggests that
the differences in the line-of-sight displacement between three iterations of iFFT and MG
more easily present in RecIso (in k ≲ 0.1h/Mpc), although again the difference is of small
magnitude compared to the power spectrum value.

The differences are also larger between iFFTP and MG in RecIso power spectrum
compared to RecSym, as shown in Figure 12. In monopole, three iterations of iFFTP differs
from MG at most 5% on large scales; in quadrupole, the differences can be at most 10%. For
5 iterations of iFFTP, RecIso shows dramatic difference on large scales; in monopole, the
differences between iFFTP and MG are a factor of 2 and in quadrupole, the differences can
be almost a factor of 10. On scales more relevant for BAO, however, five iterations of iFFT
gives around 7% difference in monopole and 15% difference in quadrupole. For comparison,
the maximum differences with RecSym are around 1% in monopole and 10% in quadrupole
with 3 iterations and 5% and 25% with 5 iterations, with no extreme differences present on
the largest scales.

We also explore the propagator for RecIso reconstruction. The expected shape for
the propagator is different from that in RecSym due to the effect of RSDs. In particular,
the propagator is expected to be at unity on large scales, if the removal of RSDs is perfect.
In addition, there is a slight angle-dependent bump at the turn of the propagator due to

technically RecIso achieves not removing RSDs by not adding the RSDs back to the density field when
moving randoms.
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Figure 11. Ratio of power spectrum between iFFT and MG for the ELG sample with both
algorithms applied with a 15 Mpc/h smoothing, comparing the RecIso convention (solid) with the
RecSym convention (dotted), for µ = 0 (perpendicular to the line of sight, blue for RecIso and
black for RecSym) and 1 (parallel to the line of sight, green for RecIso and yellow for RecSym).
The RecSym lines are the same as those shown in Figure 5. Each line is an average of 25 mocks.
We observe discrepancies along the line of sight between the two algorithms more in the RecIso
convention than the RecSym convention, and on large scales, where the differences can be as large
as 2%. However, at k ≳ 0.15 h/Mpc, the two conventions return close results.

0.1 0.2 0.3 0.4 0.5
k [h/Mpc]

0.0

0.5

1.0

1.5

2.0

(P
0(

k)
)/P

0,
M

G
(k

)

iFFTP 3 iters
iFFTP 5 iters

0.1 0.2 0.3 0.4 0.50.1

0.0

0.1

0.2

0.1 0.2 0.3 0.4 0.5
k [h/Mpc]

0

2

4

6

8

10

(P
2(

k)
)/P

0,
M

G
(k

)

iFFTP 3 iters
iFFTP 5 iters

0.1 0.2 0.3 0.4 0.50.2

0.0

0.2

0.4

Figure 12. Ratio in power spectrum monopole between iFFTP (red for 3 iterations, orange for 5
iterations) and MG (both applied with a 15 Mpc/h smoothing), using the RecIso convention for the
ELG sample. The iFFTP exhibits more differences in RecIso than in RecSym. For 3 iterations,
the disagreement between iFFTP and MG is at most 5% in monopole and 10% in quadrupole (both
w.r.t MG monopole) on large scales. For 5 iterations, the disagreement increases to a factor of 2
in monopole and a factor of 10 in quadrupole on large scales. On scales more relevant to BAO,
however, five iterations of iFFT gives around 7% difference in monopole and around 15% difference
in quadrupole.

– 23 –



10 1

k [hMpc 1]

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8
G

(k
)

 averaged Pre-recon
MG
iFFT 3 iters
iFFTP 3 iters
iFFTP 5 iters

10 1

k [hMpc 1]

= 0.025

RecIso

10 1

k [hMpc 1]

= 0.975

Figure 13. Propagator for the three reconstruction algorithms for ELG with the RecIso convention
when µ is integrated over (left), and in µ = 0.025 (middle) and 0.975 (right) bins, in comparison
of pre-reconstruction propagator (blue dash dotted). The horizontal dashed lines show the expected
amplitude (middle) or the expected amplitude after removing RSDs (left and right). All three recon-
struction algorithms return improved propagator, with MG and iFFT perform slightly better than
iFFTP (3 iterations). MG and iFFT are on top of each other for all three cases, while iFFTP (3
iterations) shows noticeable differences, which are larger compared to RecSym. iFFTP with 5 iter-
ations again shows degraded propagator along the line of sight and when µ is integrated over, which
also appears to be worse than RecSym. The shapes of the propagator by all three algorithms in
the µ = 0.975 bin show distortions on large scales, suggesting that the estimate of the line-of-sight
displacement is challenging for all three algorithms.

RSDs [e.g. 75, 76], which can be characterized by (1+β[1−Σ(k)]µ2) where Σ(k) is the same
smoothing kernel used in reconstruction [75]. The smaller scales, however, should be identical
to RecSym. As shown in Figure 13, MG, iFFT (3 iterations), and iFFTP (3 iterations) show
that the reconstructed densities are closer to the initial condition than the pre-reconstructed
density, indicating that reconstruction is effective in these cases. In this figure, MG and iFFT
(3 iterations) are on top of each other, while iFFTP (3 iterations) exhibits clear differences,
more prominent than those in the RecSym propagator (Figure 7), especially along the line
of sight. iFFTP with 5 iterations is noticeably worse. While still reducing the BAO damping
scale perpendicular to the line of sight, iFFTP with 5 iterations increases the damping scale
along the line-of-sight direction. The differences between MG and iFFT remain small in the
propagator, same as in the RecSym case. The shape of the propagator is not constant on
large scales in the µ = 0.975 bin, suggesting that the estimate of the line of sight displacement
is challenging in all three algorithms, although iFFTP is behaving the worst.

We also more closely compare the RecSym and RecIso conventions by placing the
two conventions together for the propagator as well as the usual cross-correlation coefficient,
focusing on the MG and iFFT. The usual cross-correlation coefficient is defined as

r(k) =
⟨δ∗recon(k)δini(k)⟩√
⟨δini(k)2⟩ ⟨δrecon(k)2⟩

. (6.4)

Compared to the propagator defined in Eq. (6.2), r(k) does not capture the amplitude in-
formation, but it can present the phase differences more clearly. A perfect reconstruction
would return a r(k) at unity for both reconstruction conventions. Because whether or not
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the RSDs are removed happens on large scales, we expect that the differences will show up
only on large scales for the comparison. Figure 14 upper right shows that RecSym behaves
better on large scales, indicated by the fact that the cross-correlation coefficient r(k) is closer
to 1 in RecSym than in RecIso on large scales along the line-of-sight direction. RecIso is
slightly worse than the pre-reconstruction case. In the left and middle panels, that r(k) is
below 1 on large scales is likely due to shot noise. In G(k), RecSym by construction does
not produce a bump that presents in RecIso. The two conventions are nearly identical on
smaller scales as well as perpendicular to the line of sight in both r(k) and G(k).

The r(k) and G(k) analysis here does not clearly show the advantage of RecSym over
RecIso, besides r(k) is slightly closer to 1 on large scales along the line of sight with Rec-
Sym and that iFFTP shows more differences from the other two algorithms in RecSym
than in RecIso in G(k) (Figure 13 compared to Figure 7). However, from our power spec-
trum test results, RecSym is preferred because the differences between the two algorithms
are clearly smaller in RecSym than in RecIso on large scales, i.e. RecSym is less sen-
sitive to reconstruction errors. Therefore, the RecSym convention is more robust against
potential systematics due to differences in reconstruction algorithms. The advantages of
RecSym are discussed from a more theoretical point of view in [55] (where RecSym was
introduced originally), [56] (more analytical developments), and [54] (theoretical systematics
studies in support of DESI DR1 BAO [32]). For the most part, it is easier to model the recon-
structed two-point statistics, if the RSDs are not removed. Additionally, because RecSym
displaces galaxies and randoms by the same amount, any larger boundary effect is leveraged
by displacing randoms in the same manner. Our DR1 BAO analysis adopts the RecSym
convention.

6.2 QSO: large volume tracer case study

We apply the same metrics detailed previously for reconstruction on the QSO sample. In
general, QSO behaves similarly to or better than ELG in the metrics we consider. We do not
detect anything abnormal with the application of iFFT and MG to QSO. We show similar
figures in Appendix C. We reconstruct using a default smoothing scale of 30 Mpc/h (larger
than the ELGs to account for the lower number density of the QSO sample).

In power spectrum, we find that iFFT converges slightly faster in QSO than in ELG. The
difference between three iterations of iFFT and MG is less than 0.02% for both monopole and
quadrupole (both w.r.t MG monopole) for the RecSym reconstruction convention, shown in
Figure 19. We show the difference w.r.t monopole due to the zero-crossing in the quadrupole.
Similar to the ELG sample, the RecIso convention for the QSO sample shows more differ-
ences on large scales, with three iterations of iFFT being lower by about 0.04% than MG
on large scales. For the displacement test on the dependence of survey geometry, we use the
randoms rather than the galaxies to reduce noise. We also observe slightly larger differences
in displacement between MG and iFFT near the low redshift end survey boundary, as shown
in Figure 24, but these differences are insignificant compared to the average line-of-sight
displacement of QSO (∼0.1 Mpc/h vs ∼1.4 Mpc/h).

6.3 BGS: wide angle tracer case study

Because the goal of all three algorithms are trying to estimate the displacement when the
plane-parallel approximation does not hold, testing them with a sample where the line of sight
varies considerably can expose the algorithms to more challenges. Errors in the code might
be more easily to show up. Issues associated with not using a fine enough grid might also be

– 25 –



10 1

k [hMpc 1]
0.5

0.6

0.7

0.8

0.9

1.0
r(k

)  averaged

Pre-recon
MG RecIso
iFFT 3 iters RecIso
MG RecSym
iFFT 3 iters RecSym

10 1

k [hMpc 1]

= 0.025

RecSym vs RecIso

10 1

k [hMpc 1]

= 0.975

10 1

k [hMpc 1]

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

G
(k

)

 averaged

Pre-recon
MG RecIso
iFFT 3 iters RecIso
MG RecSym
iFFT 3 iters RecSym

10 1

k [hMpc 1]

= 0.025

RecSym vs RecIso

10 1

k [hMpc 1]

= 0.975

Figure 14. Cross-correlation coefficient r(k) (top) and propagator G(k) (bottom) comparing the
RecSym and RecIso conventions, focusing on the MG and the iFFT (3 iterations) algorithms. Here
the blue dash-dotted line is the pre-reconstruction case, the orange solid line is the MG RecIso, the
green dashed line is the iFFT RecIso, the red dotted line is the MG RecSym, and the purple dotted
line is the iFFT RecSym. In r(k), RecSym is closer to unity on large scales along the line of sight.
In G(k), RecSym does not produce a bump that presents in RecIso.

more easily to show up. Moreover, using a sample where the plane-parallel approximation
does not hold, we can empirically test whether iFFT converges; Eq. (3.9) and Eq. (3.10) show
convergence for the plane-parallel case, but there is no easy form for the non-plane-parallel
case. We observe slightly more discrepancy between MG and iFFT displacements in the BGS
sample. So we discuss differences in the displacement in this current section and show more
figures in Appendix C. Our default setting for the BGS sample is smoothing at 15 Mpc/h.
Three iterations of iFFT does not differ from more iterations as much compared to the other
two samples, suggesting that iFFT converges slightly faster in BGS than in the other two
samples.

In the analysis of the displacement, we find that MG and iFFT (3 iterations) have more
differences in the displacement magnitude, at the largest (∼0.92 Mpc/h) about 2.5 times
more than ELG (∼0.37 Mpc/h) and 9 times more than QSO (∼0.10 Mpc/h), shown in the
magnitude distribution in Figure 15. Compared to the average displacement along the line
of sight of BGS (∼2.9 Mpc/h), the maximum fractional displacement difference in BGS is
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Figure 15. The distribution of displacement vector differences between MG and iFFT displacements
with the BGS sample using one mock. The displacement vectors are decomposed into three spherical
coordinate directions as in Figure 8. The line of sight direction spread is skew towards the right
side and is wider than the spread of the perpendicular to the line of sight. Compared to the average
line-of-sight displacement magnitude (∼2.9 Mpc/h), the fraction can be larger than the ELG and
QSO cases.

∼32%, which is larger than the maximum in ELG (∼19%) and in QSO (∼7%). On the left
panel of Figure 15, the parallel to the line of sight distribution is skew to the right. When
the perpendicular to the line of sight component is decomposed into θ̂ and ϕ̂, we observe
that these two distributions are also more irregularly shaped compared to ELG and QSO.

We also observe slightly more dependence on the survey geometry for the line-of-sight
displacement differences as shown in Figure 16. Here we use the distribution of BGS randoms,
rather than galaxies, because there are fewer objects in the BGS sample compared to the
other two samples. We show 0.1 < z < 0.15, 0.2 < z < 0.25 and 0.35 < z < 0.4 for
the redshift boundary effects together with effects of survey sky area edges comparing to a
redshift slice in the middle of the BGS redshift range. Both sky area boundaries and redshift
boundaries have effects on the displacement estimates with the BGS sample. The magnitude
of the displacement difference can be larger than ELG and QSO, especially at the low redshift
end. Compared to the average line of sight displacement magnitude of BGS (∼2.9 Mpc/h),
the differences in the low redshift end can be non-negligible. Indeed the maximum fractional
difference of 31% occurs at the low redshift end. Two factors can contribute to the patterns
shown in these two figures. The wide-angle effects associated with the BGS sample can
mildly affect the performance of both algorithms. It could also be that the BGS sample has
a greater boundary/volume ratio and so these boundary effects have a larger impact. The
effect as shown in the power spectrum, however, is negligible, as presented in Figure 25 in
Appendix C. We note that a qualitatively similar, but a smaller large-scale discrepancy was
observed in BGS than in ELG.

6.3.1 BAO constraints

Motivated by the more noticeable discrepancy shown in the displacement test for BGS and in
the caution of unnoticeable correlated errors in the power spectrum building up, we perform
BAO fitting to test whether this larger discrepancy leads to bias in the BAO distance esti-
mates. Our fitting procedure largely follows that used in the DESI 2024 BAO analysis [32],
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Figure 16. Line-of-sight component magnitude difference between MG and iFFT (both applied
with a 15 Mpc/h smoothing) projected to DESI Y5 NGC footprint, shown for BGS randoms in
0.1 < z < 0.15 (left), 0.2 < z < 0.25 (middle) and 0.35 < z < 0.4 (right) redshift slices. The low
redshift end boundary shows more differences between the two algorithms than a middle redshift range
or the high redshift end. These differences are not negligible compared to the average line-of-sight
displacement magnitude of BGS (∼2.9 Mpc/h).

which represents the most robust fitting procedure. We briefly summarize the steps below.
We fit the following model for the post-reconstruction power spectrum

P (k, µ) = B(k, µ)Pnw(k) + C(k, µ)Pw(k) +D(k) , (6.5)

where Pw(k) and Pnw(k) are the BAO wiggle and no BAO wiggle components of the lin-
ear power spectrum, which is obtained from CLASS9 using the AbacusSummit fiducial
cosmology (detailed in Section 4). The B(k, µ), C(k, µ), and D(k) encompass various physi-
cal and non-physical features of the power spectrum. The term B(k, µ) models the smooth
component of the galaxy clustering using quasi-linear theory,

B(k, µ) =
(
b1 + fµ2[1− Σ(k)]

)2
Ffog (6.6)

where the first term is a modified form of the Kaiser factor [53] that accounts for the effect
of reconstruction in the RecIso convention. In RecSym, Σ(k) = 0, since RecSym does
not remove large-scale RSDs. The second term models the Finger of God (FoG) effect by
Ffog = (1 + k2µ2Σ2

s/2)
−2, where Σs is the FoG parameter. The term C(k, µ) describes the

BAO damping caused by nonlinear evolution,

C(k, µ) =
(
b1 + fµ2[1− Σ(k)]

)2
exp

[
−1

2
k2
(
µ2Σ2

∥ + (1− µ2)Σ2
⊥

)]
, (6.7)

where Σ2
∥ and Σ2

⊥ are the BAO damping scales parallel and perpendicular to the line of
sight, respectively. Reconstruction reduces the values of these two parameters by partially
removing gravitational nonlinearity. The first term is similarly the Kaiser term. The FoG is
dropped here due to high degeneracy with the Σ∥ parameter in fitting. Lastly, D(k) captures
additional nonlinearities and observational effects, parametrized by a spline function

Dℓ(k) =

nmax∑
n=−1

aℓ,nW3

(
k

∆
− n

)
(6.8)

9https://github.com/lesgourg/class_public
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where W3 is the piecewise cubic spline kernel. The term ∆ is a k width chosen such that the
spline function matches the broadband shape of the power spectrum and does not reproduce
the BAO signal. The free coefficient al,n is then guaranteed to be not degenerate with the
BAO parameters.

This power spectrum template is fitted to the observed wavenumbers, kobs, which are
related to the true wavenumbers, k′, by

k′ =
α
1/3
AP

αiso

[
1 + µ2

obs

(
1

α2
AP

− 1

)]1/2
kobs (6.9)

and

µ′ =
µobs

αAP

[
1 + µ2

obs

(
1

α2
AP

− 1

)]−1/2

, (6.10)

where αiso and αAP are the isotropic and Alcock-Paczynski dilation BAO parameters that
capture the differences between the true and the observed wavenumbers. These two BAO
parameters in terms of the Hubble parameter and the angular diameter distance are

αiso = (α∥α
2
⊥)

1/3, αAP = α∥/α⊥. (6.11)

where

α|| =
Hfid(z)rfidd
H(z)rd

, α⊥ =
DA(z)r

fid
d

Dfid
A (z)rd

. (6.12)

So in terms of power spectrum multipole, we have the model

Pℓ,obs(kobs) =
2ℓ+ 1

2

∫ 1

−1
dµobs Lℓ(µobs)

[
B(kobs, µobs)Pnw,obs(kobs)

+ C(k′(kobs, µobs), µ
′(kobs, µobs))Pw(k

′(kobs, µobs))
]
+Dℓ(kobs).

(6.13)

In this test, we focus on fitting αiso and αAP, using the monopole and quadrupole
post-reconstruction power spectra, while marginalizing all other parameters. We use the
BGS DR1 covariance matrix and rescale it to Y5 by a factor of 1/3 that accounts for the
volume differences (about a factor of 2-3 between DR1 and Y5). We fit in the k range
[0.02, 0.3] h/Mpc with a k-bin width of 0.005 h/Mpc. We use the official DESI fitting pipeline
desilike10 to conduct the fits.

Figure 17 shows the fits for αiso and αAP for each of the 25 BGS mocks and the mean of
the 25 fits. In all cases, the fits are nearly identical between MG and iFFT post-reconstruction
power spectra. The mean of the 25 fits is at αiso = 1.0014±0.0027 and αAP = 1.0033±0.0064
with MG, and αiso = 1.0015± 0.0027 and αAP = 1.0031± 0.0064 with iFFT (the errors are
the errors of the mean), both of which are consistent with 1. So the fits are unbiased. This
test shows that even when the displacements exhibit noticeable differences, these differences
are not affecting the BAO fits. Both algorithms return unbiased BAO estimates within the
expected precision of the DESI final data set.

10https://github.com/cosmodesi/desilike
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Figure 17. Anisotropic BAO fits for 25 BGS mocks as well as the mean of 25 fits. The covariance
used here is the covariance used in DESI DR1 rescaled by a factor of 1/3 to roughly account for the
expected volume difference between DR1 and Y5. The error bar on the data point for the mean is
the error on the mean. For the mean, αiso = 1.0014 ± 0.0027 and αAP = 1.0033 ± 0.0064 with MG,
and αiso = 1.0015 ± 0.0027 and αAP = 1.0031 ± 0.0064 with iFFT. Here the fits for MG and iFFT
post-reconstruction power spectra give almost identical BAO parameter constraints. The mean is also
consistent with 1.

6.4 Computing time

Having established that we recommend against the iFFTP algorithm, in this section we com-
pare the computing time between MG and iFFT only. Both algorithms are parallelized using
MPI. Using 128 AMD-EPYC-7763 CPU cores with MPI parallelization on the Perlmutter
cluster on NERSC11 and using the ELG sample,12 it takes ∼1300 seconds for the MG code
to compute the displacement potential with our default MG parameters and ∼150 seconds
for the iFFT code to conduct 3 iterations. Hence, it is computationally much more efficient
to perform the iFFT algorithm. Due to its computational efficiency and nearly identical
results with MG, the DESI DR1 BAO analysis adopted the iFFT as the default algorithm.
However, we note that we have not attempted to optimize the MG code, whereas we are
using a highly optimized FFT library for iFFT. It is likely that the MG running speed could
be dramatically improved.

7 Discussion

As shown in the last section, the iFFTP algorithm is not as effective as the other algorithms
examined and can be unstable, especially with more iterations, but iFFT and MG agree to
a very high degree in the tests we have conducted. In general, the difference between iFFT
and MG is the smallest for the QSO sample, followed by ELG and then BGS. This suggests
that iFFT and MG work well in high redshift and both low and high number densities,
although they face slightly more challenges when the lines of sight change considerably.
While the algorithms appear to be susceptible to wide-angle effects in the BGS sample in

11https://docs.nersc.gov/systems/perlmutter/architecture/
12In this test, we did not set the grid size to be exactly the same for MG and iFFT, and MG was run on

a slightly larger grid, due to different prime factorizations required for the algorithms. For the main tests
presented in this paper, we did keep the grid size the same, i.e. using the MG grid size for iFFT and iFFTP.
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the displacement tests, the magnitude of the differences is relatively low such that it does
not affect the power spectrum and consequently the BAO parameters.

In this section, we discuss the iFFTP algorithm in a little more depth and we also
discuss the outlook of going beyond the standard reconstruction.

7.1 iFFTP

While we observe a failure of the current iFFTP algorithm when applied to realistic mocks,
there are still interesting questions to explore about this algorithm. Addressing these ques-
tions is beyond the scope of the current paper, but we briefly discuss them here. First, while
iFFTP does not converge in realistic simulations that have survey boundaries, we note that it
does fine in cubic box simulations, where periodic boundary conditions are applied. In cubic
boxes, galaxies will not be moved off boundaries but they will in realistic simulations, which
causes divergence. There are ways to mitigate this problem in real surveys, for example by
shifting or smoothing the randoms.

We also find that in cubic boxes and in terms of the propagator, iFFTP performs slightly
better than iFFT at the same number of iterations. In other words, even though we observe
no improvement in the BAO damping scale after reconstruction with iFFTP at 5 iterations
(and more), the same algorithm in the cubic boxes reduces BAO damping more than the
other two algorithms (though the difference is not large). There are two possible subtle
differences in iFFTP in comparison to iFFT. The different ways that they use to remove
RSDs lead to these differences. The first is that iFFT and iFFTP likely achieve the same
level of convergence to real-space density at different rates (Eq. (3.9) and Eq. (3.10) may not
apply to iFFTP). The second is that if iFFTP and iFFT obtain the identical displacement
S iFFTP,disp = S iFFT,disp, they are applied to different fields. Because galaxies have been
moved to real space locations after removing RSDs in iFFTP, S iFFTP,disp is evaluated at
and applied to real space galaxy positions, whereas S iFFT,disp i.e. Eq. (3.11) (together with
the RSD part, i.e. S iFFT,disp + f(S iFFT,disp · r̂)r̂) is applied to redshift space galaxies, with
S iFFT,disp evaluated at these redshift space positions as well. Potentially the former leads to

better performance, because the displacement Ψ(1) is by definition in real space. However,
more study is needed to understand the effects of these differences.

7.2 Beyond standard reconstruction

The reconstruction algorithms we analyze here are all within the framework of standard re-
construction, which is approximately the Zel’dovich displacement and is thus often modeled
with the Zel’dovich displacement. In this section, we switch from the continuity equation
language and discuss in the context of Zel’dovich displacement. One question one might
wonder is whether it is useful for constraining BAO to estimate higher-order displacement
than Zel’dovich and even the full displacement. Firstly, we need to emphasize that while
the standard reconstruction algorithm estimates the Zel’dovich displacement, this displace-
ment is not the actual Zel’dovich displacement. There are two factors. One is indicated
in Section 2 – we use the nonlinear, Eulerian density in place of linear, Lagrangian density
to calculate the displacement using the Zel’dovich formula. Therefore, it is an estimate,
although with sufficient smoothing, the two densities are rather close. The other factor is
that we are calculating a displacement that starts from the Eulerian positions and goes back
to Lagrangian positions. The displacement that goes from Lagrangian positions to Eulerian
positions (which is the Zel’dovich displacement) may not be exactly invertible when two La-
grangian positions go to the same Eulerian position. However, estimating the displacement
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starting from the Eulerian position gives the damping scale for the shift field the same as the
damping scale of the displaced field in the modeling. So it is necessary to start from the Eu-
lerian position. This point is detailed in the our companion paper on theoretical systematics
[54]. There is another complication – the Zel’dovich displacement gives a Zel’dovich field,
not a fully nonlinear field. If we started from a Zel’dovich field, this displacement would be
exactly invertible. What we observe, however, is a fully nonlinear field. So even if we get
a perfect Zel’dovich displacement, we cannot use this displacement to go back to the initial
position beyond large scales. Not only because this is only first order displacement, but also
the coordinates are different (q = x only at the first order).

Let us now discuss the outlook of going beyond the approximate Zel’dovich displace-
ment. Within the standard reconstruction framework, that is, estimating the displacements,
and moving the galaxies and randoms back (following one of the RecSym or RecIso conven-
tions), it is the step of estimating the displacement that can be adapted, and the rest stays
the same. If we improve order by order, we will still solve for the first-order displacement,
which will be used to estimate the second order displacement. This will quickly become cum-
bersome as we go beyond the second order. Alternatively, we can solve the full displacement.
This means that we will need to solve for a more complicated equation than Eq. (3.1) or 3.2.
A natural question is how much can be gained by estimating higher-order or the full dis-
placements. For the second order, Refs. [e.g. 40, 76, 77] have shown that adding second-order
displacement has a negligible effect. This is explicitly shown with BAO parameter fits in
Ref. [76]. Even at the displacement level, the changes are small. The reason for mild effects
can be explained as follows. The Zel’dovich displacement to a high accuracy moves from
Lagrangian to Eulerian space, which is to a large extent invertible (which is why standard
reconstruction is effective), but the higher-order displacements are more responsible for the
deformation of the Lagrangian region into the final Eulerian region, which is a smaller scale
effect [76]. The bulk flows most responsible for damping the BAO peak are mostly due to
larger scale nonlinearities, as opposed to smaller scale nonlinearities, such as effects of galaxy
formation; therefore, the most contribution to BAO damping comes from the Zel’dovich dis-
placement. In addition, recall that the standard reconstruction uses the final density field to
estimate the Zel’dovich displacement, which is not perfect; hence, it is even harder to obtain
the correct second-order displacement, because it depends on the first-order estimation.

It is also unclear whether having a full displacement estimate will lead to a significant
improvement over standard reconstruction. The full displacement is harder to solve from a
full nonlinear continuity equation, although the optimization algorithm, optimal transport,
in the fully discrete case provides an approximate solution to that equation [e.g. 78]. A
semi-discrete optimal transport algorithm also gives a close estimate [79]. However, although
not directly shown with BAO parameter fits, the sharpened BAO peak from an approximate
full displacement is almost identical to the one resulted from Zel’dovich displacement (the
actual Zel’dovich, not inverse Zel’dovich), as indicated in [79]. Therefore, there may not be a
significant gain for BAO fits even if we have the full displacement. This again supports the ro-
bustness of BAO. The Fourier space comparison, e.g. power spectrum and cross-correlations,
however, can show more disagreement among different reconstruction methods. The solution
to this paradox is that there is broadband power that the standard reconstruction does not
recover well but other reconstruction methods recover better. However, the broadband is
not fitted with physics; only the BAO wiggles contain BAO information and standard recon-
struction already recovers the wiggles very well. Nevertheless, even if the improvement may
not be significant, there may still be opportunities to further tighten the BAO parameter
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errors by estimating more than the Zel’dovich displacement. This will still be helpful in the
era of precision cosmology. Of course, for a new method of reconstruction to be useful, we
will need an accurate and well-founded theory model as well.

8 Conclusion

In this study, we closely examine three algorithms that estimate the displacements with
changing lines of sight from the linearized redshift space continuity equation to conduct
reconstruction for BAO. The MG algorithm solves the differential equation in configuration
space for the potential of the displacement. The iFFT and iFFTP algorithms both iteratively
remove RSDs and estimate the real space linear density, but iFFT achieves so by updating the
potential iteratively, while iFFTP algorithm removes RSDs by moving galaxies iteratively.
We examine two new codes (MG and iFFT) and one applied to survey data before (iFFTP).
We use realistic mock simulations of DESI samples in the Y5 footprint to conduct the analysis
and we focus on the ELG, QSO and BGS samples that cover the low and high redshift, low
and high number density, and potential wide-angle effects.

Our findings are as follows:

• MG and iFFT are comparable to a high extent, in all samples, with both RecSym and
RecIso conventions. The differences between the two (with iFFT having 3 iterations)
are less than 0.4% in RecSym in both monopole and quadrupole post-reconstruction
power spectrum as well as power spectrum along the line of sight, for all three sam-
ples. The LRG sample, which we did not test in this study, is not extreme in number
densities, redshift, or wide-angle effects, so we expect LRG to behave well with these
two algorithms as well. The differences are larger in RecIso, but are still within 1.2%
in both monopole and quadrupole (maximum 2% along the line of sight). The extreme
differences are on the largest scales for RecIso. For ELG with RecSym, comparing
to DR1 power spectrum errors as measured by DESI DR1 covariance matrix, these dif-
ferences are within the power spectrum errors and will not affect BAO constraints. For
BGS with RecSym, we also explicitly tested BAO fits and found negligible differences
between MG and iFFT for a Y5 precision. DESI DR1 BAO analysis opts to use iFFT
with 3 iterations.

• The analysis of the power spectrum along and perpendicular to the line of sight shows
the dependence of algorithm performance on the line of sight. Along the line of sight and
in both RecSym and RecIso, the power spectra of iFFT and MG agree less compared
to that in the perpendicular to the line of sight case on all scales. For RecSym,
the differences are especially on smaller scales for all three tracers. For RecIso, the
differences are especially on larger scales (larger than BAO scales).

• The RecSym convention presents smaller differences between different reconstruction
algorithms than RecIso does overall. Because RecIso attempts to remove large-scale
RSDs, the imperfect removal more easily presents in the RecIso convention. In com-
parison, RecSym is less sensitive to reconstruction errors. DESI DR1 BAO analysis
opts to use the RecSym convention.

• iFFTP appears to be not convergent and exhibits more differences from MG and iFFT.
With the ELG sample using the RecSym convention, the difference between iFFTP
with 3 iterations and MG is about 1% in monopole and 10% in quadrupole power
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spectrum. With 5 iterations, the differences increase to 5% and 25% for monopole
and quadrupole, respectively. With the RecIso convention, the monopole difference is
around 5% and the quadrupole difference is around 10% (both w.r.t MGmonopole) with
3 iterations. The differences become larger with 5 iterations, with the monopole having
around 7% differences and the quadrupole having around 15% (without considering
the largest scales). These deviations can potentially cause systematics in BAO fitting.
More importantly, the iFFTP algorithm is not convergent, which presents instability to
BAO analysis. Considering these, we recommend against using this algorithm for BAO
constraints without further developments. As mentioned in the Discussion section, the
algorithm performs fine in periodic boundary conditions, and the divergence of the
algorithm is due to survey boundaries in realistic mocks. This is fixable in principle,
but we do not consider practical fixes for this problem in this work.

• We further scrutinize the MG and iFFT algorithms by analyzing the displacements,
since the algorithms essentially differ in how they estimate the displacement. These
differences between MG and iFFT include

– There is a wider spread of the magnitude difference in the line-of-sight displace-
ments for all three tracers.

– All three samples display slight dependence on survey geometry for the line-of-sight
component magnitude differences between MG and iFFT. Near redshift bound-
aries, the differences are slightly larger.

• BGS exhibits more differences between iFFT and MG than ELG or QSO. This suggests
that number density and volume have relatively mild effects on the reconstruction
performance, but wild-angle effects (related to this, low redshift) have a stronger impact
on the performance. Although the summary statistics as well as BAO fits do not show
large deviations, the displacement comparison has more differences (at the maximum
32% along the line of sight compared to 19% and 7% for the other two samples). The
distributions of decomposition of the displacements to parallel and perpendicular to
the line of sight show more irregularly shaped distributions than ELG or QSO. The
survey boundary effects are also slightly stronger in BGS. Hence, wide angle effects as
well as a larger boundary-to-volume ratio can expose the algorithms to more challenges
and cause more discrepancy between MG and iFFT.

The results of this study suggest that the differences in the reconstruction algorithms
do not lead to sizable bias for BAO constraints, thus they do not contribute to the systematic
budget in the DESI DR1 BAO analysis [32]. In our companion papers, other sources of sys-
tematics are also carefully examined - theoretical [54] and observational [80–82] systematics,
and HOD [83, 84], fiducial cosmology [85], as well as covariance [86, 87] systematics - some of
which also do not contribute to the overall systematics. These systematics result in a total of
0.245% and 0.3% error in the BAO parameters αiso and αAP in DESI DR1. Thus, the BAO
technique remains one of the most robust probes of cosmic expansion history and provides
stringent constraints on dark energy.

Reconstruction powerfully decreases the errors in the BAO measurements by reducing
the nonlinear damping. It will remain a standard procedure in the upcoming DESI BAO
analyses as well as all BAO analyses in future surveys, such as Euclid [88] and Roman
[89, 90]. Looking to the future, as nonstandard reconstruction attempts to be applied to
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surveys, similar care needs to be taken to ensure further reduction of the BAO errors without
introducing bias.

9 Data Availability

The data used in this analysis will be made public along the Data Release 1 (details in
https://data.desi.lbl.gov/doc/releases/).
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A Linear equation Aϕ = δs for multigrid

The multigrid algorithm aims to solve a linear equation of the potential of the displacement,
ϕ, Eq. (3.2). Here we provide details for how to turn this equation into the form of Aϕ = δs

13.

13More details can be found in the companion notes to the MG code in https://github.com/

martinjameswhite/recon_code/blob/master/notes.pdf.
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With the divergence applied in spherical coordinates in the r̂ direction, we can evaluate r̂ ·∇ϕ
and its r derivative in Cartesian coordinates. We will obtain

∇ · (r̂ · ∇ϕ)r̂ =
∑
ij

rirj∂i∂jϕ+
2

r

∑
i

ri∂iϕ, (A.1)

where i and j run through x, y and z.
From here, we need to evaluate first and second derivatives on a grid. A first derivative

in the x̂ direction can be approximated as

∂xϕ ≈ ϕi+1,j,k − ϕi−1,j,k

2h
, (A.2)

where h is the grid resolution. A second derivative can be approximated as

∂2
xϕ ≈ ϕi−1,j,k + ϕi+1,j,k − 2ϕi,j,k

h2
(A.3)

and

∂x∂yϕ ≈ ϕi+1,j+1,k + ϕi−1,j−1,k − ϕi+1,j−1,k − ϕi−1,j+1,k

4h2
. (A.4)

With these derivatives, we can then rearrange to obtain the matrix A.

B Varying multigrid parameters

We test the convergence of MG by varying three parameters: the damping factor for Jacobi,
the number of iterations for damped Jacobi, and the number of iterations for the V-cycle,
using one mock of the ELG sample. Figure 18 shows the results of varying these parameters
with respect to the default case, which has the damping factor for Jacobi equal to 0.4, 5
iterations of damped Jacobi, and 6 iterations of V-cycle. The algorithm converges quickly.
As long as the damping factor or iteration numbers are sufficient, there is very little difference
between varying parameters and our default case.

C Additional figures

C.1 QSO

Below we include additional figures for reconstruction performance for the QSO sample.
Figure 19 shows the difference between the iFFT and MG power spectra w.r.t the MG
monopole in the RecSym convention. The differences between the two algorithms here are
smaller than those in the ELG or BGS samples. In Figure 20, the power spectra along and
perpendicular to the line of sight show qualitatively the same pattern as that in ELG; there
are more differences between iFFT and MG along the line of sight.

Figures 21 and 22 are results for the QSO RecIso reconstruction case. The power
spectrum differences again show qualitatively similar patterns to those in ELG – there are
more differences between iFFT and MG on larger scales and along the line of sight.

Figures 23 and 24 show the results of displacement comparison for the QSO sample.
These are again qualitatively similar to the ELG sample. Namely, there is a slightly larger
spread in the difference between the two algorithms along the line of sight, and the magnitude
differences along the line of sight can be slightly larger near the redshift boundary (although
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Figure 18. Power spectrum monopole (left) and quadrupole (right) ratio between MG with varying
parameters and MG with default parameters using one ELG mock. The default is Jacobi damping
factor equals to 0.4, 5 iterations of Jacobi, and 6 iterations of V-cycle. Here the numbers in the
legend in order denote damping factor, number of Jacobi iterations, and number of V-cycles. There
is a slight deviation from the default when the damping factor and numbers of iterations are lower
than default, although changes are small. Higher damping and iterations do not make a substantial
difference and are thus not necessary.
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Figure 19. Ratio in power spectrum monopole (left) and quadrupole (right) between iFFT (black
for 3 iterations, green for 5 iterations, and cyan for 7 iterations) and MG (both applied with a 30
Mpc/h smoothing), using the RecSym convention for the QSO sample. Even with 3 iterations, the
difference between iFFT and MG is within 0.02% for both monopole and quadrupole. The difference
between 5 and 7 iterations are negligible, suggesting that the convergence in QSO is faster than ELG.

QSO has slightly larger differences at the low redshift end). However, the displacement
difference spread is smaller in QSO than in ELG, as shown in Figure 23. The line of sight
displacement difference spread is less than 10% of the average line of sight displacement
magnitude of QSO (∼1.4 Mpc/h).

C.2 BGS

We include four additional figures for BGS that show the power spectrum comparisons for
RecSym and RecIso. Figure 25 shows the difference between the power spectra by iFFT
and MG divided by the MG monopole in the RecSym convention. We show the difference
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Figure 20. Ratio of power spectrum between iFFT and MG for the QSO sample with both algo-
rithms applied with a 30 Mpc/h smoothing and using the RecSym convention, for µ = 0 (blue) and 1
(green), where µ is cosine of the angle between the line of sight and k. Here µ = 0 is perpendicular to
the line of sight and µ = 1 is along the line of sight. Each line is an average of 25 mocks. We observe
that both cases show differences between iFFT and MG within 0.03%. However, along the line of sight
the differences between the two algorithm are larger, especially on smaller scales (k ≳ 0.2h/Mpc).
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Figure 21. The monopole (left) and quadrupole (right) power spectrum difference between iFFT
(black for 3 iterations, green for 5 iterations, and cyan for 7 iterations) and MG (both applied with
a 30h−1 Mpc smoothing) divided by the MG monopole for the QSO sample, using the RecIso
convention. Each line is an average over 25 mocks. Large scales show more discrepancies, but the
magnitude is small compared to the power spectrum value. We observe the discrepancies at most
0.05% in monopole and 0.12% in quadrupole (both w.r.t MG monopole) on large scales.

due to the zero-crossing in the quadrupole of BGS. The trend is qualitatively similar to that
in ELG and the two methods differ at the maximum 0.2% in both the monopole and the
quadrupole (w.r.t MG monopole). There is also less difference among 3, 5, and 7 iterations,
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Figure 22. Ratio of power spectrum between iFFT and MG for the QSO sample with both algorithms
applied with a 15 Mpc/h smoothing and using the RecIso convention, for µ = 0 (blue) and 1 (green),
where µ is cosine of the angle between line of sight and k. Here µ = 0 is perpendicular to the line
of sight and µ = 1 is along the line of sight. We again observe discrepancies along the line of sight
between the two algorithms on large scales, but the differences are smaller compared to ELG and
BGS, within about 0.25%.
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Figure 23. The magnitude difference between MG and iFFT (3 iterations) displacements with the
QSO sample using one mock, for along the line of sight and perpendicular to the line of sight (left)
and with the perpendicular to the line of sight further decomposed into θ̂ (middle) and ϕ̂ (right)
directions. Even though the spread of the difference along the line of sight is slightly wider, the
magnitude is very small, compared to the mean displacement magnitude along the line of sight for
QSO, which is around 1.4 Mpc/h.

suggesting that iFFT converges slightly faster in BGS than in ELG. In the comparison of
the line of sight power spectrum with RecSym in Figure 26, the line of sight direction still
exhibits more differences than perpendicular to the line of sight, but more towards smaller
scales.
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Figure 24. Line of sight component magnitude difference between MG and iFFT (both applied
with a 30 Mpc/h smoothing) projected to DESI Y5 footprint, shown for QSO 1.6 < z < 1.65 (left),
1.85 < z < 1.9 (middle), and 2.05 < z < 2.1 (right) redshift slices, using the randoms catalog. The
low redshift end shows slightly more differences, but the magnitude is very small compared to the
mean line-of-sight displacement of QSO (∼1.4 Mpc/h).
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Figure 25. Ratio in the power spectrum monopole (left) and quadrupole (right) between iFFT (black
for 3 iterations, green for 5 iterations, and cyan for 7 iterations) and MG (both applied with a 15
Mpc/h smoothing), using the RecSym convention for the BGS sample. Even with 3 iterations, the
differences between iFFT and MG are within 0.2% for monopole and quadrupole (both w.r.t MG
monopole).

Figures 27 and 28 show the power spectrum comparison for the RecIso case. In Fig-
ure 27, it is interesting that BGS shows more discrepancy between iFFT and MG on smaller
scales in monopole, whereas for ELG and QSO, there is more discrepancy on large scales.
In Figure 28, large scale discrepancy still presents along the line of sight; however, on BAO
scales, the differences between iFFT and MG are within 0.3% for both along and perpendic-
ular to the line of sight.
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analysis via optimal transport: Multitracer approach to cosmological reconstruction,
Phys. Rev. D 109 (2024) 123512 [2403.11951].

[80] A. Krolewski, J. Yu, A.J. Ross, S. Penmetsa, W.J. Percival, R. Zhou et al., Impact and
mitigation of spectroscopic systematics on DESI DR1 clustering measurements, arXiv e-prints
(2024) arXiv:2405.17208 [2405.17208].

[81] J. Yu, A.J. Ross, A. Rocher, O. Alves, A. de Mattia, D. Forero-Sánchez et al., ELG
Spectroscopic Systematics Analysis of the DESI Data Release 1, arXiv e-prints (2024)
arXiv:2405.16657 [2405.16657].

[82] M. Pinon, A. de Mattia, P. McDonald, E. Burtin, V. Ruhlmann-Kleider, M. White et al.,
Mitigation of DESI fiber assignment incompleteness effect on two-point clustering with small
angular scale truncated estimators, arXiv e-prints (2024) arXiv:2406.04804 [2406.04804].

[83] C. Garcia-Quintero, J. Mena-Fernández, A. Rocher, S. Yuan, B. Hadzhiyska, O. Alves et al.,
HOD-Dependent Systematics in Emission Line Galaxies for the DESI 2024 BAO analysis,
arXiv e-prints (2024) arXiv:2404.03009 [2404.03009].

[84] J. Mena-Fernández, C. Garcia-Quintero, S. Yuan, B. Hadzhiyska, O. Alves, M. Rashkovetskyi
et al., HOD-Dependent Systematics for Luminous Red Galaxies in the DESI 2024 BAO
Analysis, arXiv e-prints (2024) arXiv:2404.03008 [2404.03008].
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