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Abstract. We analyse the robustness of the DESI 2024 cosmological inference from fits to the
full shape of the galaxy power spectrum to uncertainties in the Halo Occupation Distribution
(HOD) model of the galaxy-halo connection and the choice of priors on nuisance parameters. We
assess variations in the recovered cosmological parameters across a range of mocks populated
with different HOD models and find that shifts are often greater than 20% of the expected
statistical uncertainties from the DESI data. We encapsulate the effect of such shifts in terms
of a systematic covariance term, CHOD, and an additional diagonal contribution quantifying the
impact of our choice of nuisance parameter priors on the ability of the effective field theory
(EFT) model to correctly recover the cosmological parameters of the simulations. These two
covariance contributions are designed to be added to the usual covariance term, Cstat, describing
the statistical uncertainty in the power spectrum measurement, in order to fairly represent
these sources of systematic uncertainty. This approach is more general and robust to choices
of model free parameters or additional external datasets used in cosmological fits than the
alternative approach of adding systematic uncertainties at the level of the recovered marginalised
parameter posteriors. We compare the approaches within the context of a fixed ΛCDM model
and demonstrate that our method gives conservative estimates of the systematic uncertainty
that nevertheless have little impact on the final posteriors obtained from DESI data.
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1 Introduction

With the advent of the Dark Energy Spectroscopic Instrument (DESI) spectroscopic galaxy
survey [1–3], we are able to significantly improve constraints on our cosmological model. By
measuring the redshifts of over 35 million galaxies spanning a 5-year survey, facilitated by a
robotically-controlled fibre system [4–6], DESI is mapping the cosmic web of structure with
unprecedented accuracy. The effects of both primordial and late-time physics, such as gravity
and cosmic expansion, are imprinted on the large-scale distribution of galaxies. By probing this
distribution out to redshift z > 2, DESI is able to extract a wealth of cosmological information
and provide a view into the history of the Universe over the past 10 billion years. The survey
has already made outstanding progress towards its science goals having completed survey vali-
dation [7], produced an early public release of the data [8] and published its first cosmological
results analysing the Baryon Acoustic Oscillation (BAO) feature [9–11]. The survey operations
and data reduction pipeline are detailed in [12] and [13], respectively, while the DESI tracer
samples, creation of the large-scale structure catalogues and 2-point clustering measurements
are described in [14].

The method of compressing the observed galaxy field into 2-point summary statistics is well
established and allows the majority of available information to be recovered. The behaviour of
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these compressed statistics is well understood on large scales and is sensitive to the energy
content and expansion history of the Universe. Cosmological processes leave their signature on
the 2-point statistics as two main features that can be probed by spectroscopic galaxy surveys:
BAO [15, 16] and Redshift Space Distortions (RSD; [17]). The BAO analysis marginalises over
broadband information, extracting only the BAO feature to provide a robust “standard ruler”
measurement. However, additional cosmological information is contained within the shape of
these statistics beyond the BAO scale. Analysis of the full shape of the Fourier-space galaxy
power spectrum directly probes the matter distribution through the RSD effect but consequently
requires accurate marginalisation over halo-scale physics. This paper explores the robustness of
our power spectrum models to small-scale effects in support of the DESI 2024 full-shape galaxy
clustering analysis [18, 19]. The method presented in this work can be generalised to also be
applicable to the full-shape analysis performed in configuration-space [20]. The DESI 2024 BAO
and full-shape analyses, in combination with a measurement to constrain local primordial non-
Gaussianity [21], mark the culmination of effort to shed light on the cosmological model with
the first year of DESI data contained in Data Release 1 (DR1; [22]).

On large scales, the galaxy power spectrum can be described by linear theory but the
abundance of modes at smaller scales provides incentive for more complex modelling. As the
Universe evolves, the initially Gaussian dark matter (DM) field undergoes non-linear evolution
due to gravity, eventually clustering to form DM halos. These peaks in the density field lay the
foundations for galaxy formation, although the intricacies of this process remain unclear [23].
On large scales (k < 0.1 hMpc−1), a single linear parameter is sufficient to describe the bias of
galaxies with respect to the matter distribution. However as one probes to smaller scales, the
relationship of the underlying DM field to the observed galaxies becomes highly non-trivial. Not
only must the bias of DM haloes themselves be accounted for, but poorly understood galaxy
formation and feedback processes also become prominent. The unknown processes governing
the relationship between galaxies and their host halos is known as the galaxy-halo connection.
This ambiguity causes a direct effect on halo-scale clustering but will also propagate to the
larger, cosmologically-relevant scales. In order to counteract this effect, the power spectrum
models are equipped with bias and nuisance terms intended to absorb any uncertainty in the
knowledge of processes at small scales. With the Effective Field Theory of Large Scale Structure
(EFTofLSS; [24–26]), the physics on scales smaller than a given cutoff are coarse-grained into a
few “effective” parameters. However, quantifying the performance of these parameters to absorb
changes in the galaxy-halo connection is essential.

The sheer volume of data that DESI collects presents new challenges for theoretical mod-
elling and the control of systematics. The effect of the galaxy-halo connection on the compressed
2-point parameters for the extended Baryon Oscillation Spectroscopic Survey (eBOSS) using
template-based methods was investigated in [27]. With increased volume and the addition of
the Emission Line Galaxy (ELG) tracer, this sensitivity is greater for DESI. ELGs are young,
star-forming galaxies, often occupying the satellite regions of halos. Hence, their clustering is
more dominated by the complex processes of galaxy formation than other tracers. The effect
of variations in the galaxy-halo connection for ELGs on the cosmological parameters recovered
with EFT models has not yet been fully explored. The EFT models used in the DESI full-shape
analysis have been rigorously tested in [28–31]. These papers validate the performance of the
models into the mildly non-linear regime (k ∼ 0.2 hMpc−1) by comparing them to mock data
created assuming a simple, fixed galaxy-halo connection model. This work explores the modelling
robustness given a wider variety of galaxy-halo connection models. The “HOD-dependent sys-
tematic error” is defined as any additional contribution to the uncertainty as a result of varying
the galaxy-halo connection. This can be quantified at the level of the cosmological parameters as
was done for the DESI 2024 BAO analysis, detailed in [32] and [33], or following a new method
at the level of the data vector proposed in this work. We explore how two HOD-dependent
effects—(i) the effect on the recovered cosmological parameters and (ii) the contribution of the
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prior relative to the likelihood which we refer to as the “prior weight effect”—contribute at the
level of the data vector and compare this to a parameter-level-based estimate. To include the
systematic contribution at the level of the data vector, we build a covariance matrix from mocks
following two different approaches:

• Isolating the cosmologically-relevant uncertainty that arises from the inability of the EFT
model to capture small-scale physics, closely mirroring the parameter-level method.

• Directly quantifying the HOD-dependent variation of mock data vectors.

Both of these approaches describe an extra effective contribution to the data covariance matrix,
in contrast to the more intuitive approach of inflating uncertainties on cosmological parameters.
While we demonstrate that these methods propagate equivalent uncertainty to the parameter
posteriors in a ΛCDM scenario, the method of directly quantifying the variation of the data
vectors is more generalisable to other parametrisations.

The paper is organised as follows. Section 2 motivates the necessity for exploring a wide
range of models for the galaxy-halo connection and details the HOD models used in this analysis.
In Section 3, we describe the suite of mocks and covariance matrices used to explore the HOD-
dependency of the full-shape fit. In Section 4, we discuss the power spectrum model, fitting
method and describe our approach for including HOD-dependent systematics at the level of the
data vector. Section 5 discusses the validation of our method and the impact of our results for
the DESI DR1 analysis. In Section 6, we summarise our findings and highlight their implications
for future analyses.

2 The galaxy-halo connection

Large cosmological N-body simulations allow the distribution of DM to be studied in great detail
(see [34] for a review). However, understanding the distribution of galaxies is key in order to
compare to observable quantities. Often the DM distribution alone will be simulated due to
the large computational cost of a full hydrodynamical simulation and hence some additional
prescription to map from DM halos to galaxies is required. One such technique is the Halo
Occupation Distribution (HOD; [35])—a probabilistic model that aims to encapsulate the com-
plex physics of galaxy formation [36] in a small number of empirically tuned parameters. In its
simplest form, the probability that a halo with properties X will host n galaxies, P (n|X), is
predominately driven by the mass of the halo [37]. However, other non-local factors—known as
assembly bias—can be included to better match observations [38]. Exploring the HOD param-
eter space allows two distinct effects to be probed:

• Uncertainty in the knowledge of the galaxy-halo connection imparted by the variety of
different HOD forms and parameter values.

• Uncertainty in the randomness of galaxy formation imparted by the stochastic nature of
sampling the distribution.

A variety of HOD models describing both the central and satellite galaxy occupations for each
DESI tracer are explored in this work. Using the AbacusSummit simulations described in Sec-
tion 3, these models are tuned to approximately reproduce the clustering of the DESI One-
Percent Survey [8] on small scales. This high-completeness sub-sample of the full DESI volume
provides extremely accurate measurements of the small-scale clustering, ideal for investigating
the galaxy-halo connection. In general, the best-fit HOD model is determined by sampling the
HOD parameter space with cosmology fixed to that of the base ΛCDM AbacusSummit simula-
tions, however the specifics of the method for each tracer are detailed below.
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2.1 HOD models for LRG

HOD models for DESI LRGs were implemented using the AbacusHOD code [39] and are detailed
in [40]. Following the work of [32], we explore a selection of 8 models: 4 baseline “A” models
and 4 extended “B” models. The best-fit models in each class are numbered 0 while 3 additional
variations, numbered 1 to 3, sample the posterior around the best-fit HOD parameters in each
case.

In the “A” models, galaxies populate halos of mass Mh according to [41] where the mean
occupation numbers of a given halo for centrals and satellites are given by

n̄LRG
cent (Mh) =

fic
2

erfc

[
log10(Mcut/Mh)√

2σ

]
, (2.1)

n̄LRG
sat (Mh) =

[
Mh − κMcut

M1

]α
n̄LRG
cent (Mh). (2.2)

Mass thresholdsMcut and κMcut set the minimum halo mass to host a central galaxy and satellite
galaxy, respectively. M1 is approximately the typical mass of a single-satellite-hosting halo. The
transition from empty to central-hosting halos is dictated by the value of σ while the exponent
α controls the slope of the satellite occupation distribution. A downsampling factor fic, where
0 < fic ≤ 1, is included to account for survey incompleteness. With a further 2 parameters that
bias the galaxy velocities relative to that of the host halo, a total of 8 parameters can be tuned
to match the observed clustering.

The “B” model additionally accounts for assembly bias with 2 environment-dependent
parameters by modulating galaxy formation based on the local density. A final parameter that
modifies the radial distribution of satellites within the halo is included in order to capture some
baryonic effects. As a result, this model has 11 parameters.

Halos were assigned central galaxies by sampling a Bernoulli distribution with a mean
equal to n̄LRG

cent . The assignment of satellites was similar but they instead follow a Poisson
distribution with the positions assigned randomly to particles belonging to the halo. To create
mocks for clustering analyses, the parameters were tuned to match the 2D correlation function,
ξ(rp, π), of the One-Percent Survey where rp and π are the galaxy pair separation components
perpendicular and parallel to the line-of-sight, respectively. The optimisation was performed in
the range 0.1 < rp, π < 30 Mpch−1 and included an additional constraint on number density
that allows for sample incompleteness while penalising HOD models that produce insufficient
number densities. Model A0 provides the best fit to the data.

2.2 HOD models for ELG

HOD models for DESI ELGs are detailed in [42] and [43]. We explore 21 different models
following those used in [33]. The baseline models for central galaxies are summarised below
while satellite galaxies follow a Navarro-Frenk-White (NFW; [44]) profile:

• GHOD: Gaussian distribution around a logarithmic mass mean.

• SFHOD: Asymmetric star forming model with a decreasing power law for high mass
halos.

• HMQ: High Mass Quenched model in which a quenching parameter controls the central
occupation probability of high mass halos.

• mHMQ: Modified HMQ model with quenching parameter set to infinity.

• LNHOD1: Log-normal model.

• LNHOD2: Log-normal model tuned to smaller scale clustering.
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Similar to the LRGs, central and satellite galaxies were sampled according to Bernoulli and
Poisson distributions, respectively.

Extensions to these models, explored in various permutations, incorporate the following
effects:

• Concentration-based assembly bias (C): halo occupation is modulated by the halo concen-
tration.

• Environment-based assembly bias (Env): halo occupation is modulated by the local den-
sity.

• Shear-based assembly bias (Sh): halo occupation is modulated by local density anisotropies.

• Modified satellite profile (mNFW): satellite galaxies follow a modified NFW profile that
includes an exponential term.

• Galactic conformity (cf ): satellite galaxies only occupy halos with a central galaxy.

• No 1-halo term contribution (1h): halos are only occupied by a single galaxy.

The models were implemented using a method based on Gaussian processes with fixed number
density as detailed in [45] and were tuned to jointly fit the projected correlation function, w(rp),
and the correlation function monopole and quadrupole, ξ0(s) and ξ2(s), respectively, of the One-
Percent Survey. w(rp) was fit in the range 0.04 < rp < 32 Mpch−1 with πmax = 40 Mpch−1

used for the line-of-sight integration. The correlation function multipoles were fit up to s =
32 Mpch−1 with smaller scales (smin = 0.17 Mpch−1) included in fits using the mHMQ and
LNHOD2 models than for other models (smin = 0.8 Mpch−1). Model mHMQ+cf+mNFW
provides the best fit to the data.

Additionally, six high mass quenched models, denoted HMQ
(3σ)
i (i = 1, 2, ..., 6), created

with AbacusHOD are explored. The models sample the posterior around the best-fit HOD pa-
rameters and include velocity bias for both centrals and satellites. Models i = 4, 5, 6 also include
a complex prescription of galaxy conformity. The models were tuned to the 2D correlation func-
tion, ξ(rp, π), of an early version of the One-Percent Survey in the range 0.04 < rp < 32 Mpch−1

with πmax = 40 Mpch−1. As with the LRGs, an additional number density constraint was im-
posed on the fitting procedure.

2.3 HOD models for BGS

HOD models for DESI BGS are detailed in [46]. The models very closely resemble those of the
LRGs but the occupation numbers are instead defined as smooth functions of luminosity L (i.e.
n̄BGS(> L|Mh)). Additionally, the error function used to model the mass step in Eq. (2.1) is
converted to a pseudo-Gaussian. These models were tuned to the projected correlation function,
w(rp), of the One-Percent Survey integrated to πmax = 40 Mpch−1 with 0.1 < rp < 80 Mpch−1.
17 meta-parameters that control luminosity dependence of the HOD parameters were varied,
with an additional constraint on the number density, in order to perform the optimisation. Cen-
tral galaxies were populated following the Monte Carlo method outlined in [47] while satellites
were sampled using a Poisson distribution and positioned according to an NFW profile. 11
variations in HOD parameters, generated by sampling the posterior around the best-fit values,
are explored. Model BGS0 provides the best fit to the data.

2.4 HOD models for QSO

HOD models for DESI QSOs, also detailed in [40], are almost identical to the standard LRG
models. Only the satellite distribution in Eq. (2.2) is modified by removing the dependence
on the central galaxy through n̄LRG

cent . As with the LRGs, the clustering and number density
of these models were tuned to the 2D correlation function, ξ(rp, π), of the One-Percent Survey
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with 3 variations that sample the posterior around the best-fit HOD parameters of model QSO0

explored.

3 Data

3.1 AbacusSummit HOD mock catalogues

We employ the suite of 25 base-ΛCDM AbacusSummit N-body simulations [48–50] to test HOD-
dependent effects. These high-precision simulations are constructed with 69123 DM particles
with cosmology according to the mean estimates of the Planck 2018 TT,TE,EE+lowE+lensing
posterior: ωcdm = 0.1200, ωb = 0.02237, σ8 = 0.811355, ns = 0.9649, h = 0.6736, w0 = −1,
wa = 0 and a single 0.06 eV massive neutrino [51]. Each single cubic box realisation has a volume
of (2 Gpch−1)3 which we refer to as V1. Halos are identified with the compaso algorithm [52]
at a redshift snapshot of interest and populated with the HOD models outlined in Section 2.
Snapshots are selected at z = 0.2, 0.8 and 1.4 for the BGS, LRG and QSO samples, respectively.

For the ELG sample, two different snapshots are explored. The six HMQ
(3σ)
i models based on

AbacusHOD are used to populate a snapshot at z = 0.8 and all other models at z = 1.1. This
leads to 200 mocks for LRG, 525 mocks for ELG, 100 mocks for QSO and 11 mocks for BGS
(only mocks derived from a single AbacusSummit realisation are available for BGS).

3.2 Power spectrum measurements

Power spectrum measurements for each of the HOD cubic mocks are provided in [32] and [33].
The measurements are computed using the DESI package pypower1 following the method de-
tailed in [14, 53]. The density field is interpolated on a 5123 mesh created using a triangular-
shaped cloud prescription. Starting at k = 0 hMpc−1, the measurements are first binned with
a width of ∆k = 0.001 hMpc−1 and later re-binned with ∆k = 0.005 hMpc−1.

3.3 DR1-like data vectors

In order to explore relevant HOD-dependent effects for DR1, realistic data is a requirement (more
discussion on this is in Section 4.2). Mocks generated with a single, fixed HOD that incorporate
DR1 survey geometry and selection effects have been utilised extensively for systematic tests
[54]. To explore HOD-dependent systematics in the context of DR1, rather than taking the
computationally expensive approach of creating mocks with survey effects included for each
HOD model, we instead produced what we will refer to as “DR1-like” data vectors. These DR1-
like measurements are generated directly from the power spectrum measured on cubic mocks
and only require a simple window convolution to mimic the full mock-based approach. These
measurements are inexpensive to produce and could therefore be generated for each LRG, ELG
and QSO HOD model. The mean of 25 mocks was used to create a “mock theory” vector,
P̂ t
ℓ (k

′), which was then convolved with the realistic DR1 window matrix, W, that captures the
effect of fibre assignment estimated using the “fast-fibreassign” method (FFA; [14, 55]) and the
effect of the θ-cut. The θ-cut, discussed in [56], is imposed to mitigate fibre assignment effects by
removing pairs at small angular separations. It thus induces a sensitivity of the window to high-k
modes and therefore a basis rotation has also been applied in order to increase the compactness
of the window as discussed in Section 10.1.2 of [14]. In Fourier-space, this convolution takes the
form

P̂DR1
ℓ (k) = Wℓℓ′(k, k

′)P̂ t
ℓ (k

′), (3.1)

where k′ and k denote the input and output wavenumbers, respectively. The input multipoles
extend to the hexadecapole, ℓ′ = (0, 2, 4), while the output was computed only up to the
quadrupole, ℓ = (0, 2). The window matrices correspond to a redshift binning with limits
z = [0.6, 0.8], [1.1, 1.6], [0.8, 2.1] for the LRG, ELG and QSO samples, respectively. Only a single

1https://github.com/cosmodesi/pypower
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Figure 1. Validation of the DR1-like power spectrum (solid) for the best-fit LRG HOD model, A0. The
DR1-like power spectrum is created by applying the DR1 window to the cubic mock (dotted ). The DR1
window has been created with FFA effects included and θ-cut applied. The true DR1 mock (dashed ) is
provided for comparison. Uncertainties are determined using a DR1 Gaussian covariance.

redshift bin for the LRG and ELG samples was used due to the computational cost required
to produce covariance matrices for each HOD model (see Section 3.4). A single bin per tracer
is sufficient for the purpose of this work given that we do not expect the effect of nuisance
parameter priors, investigated using these data vectors, to change significantly across bins of a
given tracer. The fitting process, described in Section 4.1, scales stochastic term priors by the
shot-noise of the input data. To ensure that this scaling is correct relative to DR1 data (not the
cubic box input P (k)), the newly-generated, DR1-like pypower files were assigned a shot-noise
value equal to that of the fixed HOD DR1 mocks. Figure 1 demonstrates excellent agreement
between the DR1-like data vector for the best-fit LRG model, A0, and the fixed HOD DR1
mock. DR1-like data vectors were not generated for the BGS tracer as we did not have the
required number of realisations to reduce sample variance in estimating P̂ t

ℓ (k
′).

Throughout the rest of the paper, we will use the following terminology when denoting the
type of data vector used:

• Cubic: Power spectrum measured on individual realisations of the AbacusSummit cubic
box populated with all HOD models. Fits to this power spectrum are performed with the
analytic V1 covariance corresponding to a single (2 Gpc h−1)3 cubic box.

• DR1-like: Power spectrum measured on the mean of 25 realisations of the AbacusSummit
cubic box convolved with DR1 window. These are generated for each HOD model. Fits
to this power spectrum are performed with the analytic covariance corresponding to the
DR1 volume.

• Fixed HOD DR1: Power spectrum measured on mocks that incorporate survey geometry
and selection effects. Only available for a single HOD model corresponding to the one that
represents the best match to the DESI DR1 clustering.

– 7 –



More details on the cubic and fixed HOD DR1 mocks can be found in Section 11 of [14]. The
analytic covariance matrices are described in the next section.

3.4 Covariance matrices

For the DR1 analysis, covariance matrices are constructed from 1000 effective Zel’dovich ap-
proximate mock simulations (EZmocks; [57]). These large (6 Gpc h−1)3 mocks allow the survey
geometry of the DR1 sample to be reproduced without replication of the simulation box. In
this work, we aim to produce covariance matrices that are tuned to the clustering of each HOD
but roughly reproduce the DR1 EZmock covariance in the case of fits to the DR1-like data. For
this reason, we compute analytic Fourier-space covariance matrices for each HOD model using
the DESI Gaussian covariance code thecov [58].2 This code follows the groundwork of [59] and
[60] allowing the computation of power spectrum covariance matrices in arbitrary geometries.
Covariance matrices are generated for both the V1 and DR1 volumes. The analytic approach
used here makes the assumption of Gaussianity and so may underestimate the true covariance.
The performance of the analytic covariance is validated against the EZmocks in [61], who find
that the variance is slightly lower than that observed in the EZmocks. However, for the purpose
of this work, the performance of the analytic covariance is sufficient. Section 10.2 in [14] details
that the EZmocks are unable to reproduce the variance of the real data due to shortcomings in
the FFA approximation. In order to account for this, a rescaling factor for each tracer is applied
to the EZmocks based on their mismatch with the configuration-space DR1 covariance [62]. To
obtain analytic covariances that match the variance of the data, we also apply these factors in
this work.

The V1 covariance is easily generated by passing the cubic box power spectrum as input. In
the case of DR1-like HOD mocks, a catalogue of random positions must be provided in addition
to the cubic box power spectrum to account for survey geometry and selection effects. The
random catalogue spans the survey footprint of the chosen tracer and samples the selection
function of the data to ensure that no spurious clustering signal is measured when estimating
the power spectrum. The random sample has also been subject to the FFA algorithm to mimic
realistic fibre assignment effects. The catalogues correspond to the same redshift binning as the
window matrices in Section 3.3. Once the analytic covariance matrix, C, has been produced, a
rotation (again following Section 10.1.2 of [14]) is applied,

C′ = MCMT , (3.2)

where rotation matrix M is determined according to [56]. To reproduce the variance of the
data, we correct the matrices with the corresponding rescaling factors, listed in Table 7 of [14],
as discussed earlier. Additionally, a factor of 1.5, obtained by roughly matching to the DR1
EZmock covariance, is applied to the ELG covariance in order to account for a discrepancy due
to the fact that the input cubic box power spectrum is not at the redshift of the EZmocks. These
factors are applied consistently to all HOD models of a given tracer.

4 Method

The full-shape analysis performed in BOSS and eBOSS (e.g., [63–65]) was based on a template-
fitting approach which provided constraints on a set of summary parameters, a form of data
compression. Cosmological results were then obtained in a subsequent step, through fitting
models to the summary parameters assuming a Gaussian likelihood.3 This two-step process lent
itself to expressing systematic error contributions in the form of an additional uncertainty in
the results for the compressed parameters, which can be added in quadrature to the statistical

2https://github.com/cosmodesi/thecov
3A similar approach is also naturally applied in BAO fits, where results are expressed in terms of BAO scaling

parameters, α⊥ and α∥, as done in [14], and then interpreted in a cosmological context, as in [11].
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errors and thus automatically propagated to cosmological parameter results in any model or in
combination with any external data.

However, as detailed in [19], for the DESI DR1 results we use a full EFT-based approach,
referred to as Full Modelling, in which cosmological parameters are fit directly from the data,
in preference to the two-step template-based compression. While this has many benefits, it
complicates the inclusion of possible systematic error contributions to the final error budget at
the parameter-level as before, since the shifts obtained on any parameter depend both on the
choice of which parameters are varied in the analysis and which external datasets, if any, are
included in the fit alongside the galaxy power spectrum. Adding systematic error contributions
at the parameter-level as before would thus require a separate estimate of the systematic uncer-
tainty for each cosmological model and each combination of datasets that is to be considered—a
prohibitive task.

Therefore, we propose to take a different approach: we quantify the effects of the system-
atic errors in terms of an additional effective uncertainty at the level of the power spectrum
data vector, as explained in Section 4.2 below. This is expressed in the form of an additional
covariance matrix contribution, Csys, where the subscript here reflects that the source of this
contribution is systematic. Csys is to be added (together with any other similar contributions
from other sources) to the covariance matrix Cstat representing the statistical measurement un-
certainties in the power spectrum when performing a fit to the data, in order to capture the
effect of systematic uncertainty in broadening posteriors in any parameter. Such an approach
will then be generally applicable irrespective of which model parameters are held fixed or varied,
or which additional datasets are included in the fits.

4.1 Model

All modelling and fitting routines used in this work are included within the DESI pipeline for
likelihood analysis, desilike.4 We use the implementation of the velocileptors Lagrangian
Perturbation Theory (LPT) code [66, 67] as our choice of EFT model to compute the redshift-
space power spectrum monopole and quadrupole following the baseline parametrisation of [18].
Our choice of model here is arbitrary given the consistency of the DESI EFT codes [28]. The
model computes perturbations up to 1-loop order and its performance has been validated on
AbacusSummit mocks with a fixed HOD model in [28, 29]. The baseline for the DESI full-shape
analysis investigates five varied cosmological parameters—although little information can be
gained from the baryon density, ωb, as it is not constrained by the data and requires a prior
which, in this work, is derived from Big Bang Nucleosynthesis (BBN) constraints [68]. For this
reason, we choose to exclude ωb from any figures. The prior on the scalar spectral index, ns,
is a Gaussian centred at ns = 0.9649 with a width chosen to be 10× the posterior uncertainty
from Planck [51]. The model includes two nuisance parameters per power spectrum multipole,
counterterms α and stochastic terms SN, and three varied galaxy bias parameters. Counterterms
and stochastic terms provide an additional contribution on top of the 1-loop power spectrum
PPT
s,g , leading to the redshift-space power spectrum,

Ps,g(k, µ) = PPT
s,g (k, µ) + (b1 + fµ2)(b1α0 + fα2µ

2)k2Ps,lin(k, µ) + (SN0 + SN2k
2µ2), (4.1)

where Ps,lin is related to the linear power spectrum, f is the linear growth rate and µ is the
cosine of the angle between wavevector k and the line of sight (see [29] for further details).
Allowing b1 (linear), b2 (quadratic) and bs (shear) bias terms to vary grants maximum flexibility
of the model to marginalise over uncertainties in the galaxy-halo connection. The third order
bias term b3 is fixed due to degeneracies with the counterterms following [18]. The prior choices
for all 12 varied parameters are listed in Table 1.

We investigate the effect of our physically motivated nuisance term priors by exploring
shifts in the maximum a posteriori (MAP) value when flat priors are imposed on bias and

4https://github.com/cosmodesi/desilike
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Cosmological Prior Nuisance Prior

ωcdm U [0.01, 0.99] (1 + b1)σ8 U [0, 3]
ωb N [0.02237, 0.00055] b2σ

2
8 N [0, 5]

h U [0.1, 10] bsσ
2
8 N [0, 5]

ln(1010As) U [1.61, 3.91] αp
0 N [0, 12.5]

ns N [0.9649, 0.04] αp
2 N [0, 12.5]

SNp
0 N [0, 2]× 1/n̄g

SNp
2 N [0, 5]× fsatσ

2
v/n̄g

Table 1. velocileptors LPT varied parameters and priors used for fitting. The entries U [min, max] and
N [µ, σ] refer to uniform and Gaussian normal distributions, respectively. Non-cosmological (nuisance)
priors have been applied according to a “physically motivated” parametrisation following [29]. In this
basis, counterterms scale relative to the linear theory multipoles and stochastic terms scale with the
Poissonian shot-noise, 1/n̄g, and the characteristic halo velocity dispersion, fsatσ

2
v/n̄g, where fsat and σv

are the expected fraction and mean velocity dispersion of satellite galaxies, respectively. In the case of
“uninformative” priors, infinite flat priors are instead imposed on nuisance parameters.

nuisance terms. This case is equivalent to a maximum likelihood analysis, however the wide
bounds on cosmological parameters are kept to ensure stability of the emulated model. We will
refer to these different prior cases as “physical” and “uninformative”.

The model is emulated using a fourth-order Taylor expansion to increase the computational
efficiency of the fitting procedure. This model is fit to the monopole and quadrupole over the
range k = 0.02−0.2 hMpc−1 using the desilike wrapper of the Minuit profiler [69] to determine
the MAP values. We choose not to employ Markov Chain Monte Carlo (MCMC) sampling when
computing the HOD systematic contribution to avoid the inclusion of projection effects (see [18]
for a discussion on this effect) which affect the posterior mean but not the MAP. However, in
figures where we compare MAP values to the marginalised posterior, we employ the Hamiltonian
Monte Carlo sampling algorithm NUTS [70, 71] to compute this. In this case, the linear nuisance
parameters of our model, α and SN, have been analytically marginalised to accelerate sampling.

4.2 Estimating the systematic contribution

This work aims to capture two independent contributions at the level of the power spectrum:

1. The variation in HOD models that cannot be marginalised over by changing the nuisance
parameters of our model. Given that the statistical covariance is computed with a fixed
galaxy-halo connection, this additional contribution covers uncertainty in allowing this
connection to vary.

2. The ability of the EFT model to fit the set of varied-HOD mocks given the allowed prior
volume.

In order to address the first point, we can generate a covariance matrix directly from the variation
in the measured summary statistic of interest. For the purpose of this work, we focus on the
power spectrum. Using the power spectrum measurements discussed in Section 3.2, we can
determine the residual,

∆PA,B
i ≡ P̂

A
i − P̂

B
i , (4.2)

of HOD models A and B for a given tracer at fixed mock realisation i. Note that differences are
only computed between HOD models corresponding to the same realisation to ensure that any
non-HOD-dependent noise is excluded without the need to average measurements over all 25
realisations. We find this approach to be far more conservative due to the inclusion of stochastic
effects of the HOD that would otherwise be lost. While the magnitude of these residuals depends
on the range of HOD models explored, Figure 8 in Appendix A demonstrates that we explore an
extremely conservative HOD prior space in matching to only the small-scale clustering. In this
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Figure 2. Best-fit cosmological parameters for different HOD models measured on cubic mocks with V1
covariance (V1) and DR1-like data with DR1 covariance (DR1). Fits to V1 have flat “uninformative”
priors on nuisance terms such that differences between these points and those in the baseline “physical”
parametrisation are due to the miscentering of priors—referred to as the “prior weight effect”. The
coloured bands show the DR1 statistical uncertainty for each tracer at the redshift of the data (including
EZmock rescaling). The error-bars show the standard deviation of 25 mock realisations. DR1-like data is
generated from a power spectrum measurement averaged over 25 mocks, hence no error-bars are provided.
Only one mock realisation is available for the BGS sample and so only one value corresponding to a single
fit to V1 is shown.

work, these measurements have been obtained with a fixed ΛCDM cosmology but, in theory,
variations across a wide range of cosmologies could be accounted for in an equivalent manner.
However, we expect the cosmological dependency to be weak as Eq. (4.2) computes relative shifts
between models at a given cosmology. Additionally, changing the cosmology cannot drastically
affect the HOD mock measurements as they must still roughly reproduce the observed clustering
of the data. From this, we compute the covariance matrix

CV1
HOD = Cov

[
∆P ,∆P

]
, (4.3)

where
∆P ≡

{
∆PA,B

i

}
A̸=B

, for all permutations of A, B and i. (4.4)

This covariance matrix captures all of the variation in the measured mock power spectra
due to the different galaxy-halo connection models within the wide, conservative HOD param-
eter space we explore, but does not include any effects of sample variance in the underlying
halo catalogues themselves by construction (since differences are always computed at the same
simulation realisation). Since the HOD models can vary substantially in quantities such as
the effective galaxy biases which produce coherent shifts in the power spectra (see Figure 8 in
Appendix A), this means that the differences in general are large, but the covariance matrix
has a highly non-diagonal structure, especially in the monopole. Although individual terms in
this covariance can be significantly larger than those of the statistical covariance, Cstat, strongly
correlated differences like this are expected to be accommodated within the bias and nuisance
terms of the EFT model. Therefore, although CV1

HOD defined as above would dominate the total
covariance, CV1

tot = CV1
stat + CV1

HOD, the effect of including this term on the posterior constraints
on cosmological parameters of interest will be small—indeed, if the model is flexible enough to
perfectly accommodate such HOD variations without biases in the cosmological parameters, the
net effect will be zero. On the other hand, since the performance of the velocileptors model
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has only been validated on mock data generated with a single HOD model [28, 29] (and see also
[30, 31] for equivalent models), this extra covariance term allows us to incorporate any potential
additional variations to cosmological parameter constraints that might arise in the context of
other HOD scenarios.

The covariance CV1
HOD determined above makes no reference to the specific theory model

of the power spectrum or the choice of which cosmological parameters are varied in any fit, so
is generally valid for use in a wide array of contexts. However, it is large and very far from
diagonal in structure, which is inconvenient and leads to concerns about the numerical precision
with which its elements can be determined from a small number of simulation realisations.
We therefore develop another alternative approach, in which the power spectrum residuals in
Eq. (4.2) are instead replaced with

∆PA,B
i ≡ P i(ΩA,nbf )− P i(ΩB,nbf ), (4.5)

where power spectra P i(ΩX,nbf ) represent the theory prediction of the model evaluated at
cosmological parameters, ΩX, at the MAP location for the fit to the measured power spectrum
for given HOD model X,5 and at fixed nuisance parameters, nbf , corresponding to those at the
MAP location for the fit to the power spectrum data for a single HODmodel, chosen to be the one
that represents the best match to the DESI clustering (e.g. model A0 for LRGs). The values ΩX

and nbf were determined using the analytic covariance corresponding to the V1 volume for each
model described in Section 3.4 with both cosmological and nuisance parameters freely varied.
This alternative method removes the contributions to ∆PA,B

i (k) that are highly correlated in k
and are effectively absorbed by the nuisance parameters in any fit, thus isolating only the effects
of the HOD variation leading to shifts in the cosmologically-relevant parameters. This leads
to a much smaller and more diagonal CV1

HOD, with the total CV1
tot now dominated by the usual

statistical term and less sensitive to the precision of the determination of the HOD contribution.
However, since the determination of the MAP values and the evaluation of Pi(ΩX,nbf ) is done
within the context of a cosmological model (in our case, flat ΛCDM with fixed neutrino mass
sum

∑
mν = 0.06 eV), the result is not as general as in the first approach. In light of this, we

investigate the effect in wCDM in Appendix B and find it to be negligible given the increased
statistical errors.

In Appendix A, we compare the two approaches in terms of their effects on the final posteri-
ors on cosmological parameters of interest and show that they produce very similar results, with
the second approach giving a slightly conservative estimate of the total sensitivity to the un-
known galaxy-halo connection in this case. For this reason, and because of its relative simplicity,
we present our default results using the second approach, which we refer to as the “approximate”
approach. However, for future DESI analyses this choice may be revisited.

Figure 2 shows the mean and standard deviation of cosmological parameter MAP values
across the mocks for each of the models considered. Both fits to individual realisations of
the cubic box with corresponding V1 covariance and fits to the DR1-like power spectrum with
covariance corresponding to the DR1 volume (see Sections 3.3 and 3.4) are shown. For variations
in the HOD, we are only interested the “V1 MAP (uninformative)” case—fits to the cubic box
with the flat nuisance parameters.

Computing the covariance over all permutations of models A and B allows for increased
statistical power. We acknowledge that the covariance of shifts in the data vector between
different HOD models (Eq. (4.5)) is not necessarily a true estimate of the covariance between the
models themselves. According to the Cauchy-Schwarz inequality, this estimate of the variance,
σ2
A−B, must lie somewhere in the range 0 < σ2

A−B < 4σ2
A depending on the level of correlation

between models. However, to ensure that our method does not underestimate the systematic
contribution, we have verified that

Var
[
P i(ΩA,nbf )− P i(ΩB,nbf )

]
≥ Var

[
P i(ΩA,nbf )− P i(Ωbf ,nbf )

]
(4.6)

5Obtained with nuisance parameters free.
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std(xA,i − xB,i) (% σDR1
stat )

Tracer ωcdm h ln(1010As) ns

BGS 8.4 6.3 7.5 7.5
LRG 20.8 18.3 22.7 12.0
ELG 31.3 20.7 26.8 26.0
QSO 42.5 46.1 63.8 7.8

Table 2. Standard deviation of parameter-level shifts in MAP (uninformative) values between V1 cubic
HOD mocks. The shifts are quoted relative to the DR1 statistical error (including EZmock rescaling) at
the redshift of the data.

holds on average across the k-range of interest. The largest violation occurs at high k in the ELG
monopole where the variance appears to be underestimated by a factor of ∼ 0.8. We therefore
believe that the systematic estimate presented is conservative, providing an upper bound on the
HOD systematic contribution.

Due to the low number of available mocks for BGS and QSO, these models are combined
with the LRGs to produce a more accurate covariance. We believe this to be well-motivated
given the similarity in the form of their HODs. The best-fit cosmology for the LRG models
is used to create supplementary synthetic data vectors at the corresponding BGS and QSO
redshifts. When iterating over permutations in Eq. (4.4), we ensure that cases where models A
and B belong to different tracers are not included as they have been tuned to different clustering
measurements.

Finally, in order to investigate the effect on DR1 data, we apply the DR1 window matrix,
W, described in Section 3.3, to the covariance matrix,

CDR1
HOD(k, k) = W (k, k′)CV1

HOD(k
′, k′)W (k, k′)T. (4.7)

For this reason, CV1
HOD is computed up to k′ = 0.35 hMpc−1, the maximum wavenumber used

in the window convolution.

The modelling systematic has been shown to be negligible for a (2 Gpc h−1)3 cubic mock
populated with a single, fixed HOD [28]; however, the DR1 data samples have smaller effective
volume and thus lower statistical power than these boxes, so the effect of prior choices can be
different. The second point above can be considered an extension of this analysis, not only
in terms of other models, but also including effects specific to the DR1 analysis that influence
the contribution of priors. Given the constraining power of DR1, physically-motivated priors
are imposed on nuisance parameters to mitigate projection effects. The physically-motivated
stochastic term priors are dependent on the tracer density. Both the increase in the sample
variance and prior dependence on the tracer density will change the weight of the prior relative
to the likelihood and may systematically shift the MAP value in a HOD-dependent way. This
shifting of the MAP value due to the miscentering of priors we refer to as the “prior weight
effect” and can be observed in Figure 2. This necessitates the need for analyses with realistic
DR1 number density and covariance. To capture all of these effects, we compute an additional
diagonal contribution to the covariance

Dmodel = max
({

δPA
}
)2, (4.8)

from our DR1-like data where

δPA ≡ P̂
A
DR1 − PA

MAP. (4.9)

The maximum residual between the DR1-like window-convolved power spectrum P̂
A
DR1 and the

theory model evaluated at the best-fit MAP values PA
MAP is computed at each value of k over all

HOD models, {A}. The MAP fit is performed using the DR1 covariance described in Section 3.4.
In the case of the BGS, Dmodel cannot practically be computed as we only have access to a single
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Figure 3. Parameter posteriors when HOD systematics are added at the parameter-level (filled) versus
at the data-level (solid) for LRG (red) and ELG (blue) tracer samples. Fits are performed to the V1
cubic mock populated with the best-fit HOD model for each tracer. The V1-only posterior (no HOD
contribution) is given as a dashed line for comparison. The relative HOD contribution is significantly
greater in the case of V1 than compared to DR1 data due to the large increase in volume. The posterior
on ns is prior-dominated and we therefore do not expect to see any change with the HOD contribution
included at the P (k)-level.

realisation, so we instead assume that it is equal to the equivalent contribution estimated for
the LRGs.

The total HOD-dependent contribution to the covariance is therefore given by

Csys = CDR1
HOD + diag(Dmodel). (4.10)

5 Results

5.1 Comparison to parameter-level estimates

In Figure 3, we show the comparison between adding a HOD-dependent systematic contribution
at the level of the parameters—computed as described below—and at the level of the power
spectrum. The two approaches are compared in the context of the V1 cubic box volume rather
than the reduced volume of DR1 in order to more easily distinguish the HOD contribution
from the statistical error. To show the combined V1+HOD uncertainty at the parameter-level,
we generate a Gaussian distribution centred at the posterior mean of a fit to the mean power
spectrum obtained from 25 realisations of the V1 best-fit HOD cubic mock. The posterior width,
σV1
stat, is then inflated by the HOD contribution in quadrature,

(σx
comb)

2 = (σV1
stat)

2 + (σV1
HOD)

2 + diag(x̄p − x̄flat)2 (5.1)

where x is the cosmological parameter of interest and x̄p and x̄flat are the MAP values fit to the
mean of 25 mocks with physical and uninformative nuisance priors, respectively. The diagonal
contribution captures the prior weight effect (given the V1 volume) in a similar manner to
Eq. (4.9) while the contribution from HOD-dependent shifts in cosmology,

σV1
HOD ≡ std

(
{xAi − xBi }A̸=B

)
, (5.2)

are listed in Table 2. Here, xXi denotes the MAP values of HOD model X fit to mock realisation
i with uninformative nuisance priors. In this comparison, the V1 analytic covariances were used
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Figure 4. Contribution of HOD systematics to the diagonal of the DR1 EZmock covariance matrix.

throughout. The posterior with the HOD contribution added at the level of the power spectrum,
as in our fiducial analysis described in the previous section, is shown for comparison. To produce
this posterior, the Gaussian covariance was combined with the unwindowed HOD contribution
(Eq. (4.3)) including a diagonal contribution equivalent to that of Eq. (4.8), except that the
residual between best-fit model and data (Eq. (4.9)) was determined from a fit to the mean
power spectrum obtained from 25 cubic box mock realisations using the V1 analytic covariance.
The figure shows exceptional agreement between the two cases demonstrating that both the
inability of the model to absorb changes in the galaxy-halo connection and the impact of the
priors on nuisance parameters are correctly accounted for. The additional diagonal contribution
to the HOD covariance captures the effect of the nuisance priors in a trivial way—shifts in the
MAP value are simply translated into the ability of the model to fit the data with the chosen
priors.

5.2 DR1 HOD covariance

With the covariance validated on the cubic mocks, we present results for the final DR1 windowed
covariance. Figure 4 shows the additional contribution to the EZmock covariance diagonal. The
EZmock rescaling, discussed in Section 3.4, is not applied to make the HOD contribution more
apparent. As expected, the uncertainty sourced by varying the galaxy-halo connection is most
dominant at small scales relative to the statistical uncertainty. However, it is also evident
that even the largest scales are impacted by the inability to completely marginalise over these
small-scale effects. The full combined correlation matrices are shown in Figure 5. The HOD
contribution has a higher degree of correlation than the EZmock statistical covariance but this
off-diagonal contribution is subdominant to the diagonal of the statistical covariance and has no
effect on the parameter correlation structure (see Figure 7 in Section 5.3).

5.3 Combined covariance fits to DR1 mocks

The DESI 2024 full-shape analysis utilises the covariance matrices produced in this work, in
combination with EZmock-based covariance matrices, in order to determine the full statistical plus
systematic error. Mock-based covariance matrices have an intrinsic uncertainty in their estimate
and also result in biased estimates of the inverse [72–75]. To account for this, a correction factor,
f (see equation 56 in [76]; this is a generalisation of the Hartlap correction [72] to also propagate
the uncertainty in the estimate of the covariance matrix to the derived parameter posteriors),
is typically applied. We apply this correction only to the EZmock statistical covariance, Cstat,
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given that the expression

⟨(Cstat + Csys)
−1⟩ ≈ ⟨C−1

stat⟩ − ⟨C−1
stat⟩Csys⟨C−1

stat⟩ (5.3)

≈ (fCstat + Csys)
−1 (5.4)

holds to first order under the condition that Csys is a small contribution to Cstat. While this
assumes that Csys is perfectly known, noise in the estimate of Csys should be negligible in terms
of the total covariance.

Figure 6 shows that the effect of the additional HOD systematic covariance is minimal
for fits to DR1 mocks. However, this will become more prevalent as the constraining power of
the survey increases, becoming a significant contribution to the total error budget for a V1-like
volume (see Figure 3). The mean values in Figure 6 have been plotted at the effective redshifts
of the data for visualisation purposes. As we employ a full covariance treatment, the effect
on the 2-dimensional posterior can also be explored in Figure 7. For the ELG tracer in the
redshift range z = 1.1−1.6, we show that the HOD contribution acts to inflate the cosmological
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Figure 6. Effect of the HOD systematic contribution on fits to DR1 mocks. Mean and 1σ intervals
are shown for each tracer and centred at the redshift of the data for visualisation purposes. The DR1
covariance is computed from 1000 EZmocks.

parameter contours while maintaining the degeneracy structure.

6 Conclusions

In this paper, we have studied the impact of varying the HOD on the DESI 2024 full-shape
galaxy clustering analysis and present a new method for the inclusion of mock-based systematic
estimates at the level of the data vector. By fitting an EFT model to a variety of HOD mocks
for the four DESI tracers—BGS, LRG, ELG and QSO, we have produced systematic covari-
ance matrices that reflect the HOD-dependent variation of the data vector. Additionally, our
systematic covariance includes a contribution that captures the ability of the model to fit the
HOD mocks given a set of informative nuisance parameter priors—naturally incorporating any
uncertainty in our choice of prior. Our method has been validated against the parameter-level
approach used formerly [32, 33], showing excellent consistency. The HOD systematic covariance
matrices for each tracer are provided for the DESI 2024 full-shape analysis as an additional
contribution to the statistical covariance.

At the parameter-level, changes in the HOD have been shown to shift the recovered cos-
mological parameters by greater than 20% of the DR1 statistical error (Table 2). This only
induces a near-negligible inflation of the posterior width for each of the samples. However, we
do expect this effect to become more important as the constraining power of the survey improves
as evidenced by the effect on the (2 Gpc h−1)3 V1 cubic mocks (Figure 3).

Adding the systematic contribution at the level of the data vector has advantages. A full
covariance treatment is more rigorous than simply inflating the statistical covariance by some
factor or broadening uncertainties on the recovered parameters. The method is also more general
and robust to choices of model free parameters or additional external datasets. The covariance
matrices provided for the DESI 2024 full-shape analysis employ an approximate method to
diagonalise and reduce sensitivity to the covariance (Eq. (4.5)). The approximate method yields
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Figure 7. Cosmological parameter posteriors for the ELG DR1 mock at z = 1.1−1.6. By utilising a full
covariance treatment, our method of adding the HOD systematic contribution at the level of the data
vector allows the effect on the 2D posterior to be shown. The effect on the posterior is minimal.

a more conservative estimate in ΛCDM but is less general given that extended models can
introduce new degeneracies between cosmology and nuisance parameters. However, we show
this effect to be negligible with respect to the DR1 statistical uncertainties in Appendix B.
While we take the conservative approach and employ the approximate method for DR1, we may
reconsider this choice in future data releases as the constraining power of the survey increases.

Incorporating the HOD-dependent systematic at the level of the data vector is a method
that could be applied to other mock-based systematics tests provided a suitably large number of
mocks are available. Given that this method is not suited for systematic tests with a low number
of mocks, increasing the number of HOD mocks for the BGS and QSO samples is of high priority.
Additionally, exploring the effects of varying the HOD in mocks created with non-ΛCDM base
cosmologies is an essential step forward in light of results from DESI BAO [11]. While we expect
the cosmological dependence of the HOD covariance to be small, our generalised method can be
easily extended to include alternate cosmologies provided that a sufficient number of mocks are
available.

Data Availability

Data from the plots in this paper will be available on Zenodo as part of DESI’s Data Management
Plan. The data used in this analysis will be made public along with Data Release 1 (details in
https://data.desi.lbl.gov/doc/releases/).
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Figure 8. Power spectrum measurements of HOD-varied AbacusSummit cubic mocks (Section 3.2)
averaged over 25 realisations for the LRG (left) and ELG (right) samples. Both the monopole and
quadrupole are displayed. The best-fit HOD model is displayed in black.
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A Method consistency in ΛCDM

In this work, we choose to take an approximate approach in the computation of the covariance
matrix in order to produce a more diagonal and less sensitive covariance. In this approach, the
nuisance parameters are fixed to the measured best-fit values corresponding to a single HOD
model following Eq. (4.5). Without this, the covariance is large and highly non-diagonal due to
the different effective galaxy biases of HOD mocks. This can be observed in Figure 8 where the
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Figure 9. Comparison of the effect of using the HOD covariance matrix generated using the generalised
approach (grey) and the approximate approach in which nuisance parameters are fixed (black ). ELG
models at z = 0.8 and the diagonal contribution of Eq. (4.8) have not been included here for consistency.
Both methods at the level of the data vector are able to reproduce the parameter-level HOD contribution
of Eq. (5.1) without the diagonal contribution (filled).

mock power spectra, as described in Section 3.2, are shown. While these measurements have
been tuned to the clustering of the One-Percent Survey on small scales, large-scale effects such
as linear bias are not constrained leading to the large amplitude shift. Generating the covariance
in this way also allows the inclusion of HOD models at different redshift which is advantageous
given the dataset of ELG mocks. While this method is expected to produce the correct result in
ΛCDM, it suffers from a loss of applicability to extended models (more on this in Appendix B).
We do however still expect it to be more robust than parameter-level methods if only estimated
in ΛCDM.

The generalised approach, following Eq. (4.2), produces a highly-correlated covariance ma-
trix with a magnitude of the order of the statistical covariance. Given the large relative contri-
bution to the total covariance, greater accuracy in estimating the correct correlation structure is
required. One must also take care in applying covariance correction factors (see Section 5.3) to
the, now non-negligible, HOD contribution. As we are using analytically-determined statistical
covariance matrices, we instead apply correction factor f to the HOD contribution only. This
follows the same line of thought as Eq. (5.3) but instead treats Cstat as perfectly known and
accounts for noise in the estimate of CHOD. Figure 9 shows that the number of mocks used in
this work is sufficient to achieve equivalent posteriors with these approaches in ΛCDM.

Although we proceed with the approximate method for the DR1 analysis for robustness,
we show that both methods are entirely consistent and motivate the full, general approach for
future data releases.

B HOD-dependence and performance of approximate method in wCDM

In order to test the robustness of our method in extended cosmologies, we explore HOD-
dependent systematics within the framework of the wCDM cosmological model. When the
equation of state parameter, w, is allowed to vary, we find that the shifts in cosmological param-
eters between different HOD mocks are larger than in the ΛCDM case. Therefore, parameter-
level methods to estimate HOD-dependent systematics are not transferable to other cosmological
models in a trivial manner. If the approximate covariance method is used, this issue also persists
at the level of the data vector—fixing the nuisance parameters in wCDM does not remove the
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Figure 10. Same as Figure 3 except fits have been performed in wCDM. The additional HOD contribu-
tion has been determined in ΛCDM but we find this to be suitable for our purposes given that the relative
contribution to the total error is far smaller in extended models. The filled contours are Gaussian curves
and so do not reflect the non-Gaussianity of the true posteriors given by the solid and dashed lines.

highly correlated behaviour of the power spectrum monopole as it does in ΛCDM. While we
believe the method is robust to the strong degeneracy between w and h, the addition of new
cosmological-nuisance degeneracies evidently inflates variations at the level of the data vector.
This is due to the fact that fixing nuisance parameters in the estimation of the covariance can
introduce unrealistic shifts in an extended model if there is a different coupling between nuisance
parameters and cosmology. In simple terms, a change in this degeneracy means that an evalua-
tion of the theory with only a change in cosmological parameters is not a physical representation
of how that HOD would modify the data vector. However, this has no effect in the case that
the coupling is unchanged from the model in which you measured the best-fit parameters. In
Figure 10, we show that the effect on the posterior for the V1 cubic box is negligible for wCDM
due to increased statistical uncertainty. Given that extended models are unlikely to be impacted
by HOD-dependent systematics for DR1 due to the large statistical uncertainty, we motivate
using the approximate method given that it is more conservative in ΛCDM.
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27Observatorio Astronómico, Universidad de los Andes, Cra. 1 No. 18A-10, Edificio H, CP

111711 Bogotá, Colombia
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