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In the span of four decades, quantum computation has evolved from an intellectual curiosity to a
potentially realizable technology. Today, small-scale demonstrations have become possible for quan-
tum algorithmic primitives on hundreds of physical qubits and proof-of-principle error-correction
procedures on a single logical qubit. Nevertheless, despite significant progress and excitement, the
detailed path toward a full-stack scalable quantum computing technology is largely unknown. There
are significant outstanding quantum hardware, fabrication, software architecture, and algorithmic
challenges that are either unresolved or overlooked. These issues could seriously undermine the
arrival of utility-scale quantum computers for the foreseeable future. Here, we provide a compre-
hensive review of these scaling challenges. We show how the road to scaling could be paved by
adopting existing semiconductor technology to build much higher-quality qubits, employing system
engineering approaches, and performing distributed quantum computation within heterogeneous
high-performance computing infrastructures. These opportunities for research and development
could unlock certain promising applications, in particular, efficient quantum simulation and learn-
ing/modeling quantum data generated by natural or engineered quantum systems. In order to
estimate the true cost of such promises, we provide a detailed resource and sensitivity analysis
for classically hard quantum chemistry calculations on surface-code error-corrected quantum com-
puters given current, target, and desired hardware specifications based on superconducting qubits,
accounting for a realistic distribution of errors. We show orders of magnitude enhancement in per-
formance could be obtained by a combination of quantum hardware and algorithmic improvements.
Furthermore, we argue that, to tackle today’s industry-scale classical optimization and machine
learning problems in a cost-effective manner, distributed quantum-assisted probabilistic computing
with custom-designed accelerators should be considered as a complementary path toward scalability.
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I. INTRODUCTION: PAST, PRESENT, AND
FUTURE CHALLENGES OF BUILDING
QUANTUM COMPUTERS

Quantum computing has seen remarkable progress over
the past few decades despite facing tremendous concep-
tual, theoretical, and technical challenges. There have
been a few significant breakthroughs, such as Shor’s al-
gorithm for integer factoring [I] to solve a seemingly ex-
ponentially hard classical problem, or the invention of
quantum error-correction (QEC) [2, 3] to tackle the fun-
damental problem of decoherence, without which Shor’s
algorithm would remain merely a mathematical curios-
ity. Starting from small experiments that manipulate
single- or few-qubit systems, research groups using a va-
riety of technologies can now make and operate quan-
tum processors with on the order of 100 physical qubits.
Some proof-of-principle speedups over conventional (clas-
sical) supercomputers called “quantum supremacy” [4] or
“quantum advantage” [5] have been demonstrated, but
only for carefully crafted problems. The next step is to
scale up quantum processors to demonstrate significant
speedup for a practical problem in a cost effective man-
ner, thereby achieving “quantum utility” [6].

Recently, there has been a significant interest in
the high-performance computing (HPC) community in
employing quantum computation as a complementary
paradigm beyond exascale supercomputing [7H9]. Rather
than replacing classical computers as general-purpose
processors, quantum computers can be better understood



as accelerators or coprocessors that can efficiently carry
out specialized tasks within an HPC framework. Hybrid
quantum—classical frameworks will be crucial not only
in the near term—the noisy, intermediate scale quantum
(NISQ) era [10]—but also for future fault-tolerant quan-
tum computation (FTQC), as error-correction schemes
will rely heavily on classical HPC and the number of log-
ical qubits will be fairly small for the foreseeable future.
To achieve true utility-scale quantum computing, suc-
cessful integration with existing heterogeneous HPC in-
frastructures and the development of a hybrid quantum—
classical full computing stack are necessary.

There are a number of challenges to successful
quantum-HPC integration. At the hardware architec-
ture and system design levels, there are significant dif-
ferences between the quantum and classical components
in physical scale, hardware reliability, control electronics,
communication bandwidth, and time scales of operation.
At the algorithmic level, the challenges lie within mem-
ory access, data sharing and movement, and informa-
tion extraction. To build a quantum-centric supercom-
puter [7, 8] at scale, much better quantum components
must be built at different layers that ultimately rely on
much higher quality qubits. While basic research remains
critical, a comprehensive engineering approach targeting
the full stack must be taken in parallel, with the aim of
steadily increasing the technology readiness level (TRL)
of the components at various levels of the full stack. This
mindset is needed for NISQ devices, logical intermediate-
scale quantum (LISQ) processors, and for FTQC.

Utility-scale quantum computing ultimately involves
very deep quantum circuits requiring logical error rates
far below those experimentally feasible with physical
qubits and gate operations. Quantum error correc-
tion [2], B] is necessary, as even very small errors rapidly
accumulate, resulting in significant errors. Similar to
classical error correction, QEC utilizes redundancy in
the encoding of information to detect and correct errors.
However, unlike in the case of classical telecommunica-
tion, copying quantum information is prohibited due to
the no-cloning theorem [IT]. In addition, quantum mea-
surements irreversibly collapse the wavefunction. There-
fore, the key mechanism for error correction without de-
stroying logical information is through exploiting quan-
tum entanglement with ancillary subsystems. Quantum
error-correction codes (QECC) protect a smaller logical
state of computation within a much larger highly entan-
gled quantum state involving many noisy physical qubits.
Therefore, errors below a certain weight can be detected
and corrected. Multi-qubit stabilizer measurements pro-
duce a set of syndromes that detect whether some of the
physical qubits have been corrupted. A QEC decoder
can then infer the most likely errors for the detected syn-
dromes. With this knowledge, corrective operations can
be either physically applied (active error correction) or
kept track of in software.

While QEC is necessary, it is by no means sufficient
for reliable large-scale quantum computation. When per-

forming QEC, the operations on the physical qubits nec-
essary to implement the QECC can eventually them-
selves add more errors than they are able to correct.
Thus, achieving FTQC requires implementation schemes
in which QEC succeeds in suppressing errors faster than
it causes them. According to the threshold theorem,
once the physical errors of the quantum system are be-
low a certain threshold, the overhead of these schemes
scales poly-logarithmically with the precision of compu-
tation [I2HI4]. However, these schemes introduce a sub-
stantial overhead in physical resources, the estimating
and validating of which is a critical step toward practical
realization of FTQC at utility scale and the cost of doing
S0.

Here, at the lowest level of the full stack—the physical
components for storing and processing quantum informa-
tion—we focus on superconducting qubits. Historically,
the success of superconducting qubits has come from a
sustained focus on improving qubit coherence using dif-
ferent approaches. At present, although there are a va-
riety of ideas on how to make further advances, there
is sufficient justification for using advanced semiconduc-
tor processing and tools. This approach will need to be
guided by and integrated with more complex device ar-
chitectures and structures, such as bump-bonding and
advanced packaging, which are designed around specific
decoherence mechanisms such as large two-level state loss
from amorphous insulators.

These advances were also shaped by an understand-
ing that qubit architecture would be improved by de-
signs that turned off the qubit—qubit interaction, which
does not occur naturally using simple coupling capaci-
tors. The adjustable coupler was pioneered by UCSB and
Google and is an example of careful systems engineer-
ing that was initially assessed skeptically by a majority
of the superconducting qubit community. Although the
adjustable coupler was significantly more complex, as it
required using a qubit to turn interactions on and off,
the reduction in crosstalk enabled Google to achieve the
quantum supremacy milestone [4]. Today, the adjustable
coupler has been adopted and integrated into supercon-
ducting systems from IBM, USTC, Rigetti, and IQM. Al-
ternative superconducting qubit architectures such as the
fluxonium are only being realized [I5] thanks to the ad-
justable couplers technology. Further innovations which,
like adjustable couplers, trade simplicity for performance
are needed to push errors in large qubit systems to the
10~* range.

Despite the large size of superconducting qubits,
roughly millimeters, the numbers of qubits have been
scaled up in a brute-force manner once single- and few-
qubit systems were established. Indeed, recent advances
enabled building large enough quantum computers to test
system performance and demonstrate the execution of al-
gorithms. Experiments have even achieved logical error
rates at the 10710 level, although surpassing this rate ap-
pears to be obstructed by errors induced via cosmic rays
[16], which demands further investigation. Although it



has been speculated that the large footprint of supercon-
ducting qubits makes them too difficult to scale, in this
position paper we describe how modern semiconductor
processing may be used to solve this problem.

While we introduce a definite architecture for coupling
transmon qubits, alternative designs might also improve
performance. Our expectation is that advanced fabri-
cation targeted to improve both coherence and scaling
could be used for a variety of approaches. We believe
these ideas will greatly enhance the likelihood of making
useful quantum computers.

A. Systems engineering for quantum hardware

To make these advances, the most important concept
is systems engineering, where one embraces the idea that
many system parameters must be simultaneously opti-
mized for a complex system. A significant obstacle in
prior research stems from treating quantum computa-
tion as a highly tailored quantum physics experiment,
with physicists naturally focusing on isolating physical
phenomena in order to fully understand each of them.
For example, tables of metrics often emphasize the best
quality of the various approaches, whereas system en-
gineering typically constrains the system with its worst
quality.

There are many systems engineering parameters that
must be considered and they differ for each technology.
Here, we focus on the four most important parameters
that serve as a concise but powerful way to compare
quantum hardware approaches.

Quality. Qubits are different from classical bits in
that they are fundamentally prone to errors. This is in
part due to their analog-control nature, but also due to
their quantum properties, such as decoherence (i.e., en-
tanglement of the qubits with their environment). It is
important to note that the scalability of an approach,
expressed by the number of qubits and the length of cir-
cuits successfully executed, is now mostly bottlenecked
by qubit errors. For example, a 50-qubit system with 1%
errors will allow only about two layers of gates (at 50
qubits per layer) before there is an error in the execu-
tion of the circuit: this clearly limits the system’s utility.
Errors in the range 0.01-0.1% are believed necessary for
both NISQ and FTQC algorithms, as is described in more
detail in Section [TAl

Quantity. This is the most intuitively understood
metric. As discussed above, at first we need to opti-
mize for low error rates. However, as errors reach the
0.01-0.1% range, the ability to scale up the number of
qubits becomes more important. This is, in part, be-
cause qubit number scales logarithmically with the error
suppression rate of QECCs such as the surface code. So,
once the error rate is sufficiently low, the strategy should
change to prioritizing qubit counts. Scaling to thousands
or millions of qubits is required in the long term, and thus
careful deliberation is needed on how to achieve that with

any particular technology.

Speed. The clock speed of qubits is often not being
highlighted in public roadmaps, which put emphasis in-
stead on harnessing quantum advantage from “exponen-
tial quantum parallelism”. Although this Hilbert space
size advantage can be argued for theoretically, we show in
our resource estimations (Section that speed is cru-
cially important for practical utility. This is because the
speed of various qubit technologies differs greatly, by up
to four orders of magnitude. For example, superconduct-
ing qubits have typical single- and two-qubit gate times
of 50 ns or less, whereas typical clock speeds of atomic
systems are ~100pus, often limited by the time scale of
mechanical motions of atoms or ions. In addition, super-
conducting gates are operated in parallel, whereas ion-
trap systems have their primitive gates often processed
serially through interaction zones in leading quantum-
charge-coupled-device (QCCD) architectures. For NISQ
applications with short circuits, repeated trials are typ-
ically necessary to obtain sufficient statistics, and thus
end-to-end experiments are very slow even for supercon-
ducting qubits. Generally, one can understand the need
for speed by noting that a 1000 increase in speed trans-
lates to 1000x more throughput. However, for FTQC,
a 1000x slowdown can render certain applications im-
practical because, even with the fast clock-speed of su-
perconducting qubits, the execution time of utility-scale
algorithms can be on the order of months or years (see
Section [[V|for predicted execution times).

Connectivity. The number of connections from one
physical qubit to another is also an important metric,
and has an interesting trade-off with speed. For neutral
atom and trapped-ion systems, the connectivity is gen-
erally considered all-to-all, but this may be the case only
for small enough systems, e.g., within a single trap. This
all-to-all connectivity also typically requires ample time
for shuttling qubits. Superconducting qubits do not need
to move but have sparse connectivity; they typically have
nearest-neighbor interactions, either to 4 qubits in a reg-
ular rectangular lattice or 2.5 qubits on average for the
heavy-hex lattice [I7]. This more-limited connectivity
can be factored into the design of near-term algorithms,
and thus it is hard to make a fair performance comparison
with respect to connectivity. For a fault-tolerant quan-
tum computer, the present connectivity of superconduct-
ing qubits is sufficient to support error-corrected logical
qubits such as the surface codes. Additionally, the more-
connected rectangular lattice architecture is perceived to
be less degraded by qubit dropouts, an important system
constraint.

Tying the four parameters together. A quantum
computer must incorporate a large number of qubits that
are well-connected by sufficiently fast high-quality gates.
Performing well with respect to all the above metrics is
necessary for creating highly entangled quantum states
between the qubits. However, there may be trade-offs be-
tween these metrics; e.g., with lower connectivity, more
gates are needed to entangle qubits, and if these gates



are too slow, decoherence may limit the amount of en-
tanglement generated. Given that entanglement is nec-
essary for quantum computational advantage, the size of
the entangled states that can be prepared by the computer
is a useful system-level metric that incorporates the four
parameters above and their trade-offs [1§].

Next, we discuss various quantum hardware, software,
and algorithmic challenges that one would face when scal-
ing the system size from 100 physical qubits for NISQ
processors to beyond 1 million qubits required for utility-
scale applications on fault-tolerant quantum computers.
These challenges, in turn, offer significant research and
development opportunities.

B. Technical challenges and opportunities at
different scales

The success of quantum computing at large scale will
require overcoming major obstacles. Notably, much
of the current practical know-how is for NISQ com-
puters, complemented only by theoretical developments
for larger scales. As quantum processors increase in
size, with physical qubits from ~100 for NISQ to ~107
for utility-scale FTQC (corresponding to ~10* logical
qubits, given QEC overheads), challenges of very differ-
ent natures emerge at each scale. Such challenges can
be mitigated with ad hoc approaches at small scales [19],
but require fundamentally new solutions for true scal-
ability. To benchmark a quantum computer consisting
of 1-10 million physical qubits, innovations are required
at intermediate scales. Thus, it is necessary to develop
a comprehensive multi-scale roadmap for superconduct-
ing qubits that will tackle these challenges and provide
corresponding testing, validation, and benchmarking at
each scale. This roadmap must address quantum device
design, fabrication, control electronics, calibrations, and
interconnects. Various classes of noise sources such as
T, Ts, single- and two-qubits errors, crosstalk, 1/f noise,
two-level systems (TLS) defects, fat-tail of error distri-
butions, background radiation, and low-fidelity intercon-
nects must be characterized and dealt with at their rele-
vant scales.

Ultimately, efforts to scale the number of physical
and logical qubits in quantum processors must rely on
QECCs. We foresee that different scales, and possi-
bly different applications, may favor different types and
sizes of error-correcting codes. Even in the case of sur-
face codes, different variants (e.g., the XZZX or XY
codes [20, 21]) may be preferable for different hardware
noise profiles. These codes must be supported by archi-
tectural provisions for fast classical decoding and control
based on syndrome measurement results. Additional sup-
port is required at the operating and compilation level.

Although many of the scaling challenges are rooted
in device and architecture research, we acknowledge the
vacuum for impactful applications of quantum comput-
ing in its current state. Utilizing quantum computers to

perform useful tasks such as quantum simulation reveals
an additional set of scaling challenges, including problem
identification and data management, e.g., loading, pre-
and post-processing, and scheduling.

Here, we highlight some important challenges at four
different scales characterized by the number of physi-
cal qubits. This multi-scale approach not only catego-
rizes known challenges, but reveals untold or overlooked
challenges that could present significant stumbling blocks
to building useful and cost-effective quantum computers.
For each scale we describe the challenges in a bottom-up
order, from qubit fabrication, to hardware control, cal-
ibration, error correction, hybrid quantum-—classical co-
processing, micro- and instruction-set architectures, and
finally algorithms and applications.

1. Challenges at 100—-1000 physical qubits

At the intermediate scale, key challenges involve in-
dividual qubits and gates operating within the system,
as well as fabrication and basic operation [22]. At this
scale, executing quantum algorithms is used primarily to
demonstrate and characterize hardware capabilities.

Fat-tail distribution of errors. The subtlety of de-
coherence mechanisms for superconducting qubits is un-
derappreciated because researchers often report the co-
herence times of their best qubits. Measuring the median
is clearly better, but reporting the worst 1% would be a
more faithful reflection of system performance at scale.
Indeed, for published Google and IBM data, the worst
10% of the Ty data drops significantly (30-100x) away
from a Gaussian distribution (see Sectionfor further
analysis of these effects).

Qubit fabrication. We have recently experimentally
determined (Section that better fabrication can im-
prove T tails so that a smaller fraction of qubits show
degradation, and the drop in 7T} is smaller. This data
points to the fact that better benchmarking and process
control is needed for superconducting fabrication. This
is especially important for cryogenic quantum devices, as
low-temperature testing is much more difficult than wafer
probing of semiconductor devices at room temperature.
We discuss process control and component-level testing
in Section [[TA] for qubit fabrication.

Recalibration. Another overlooked technological risk
is that coherent TLS defects fluctuate in time, requiring
recalibration of the quantum computer. Today, with sys-
tems consisting of 100 qubits, full recalibration is needed
approximately once per day and can take up to two
hours, even though leading methods for QPU calibration
involve representation as a directed acyclic graph [23],
which is amenable to GPU-accelerated and reinforce-
ment learning-based approaches [15]. Because the rate
of emergence of outlier qubits with low coherence is pro-
portional to the number of qubits, a 1000-qubit computer
becomes effectively unusable because it requires constant
recalibration. We discuss how to reduce the TLS defects



to improve coherence, two-qubit error rates, and outlier
emergence in Section [[TA]

Catastrophic error bursts. A technical challenge
recently revealed by a Google experiment on error cor-
rection is the impact of cosmic rays on qubit error rates
[16] 24]. Although this may impose a lower bound on the
error rate of logical superconducting qubits at the ~10~1°
range with the help of gap engineering, additional miti-
gation strategies [25] are described in Section

Real-time decoding. At this scale, it should be pos-
sible to create logical qubits and benchmark real-time
error correction. The challenge of performing real-time
error correction for superconducting qubits is the speed
at which the qubits operate. Today, state-of-the-art de-
coders for superconducting qubits take ~60 s to decode
d = 7 surface codes [26]. Smaller fast-feedback exper-
iments have demonstrated a decoding response times
of 9.6us [27]. However, at ~0.5-ps-long stabilization
rounds, the total latency inclusive of decoding and redi-
recting the waveform in an FPGA needs to be within ~5-
20 ps for code distances obtained in our resource estima-
tion studies (see Table to avoid compilation bottle-
necks [28]. Even faster decoding is desirable to eliminate
more sources of coherent and incoherent errors. See Sec-
tion [ITE] for further discussion on the effects of decoder
delay and Section [[ITF| for details on an approach to fast
and tightly integrated real-time decoding with petaflop/s
processing speed.

Circuit knitting overhead. In the past few years,
circuit knitting methods have been introduced to allow
running quantum circuits that require more qubits than
are available on a single processor at the current scale
[29431]. Formally, these methods incur an exponential
classical post processing overhead for exact reconstruc-
tion of a quantum observable. To enable distributed
quantum circuit execution at scale, innovative techniques
must be devised for reducing this exponential overhead.
While the challenge of quantum workload distribution
emerges at the scale of 100-1000 physical qubits, it will be
present at all later scales. In Section [V B]|we provide a de-
tailed discussion on this topic as well as present a family
of adaptive circuit knitting methods. In Section[VIB] we
show a particular implementation of this adaptive circuit
knitting approach that could significantly reduce over-
heads for quantum simulation of quantum spin glasses
via an approximate tensor-network contraction over dis-
tributed quantum circuits.

NISQ computing. Systems consisting of 100-1000
physical qubits create unique challenges for NISQ algo-
rithms. First, the larger number of qubits requires a
higher shot count. This is due to the fact that many
variational algorithms produce information spread across
multiple qubits and the output quantum states are not lo-
calized to a small number of qubits. The second challenge
is that for potentially useful applications, e.g., simulat-
ing quantum dynamics, typically one needs more than
100+ qubits at depths larger than what can be achieved
by a 103 two-qubit error rate. We discuss how to ad-

dress these challenges in Section [V] on high-performance
quantum-—classical coprocessors.

More recent developments in NISQ algorithms have
utilized the notion of adaptive circuits, where mid-circuit
measurements and feed-forward information are used to
reduce circuit depth [32H34]. Making use of such con-
structions will require the ability to make rapid mea-
surements and, within the coherence time of the qubit,
perform additional operations based on the measured re-
sults. For certain applications of quantum computing
such as calculating the ground-state energy of a chemical
system, extensive preprocessing is necessary to formu-
late the problem in a way amenable to quantum com-
puters, even for small but challenging systems. For ex-
ample, identifying the proper active space for the iron-
molybdenum cofactor (FeMoco), which has long been
hailed as a premier application of quantum comput-
ing [35], is itself a complicated computational task [36].
Integrating the quantum computer in an HPC environ-
ment can help mitigate these issues (see Section .

We also note that, in the near-term with qubit counts
below 1000, automated testing techniques at the sys-
tem and component level are necessary. We discuss
these procedures in Section [[TA] on qubit fabrication for
component-level testing.

2. Challenges at 100010k physical qubits

At the large scale, system integration and orchestra-
tion challenges become more prominent, including those
related to high power consumption and costs, and avail-
ability of established fabrication technologies [22]. At
this scale, algorithmic benchmarking becomes necessary
to assess and optimize performance.

Wiring and packaging. Beyond 1000 qubits, a
new under-appreciated systems challenge emerges, that
of how to compactly address wiring, control, and circu-
lation within today’s dilution refrigerators. A secondary
aspect is the opportunity to drastically reduce the cost.
For example, a cryostat for a 150-qubit processor with
coaxial wires is $5M, with $4M devoted to wiring alone.
Without circulators, 10-100x more qubits can fit into a
single dilution refrigerator. This will allow the packing
of 20k qubits on a single 14x14-cm die. However, with
new packaging of 1000-10k wires, crosstalk will likely be a
dominant hardware error, requiring new designs based on
electromagnetic simulations. Regrettably, state-of-the-
art electromagnetic simulations have been validated only
on the order of six qubits. We discuss these issues and
mitigation opportunities in Section @ (wafer-scale in-
tegration), including scaling up crosstalk simulations to
thousands of qubits.

Control electronics. The ability to control several
thousands of qubits is necessary, but it would drive up
both the cost of the electronics and the total thermal
budget required for the control electronics, which in turn
would increase cooling costs. We discuss opportunities




to reduce both costs and power consumption for classical
CMOS control in Section [TCl We also discuss the need
for advanced qubit calibration, which will be necessary
even with improved qubit fabrication.

The largest risk of this phase is the cost of develop-
ment of these processes, which could be mitigated by
leveraging the semiconductor industry. In Section [[IB]
on wafer-scale integration, we also discuss how to lever-
age the existing semiconductor industry to drastically re-
duce costs (see also Section [VIITA). Because of the high
costs of developing, building, and operating fault-tolerant
quantum computers, there must be a strong emphasis on
understanding the impact of exact hardware noise pro-
files on the choice of error correcting codes, as well as the
resulting resource estimates for useful applications with
utility-scale value. In Section [[ITB] we explain how we
use hardware noise profiles at this scale to inform FTQC
compilation and assembly at the utility scale.

Near-term applications. Algorithmically, the prob-
lem of data input and output starts to become challeng-
ing at the scale of 1000—10k physical qubits. Target prob-
lems at this scale could require a large amount of classical
data to either be loaded onto the quantum computer or
to be read from the quantum computer. Both the clas-
sical processing of this data and the quantum resources
(circuit depth or measurements) can grow quickly. With-
out quantum error correction, quantum computers at
this scale will not be able to execute standard fault-
tolerant quantum algorithms such as quantum phase es-
timation or Shor’s algorithm. However, they will be ca-
pable of executing relatively deep circuits that are well
beyond anything classically simulable, even with approx-
imations. Therefore, there is an opportunity for discover-
ing heuristic quantum algorithms that could provide po-
tential utility. Rigorously benchmarking such algorithms
against the classical and HPC-accelerated state of the art
will be necessary to convincingly demonstrate their accu-
racy and effectiveness. As such, good, hardware-agnostic
benchmarks in various application domains (like chem-
istry, materials science, and optimization) are necessary
to enable testing newly discovered heuristic quantum al-
gorithms.

8. Challenges at 10k—100k physical qubits

At the very large scale, circuit-level scaling challenges
become significant [22] Table 1], including verification,
testing, and debugging. For conventional integrated cir-
cuits, the challenge of “dark silicon” arises, where a signif-
icant fraction of the chip performs various service roles.
In quantum computing, FTQC creates a similar over-
head.

FTQC overhead. A major challenge at this scale is
reducing the cross-talk noise and two-qubit gate errors.
Unfavorable scaling of accumulated errors can increase
the overhead of QECCs needed to compensate for them,
further undermining quantum advantage. This issue is

the focus of our device-level efforts to mitigate errors (see-
Section on scaling cross-talk simulation), but it can
also be addressed at the architecture level.

At the scale of tens of thousands of physical
qubits, many fault-tolerant protocols including full-
fledged magic state distillation units can be implemented
and validated. Yet, the high space and time overhead of
FTQC mean this scale will still fall short of demonstrat-
ing quantum utility. This prompts the need for advance-
ments in QEC and FTQC schemes that reduce the over-
head of fault tolerance, a goal actively pursued in current
research trends for building “good” QECCs, i.e., those
with high encoding rates, such as the quantum LDPC
codes [37].

Moreover, the successful realization of QEC requires
low-latency integration of QPUs with GPUs, which are
very effective in executing a large number of identical,
relatively shallow computations in parallel on different
input data. Such advantages are relevant to real-time
decoding, as discussed in Section[[ITF] Another approach
to relaxing the requirements of decoders is construction of
better codes with faster decoding algorithms. It has been
speculated that there may exist QECCs whose decoding
time is independent of the code distance [38].

Verification, testing, and debugging. As QEC cir-
cuits become more sophisticated and undergo optimiza-
tion to reduce overhead, the possibilities for introducing
design errors during these optimizations increase. Veri-
fication aims to catch design bugs as soon as they are
introduced, testing looks for problematic behaviors in
a physical quantum computer (by running specific cir-
cuits), and debugging attempts to diagnose and correct
problems. Historically, each of these steps became a bot-
tleneck to scaling of classical semiconductor circuits, and
required the development of new algorithmic technologies
and hardware solutions to sustain scaling [39].

These tasks are much more complicated for quantum
circuits than classical ones. For example, a quantum
counterpart to the conventional equivalence-checking
technique [40] must tackle unitary operators acting on ex-
ponentially large Hilbert spaces. Similarly, testing must
be heavily optimized to handle the large number of trials
required in view of the non-deterministic nature of quan-
tum measurements and the frequent need of QPUs for re-
calibration [41]. More-sophisticated approximate testing
[42] techniques must also be developed to take the error
tolerance of quantum computation into account. Finally,
it is much more complicated to diagnose and eliminate er-
rors [43]; therefore, more-scalable debugging techniques
are needed which can benefit from HPC hardware sup-
port.

4. Challenges at 100k—1M physical qubits and beyond

Computation at extreme scales faces system-level and
complexity-theoretical challenges as well as those related
to physical embedding and distributed computation as



quantum interconnects become a bottleneck [22 Table
1]. For quantum computers dominated by QEC, these
challenges take on specific forms, as described below. Ad-
ditionally, finding “killer apps” for quantum computers
and validating their performance remains challenging.

Distributed FTQC. To achieve utility scale, tens to
thousands of logical qubits are needed (Table . Even
at a 10* two-qubit error rate, this translates to 1 mil-
lion (or more) physical qubits, which is about an order of
magnitude more than what can practically be placed in
today’s dilution refrigerators (DR). Significantly larger
DRs will be costly. Therefore, performing large-scale
FTQC will likely require quantum interconnects between
multiple DRs. Optical interconnects have been pro-
posed for providing such quantum links between distinct
DRs [44H48]. We discuss the first analysis of the effects
of noisy optical interconnects for QECCs on supercon-
ducting computers in Section [[ITG| and discuss the com-
pilation of FTQC algorithms on a multi-DR architecture
in Section [ITGl

Given the length of utility-scale FTQC algorithms and
the need for frequent recalibration of QPUs, a quantum
operating system (QOS) must manage an excess supply
of on-boarded and off-boarded DRs mid-runtime and dis-
patch quantum characterization, verification, and vali-
dation (QCVV) protocols on them with an appropriate
cadence. This reveals a fundamental difference between
FTQC compilers and the conventional compilers for clas-
sical computers: classical compilers do not require knowl-
edge of the noise profile of the hardware, whereas the
choice of QEC codes, their sizes, and ancillary modules
(e.g., magic state factories) all require detailed informa-
tion about the hardware noise characteristics. We de-
scribe some preliminary steps toward addressing these
challenges for FTQC compilers in Section [[TTA]

Although it has been hypothesized that one can use
optical interconnects between DRs to entangle qubits,
the technology is still in its infancy. Therefore, in Sec-
tion [VI] we show how adaptive circuit knitting strate-
gies could delay the need for optical interconnects via
high-performance distributed quantum evaluation of sub-
circuits and classical post-processing to merge the solu-
tions. With large-scale integration of a quantum accel-
erator with a classical supercomputer, dynamically dis-
patching workloads to and from the quantum computer
will become a complex challenge. We will discuss the
use of near real-time circuit synthesis and dispatching
in Section [VC] on high-performance quantum-classical
workload scheduling.

Micro-architecture standardization.  Efficient
compilation and execution of large FTQC programs de-
mands optimized and modular instruction-set architec-
tures that are drastically different from that of conven-
tional computers. A challenge at this scale is converging
to optimal and standard micro-architectures for the com-
puter. Recent studies |28 A9H5T] suggest that efficient
instruction pipelines for FTQC using solid-state qubits
comprise (potentially multi-level) magic state factories

for producing high-quality resource states for consump-
tion in a memory unit (which we call the core processor;
see Section. Therefore, unlike the conventional von
Neumann architecture wherein data is taken from mem-
ory blocks to the gates, in the FTQC pipelines, high-
quality gates are brought to the memory block. Thus,
FTQC micro-architectures may better resemble that of
in-memory computing technologies [52]. This suggests
a rethinking of conventional memory hierarchies (e.g.,
cache, L1, and L2) for quantum memory blocks. No-
tably, quantum random access memory (QRAM) [53] is
used in quantum computing literature as means for ac-
cessing and manipulating classical or quantum data in
superposition. However, monumental resources are re-
quired to insure its fault tolerance [54]. Quantum LDPC
codes may provide a path forward for realization of fea-
sible quantum memory blocks.

Quantum algorithm discovery. The absence of ef-
ficient quantum memory blocks and methods for read-
ing from and writing into them is one of the reasons
for the lack of useful quantum algorithms for conven-
tional enterprise problems involving classical big data,
for which classical Al has provided major breakthroughs
at an increasing pace. This read—write bottleneck elimi-
nates the exponential speedups promised by many algo-
rithms, e.g., quantum machine learning (QML) applied
to classical data. Such algorithms include quantum linear
system solvers [55] [56], quantum clustering [67], quantum
principal component analysis [568], and quantum support
vector machines [59]. However, the promise for exponen-
tial quantum advantage still holds for quantum data [60]
and substantial progress has been made towards over-
coming the known trainability limits of quantum neural
networks [61].

Moreover, processing classical data, e.g., via coherent
arithmetic operations, is very costly for quantum com-
puters [62] 63]. Indeed, the qubitized electronic-structure
quantum simulation for which we provide resource esti-
mates in Section [[V] uses look-up tables (coined as quan-
tum read-only memory, or QROM) to avoid calculat-
ing trigonometric functions [64]. In general, applications
with classical inputs and outputs are fundamentally lim-
ited because quantum computers do not provide a univer-
sal advantage. For example, there is provably no quan-
tum advantage for standard comparison-based sorting —
no quantum algorithm can solve the task asymptotycally
faster than conventional algorithms do [65].

Even if a given subroutine in a important applica-
tion is accelerated by a quantum oracle, it must be
a single distinctive bottleneck, otherwise the impact of
quantum speedup will be capped by Amdahl’s law [66].
Shor’s algorithm for integer factorization and its vari-
ants offer a rare combination of likely exponential quan-
tum speedup with a practical need for running the al-
gorithm on many different inputs. In general, quantum
optimization could offer a quadratic speedup [67] with
many implicit assumptions such as lack of explicit struc-
tures in the problem instances. However, the opportu-
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nity for such quadratic speedups in practice might be
slim and most likely eventually washed away at scale by
the huge overhead of QEC [68]. Engineering at scale
requires developing novel quantum heuristic algorithms
that work in concert with their classical counterparts, see
Section [VII| for a discussion on the possibility of acceler-
ating classical probabilistic sampling by quantum fluctu-
ations. Recently, there has been tremendous interest on
the family of quantum approximate optimization algo-
rithms (QAOA) [69, [70], including numerical or theoreti-
cal studies that claim potential scaling advantages might
be possible [T1HT4]. However, one has to be careful with
small-sized effects or the contrived nature of many bench-
marking problems that could hinder a true scaling advan-
tage in practical scenarios for which highly tuned classical
heuristics are available. Historically, it has proven diffi-
cult to develop quantum heuristics that could stay rel-
evant at scale. The search for new quantum algorithms
on classical inputs remains a major avenue of research.

Validation of quantum algorithms. Even for
quantum mechanical problems for which quantum com-
putation is envisaged to provide revolutionary quantum
advantage [58] [60], the validation of such algorithms—
ensuring that they produce correct outputs, especially in
practice—remains a challenge. For example, quantum
computation of electronic spectra of molecules relies on
preparation of input states with significant overlap with

the ground state (whose energy is to be estimated). How-
ever, is it unclear whether the commonly adopted choices
(e.g., the Hartree—Fock state) will be sufficient. Indeed,
ground state preparation is a QMA-hard problem, and
even the FTQC quantum algorithms for such tasks are
merely heuristics that may fail in practice. Motivated by
these challenges recent studies have focused on efficient
preparation of better initial states for such tasks [75].

Supply chain. The final challenge to address is the
cost of a quantum computer, which could be reduced
by leveraging the existing semiconductor supply chain.
In the final Section [VIITA] we will discuss how some of
the leading fabrication, chip manufacturing, and system
integrator companies, e.g., Applied Materials, Synopsys,
Nvidia, and HPE, could establish a supply chain to drive
down costs.

C. A full-stack hardware—software architecture for
high-performance quantum computation

In order to tackle some of the key technical chal-
lenges listed above, here we introduce a heterogeneous
quantum—classical full-stack hardware and software sys-
tem architecture [9]. We outline how one could adopt ex-
isting semiconductor ecosystems and conventional high-
performance infrastructures to build such an architec-



ture, which is schematically illustrated in Figure [1] (see
also Section . At the highest layer, an HPC program-
ming environment is extended to include a quantum ac-
celerator API consisting of an interface library for seam-
less invocation of quantum kernels, an adaptive circuit
knitting hypervisor for efficient quantum workload parti-
tioning and distribution, and a hybrid quantum—classical
compiler. A hybrid quantum-—classical workload man-
ager ensures optimal quantum resource utilization in a
multi-user environment. To support fault-tolerant quan-
tum computation, a compiler, emulator, assembler, and
a real-time decoder together use known hardware noise
profiles to synthesize optimized fault-tolerant circuits to
solve the problem at hand. Calibration and control of
quantum resources use specialized hardware that are in-
tegrated with the HPC. Heterogeneous coprocessors—
including CPU/GPUs, quantum processing units (QPU),
probabilistic processing units (PPU)—allow the system
to partition a particular problem into subproblems that
can be sent to the appropriate coprocessors.

Current approaches to building a quantum computer
are vertically integrated and do not leverage either to-
day’s semiconductor manufacturing ecosystem or state-
of-the-art classical supercomputing infrastructures. One
alternative is a more horizontal advanced development
approach based on a consortium across supercomputer
integrators, HPC platform and EDA tool developers, and
semiconductor fabrication specialists, all guided by quan-
tum computing experts. The consortium’s combined skill
sets could speed up the creation of a quantum com-
puter that can solve utility-scale problems by enabling
the building blocks and their relationships as shown in
the schematic. The mandate of the consortium would be
benchmarking the five following key components of the
hardware—software stack:

1. Qubit fabrication (Section can be devel-
oped in a new 300-mm prototype foundry using
custom state-of-the-art cluster tools that only exist
at this scale. The quality and yield of the qubits
could be simultaneously improved. For scaling, new
metrology tools should be developed that use stan-
dard in-line defect tools to benchmark qubit yield.

2. Scaling the quantum computer to 20k qubits/wafer
could use wafer-scale integration (Section,
as already demonstrated by the semiconductor in-
dustry for 300-mm wafers. Feasibility benchmark-
ing can use established superconducting and mi-
cromachining processes, but be concurrently devel-
oped at 300 mm. This design allows all electrical
connections to be at 3-4 K, making it much easier
to scale.

3. Control hardware (Section can be realized
and benchmarked by existing room-temperature
control electronics for up to a thousand qubits. The
20k-qubit scale could be achieved by a combination
of i) wafer-scale integration, ii) high-density cables
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and interconnects, iii) a moderate level of time and
frequency division multiplexing (1:4 or 1:8), and iv)
low-power, high-density digital-to-analog front-end
development. Finally, to reach the 1M-qubit scale,
dedicated and integrated CMOS could be devel-
oped that may operate in cryogenic temperatures.
In addition, tight integration between the control
hardware and the compute resources of the HPC
system must be developed to allow for efficient cal-
ibration workflows that optimize and stabilize fi-
delities while not limiting uptimes and system uti-
lization.

4. For fault-tolerant quantum computing (Section [IT1)
an error-correction decoder (Section can
be tested using an HPC-accelerated FTQC emula-
tor (Sections and and Appendix to
synthesize syndrome measurements of QEC codes.
This test data could then be directed into the con-
trol hardware and used to benchmark the decoding
CPU/GPU hardware and software in real-time em-
ulation. For utility-scale FTQC, the decoding soft-
ware system may require incorporating all ideas of
distributed, hierarchical, and moving-window de-
coding to support 1M+ qubits.

5. The quantum computer can be integrated with con-
ventional HPC infrastructures in six different layers
(Section: heterogeneous quantum-—classical
coprocessors, adaptive circuit knitting, FTQC
compilers, distributed decoders, calibration, and
control. A dedicated ultra-low latency, real-time
QEC network that includes the control hardware,
the decoder hardware, and the logical circuit or-
chestration hardware could be utilized to execute
the FTQC workflow.

System integration of the various quantum hardware
and software components, particularly as the number of
qubits scales, should be tested throughout development
based on state-of-the art metrology technologies and pro-
tocols currently used by the HPC industry.

II. TOWARD HIGH-QUALITY QUANTUM
HARDWARE AND HIGH-PERFORMANCE
CONTROL

It is well understood that a limiting factor to realiz-
ing a practical quantum computer is construction of high
quality qubits with high performance control. In this
section we will discuss how superconducting qubits could
be fabricated using the latest semiconductor fabrication
techniques, followed by how to leverage the latest inno-
vations in wafer scale integration to connect qubits to a
microwave control system. Finally, we end with how the
microwave control hardware can be engineered in both a
scalable and economical fashion.
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Figure 2: IBM Heron (Fez) device performance taken on 08/06/2024 from calibration data accessible via IBM’s quantum cloud. (a) Distribution
of Ty across 155 qubits. (b) Distribution of two-qubit (2q) error rates across 351 qubit pairs.
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Figure 3: Illustration with simulated data on how the effect of
fabrication uniformity and qubit size on median qubit error. (a) When
selecting from a small number of qubits, it is possible to cherry pick
the best qubits on the wafer and avoid outliers. (b) When selecting
from 300+ qubits, it is impossible to avoid fabrication outliers.

A. Qubit fabrication

Researchers often report the performance of their best
superconducting qubits, as opposed to more meaningful
metrics such as an average, or as more appropriate for
systems engineering, the worst device performance. A
current challenge is thus to fairly compare approaches
and build reliable models for improving coherence. In
Table [ we derived the “Target” hardware parameters
needed to achieve an FTQC error suppression rate for
practical quantum advantage. In particular, we intro-
duce a new “tailedness” metric that describes the distri-
bution in qubit quality. For more information on how
these metrics where obtained, refer to Appendix [B]

Superconducting qubits have achieved coherence times
of T1 Z 100 s and two-qubit errors of 0.1%; however, it
is not possible to achieve such results uniformly across a
large wafer, as illustrated in Figure 3] A 300-mm wafer
can accommodate roughly 20k superconducting flux tun-
able qubits with adjustable couplers. Furthermore, there
is evidence that the two-qubit errors are sensitive not
to the average 77 times, but likely the worst 77 times
across an entire wafer. In Figure[2] we see the T} spread
of qubits on an IBM Heron processor and the associated
spread in two-qubit error rates. A direct correlation be-

tween T and two-qubit error spreads is yet to be properly
studied. However, it is known that as the TLS density
increases, the harder it becomes to calibrate the device to
avoid TLS and the higher the probability a TLS occurs
in the adjustable coupler. Therefore, it is imperative to
leverage advanced fabrication to improve the uniformity
of performance for each qubit in a large wafer.

Based on this challenge, a systems engineering prin-
ciple that can be used to guide qubit metrology is “the
worst 1% of devices determine system performance.” For
quantum computers, this is a useful design rule since an
~1% qubit dropout rate for the surface code will cause
the system to degrade or fail. Our goal is thus similar to
fabricating complex CMOS electronics: make every qubit
identically good. Our plan is based on the categories of
quality, quantity, speed, and connectivity introduced in
the previous section, but organized according to hard-
ware subsystems. Fortunately, we have found that many
of the system engineering constraints can be solved con-
currently. For example, we will explain how qubits can be
fabricated in a manner to simultaneously improve both
quality and scaling.

Quality. Both single- and two-qubit error rates are
targeted to be in the 10~ range for both NISQ and
error-corrected quantum computers. As adjustable cou-
plers have achieved two-qubit error rates in the low 1073
range with modest coherence times of 20 s, it should
be possible to meet this metric with reasonable 10x im-
provements in the T; coherence time. This coherence
requirement has indeed been met with tunable and non-
differential qubits made from Al in the academic labo-
ratory of R. McDermott at the University of Wisconsin.
Average T times are in the 100-200 ps range, with a
“hero” device showing 77 as long as 800 ps. This improve-
ment came from identifying a source of TLS defects, then
minimizing its contribution in the design and fabrication.
One can continue building better coherence models and
improving the interface quality. This process looks to be
compatible with multiple qubits and adjustable couplers.

Fabrication. We do not assume this academic pro-
cess is good enough, it only shows that our models and
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Hardware Parameter Baseline Target Desired
Ty, To times 100 ps 200 ps 340 ps
T, tailedness 71 ps 23 ps 23 ps
Single-qubit gate error 0.0004 0.0002 0.00012
Two-qubit gate error 0.003 0.0005 0.00029
State preparation error 0.02 0.01 0.00588
Measurement error 0.01 0.005 0.00294
Reset error 0.01 0.005 0.00294
Single-qubit gate time 25 ns 25 ns 25 ns
Two-qubit gate time 25 ns 25 ns 25 ns
State preparation time 1ps 1ps 1ps
Measurement time 200 ns 100 ns 100 ns
Reset time 200 ns 100 ns 100 ns
Error suppression rate A 2.34 9.3 18

Table I: Hardware specifications for three sets of parameters: baseline, target, and desired hardware. The baseline set represents the
state-of-the-art values; the target set is envisioned to be a promising near-term goal; the desired set of synthetically generated hardware
specifications corresponds to a noise model with about twice the error suppression rate, A, of the target hardware extracted from the exponential
suppression law udzA%d*D/2 for quantum memory. Our benchmarking studies resulted in A & 2.34 for the baseline set and A =~ 9.3 for the
target set, respectively. The desired model is specified by the value A &~ 18 and is therefore also referred to as the “Ajg model” in this paper. The
T, tailedness characterizes the weight of poor-quality qubits with respect to variations in coherence times across the qubit chip. As discussed in
Section the standard deviation is used as the metric for tailedness in this paper, while the effects of higher moments (such as skewness and
kurtosis) can also be crucial given that realistic distributions of T3 values have significantly heavier tails compared with the associated

approximating Gaussian distributions.

fabrication plans for improving qubits are on track. An
example is our insights on TLS defects, a significant is-
sue for present-day superconducting qubits. Two-level
systems introduce sparse defects at random frequencies
which lowers coherence for a significant fraction (1-10%)
of qubits, thus they cannot be statistically avoided in
large systems. Preliminary data of our fabrication pro-
cess shows a much lower density of these TLS defects,
and even a significant tightening of the spread of T3 co-
herence times.

One can correlate decoherence with defects in the qubit
fabrication. For example, we calculate that extra loss
from TLS will occur with 0.1-pm-diameter particle de-
fects, which is detectable with in situ optical defect
metrology. These in-line tools, which are standard in
CMOS processing, can thus act as a proxy for qubit qual-
ity and be used to rapidly optimize fabrication provided
that one can build an adequate physics-based model.

We believe the necessary improvements in qubit fab-
rication are only possible using modern semiconductor
tools and processes rather than those that are decades
old. For example, we should eliminate lift-off, which is
easy to use but known to be dirty. Another example is
fabricating in modern cluster tools, which allow multi-
ple process steps without breaking vacuum. This mini-
mizes qubit loss coming from amorphous interfaces that
are only a few nanometers thick. Figure [4] shows how an
in situ cleaning and deposition process for Al on Si, the
most critical metal-substrate interface, yields an atom-
ically sharp interface. We also developed a process to
improve the substrate-air interface, next in importance.

Applied Materials and Qolab are using tools that im-
prove every process step. Using 300-mm wafers allows
access to modern metrology tools to monitor and improve
defects and yield. Because Applied Materials builds fab-

rication tools and has a prototyping cleanroom, it is less
expensive to modify or retask these expensive cluster
tools for this custom quantum process. A key issue pre-
venting progress in the field is that existing groups do
not publish their die yields or qubit yields for larger pro-
cessors (e.g., there is no data on the T time of the IBM
Condor 1000+ qubit device). One should collect detailed
metrics on die and qubit yield, and correlate the perfor-
mance to room temperature measurements such as opti-
cal metrology and junction resistance spread.

Qubit design. Our fabrication process is designed to
be flexible and thus compatible with a variety of qubit
designs. We are building adjustable transmon qubits and
couplers since it is possible to have both fast gates (30—
40 ns) and long coherence times (> 100 ps). Ideally, the
error per gate is approximately the ratio of the gate to
coherence time. Our analysis of the adjustable coupler
system indicates that intrinsic control errors (disregard-
ing T} and Ty decoherence) should allow two-qubit errors
in the 10~ range. Another aspect of the qubit design is
to engineer robustness to gamma and cosmic rays [76]
[25] .

PDK. A process design kit (PDK) is a central fea-
ture in the design of conventional circuit chips. This is
generally supplied by the foundry that will produce the
chip, and is based on a particular fabrication process sup-
ported by the foundry. In short, the PDK provides all
of the information a design engineer would need to ar-
chitect the chip to the specifications required. However,
there may be separate third-party libraries or other infor-
mation which would supplement the materials provided
in the PDK.

One could create an analogous PDK for superconduct-
ing qubits as one develops the technology as described in
this document. Initially, the PDK will provide informa-



tion needed to perform the mask layouts for the initial
qubit test chips. The main component will be a tech-
nology file for the layout editor. This would define the
layers used in fabrication and their purpose. Addition-
ally, device models for the Josephson junctions for use in
a circuit simulator, based on parameters measured from
the tech chips, will be provided. The PDK would also
provide basic physical and electrical information, such as
minimum linewidth, minimum spacing, etc. as supplied
by the facility performing qubit fabrication. As the de-
signs become more complex, one could add additional
descriptions for design rules allowing automated design
rule checking (DRC) and circuit connectivity so layout
vs. schematic (LVS) testing can be performed. This is
entirely analogous to initial stages for PDK development
for a standard digital process, a task Synopsys has per-
formed on innumerable occasions.

Note that PDK setup files are dependent on the tools
used in the design flow. In some cases, one could sup-
port multiple tools that might be in use at different sites
within our group. Synopsys has industry-standard tools
for layout, DRC, and LVS, and others, which would be
brought to bear on the project. As the technology de-
velops further, additional tools more specific to quantum
will come into use, and the corresponding technology files
will be added to the PDK. For example, unlike in conven-
tional digital circuits, extraction of precise values for ca-
pacitance and crosstalk will be needed. This will require
the use of a field solver. There will be additional inter-
faces to specialized software used for modeling and simu-
lating qubits and quantum components at a higher level.
The results from the field solver will be back-annotated
schematics which can then be simulated to yield results
that include parasitic elements, analogous to parasitic
extraction of a conventional design.

One can add parameterized cells (PCells) for elements
that are used multiple times in our designs. Parameter-
ized cells “draw” themselves (as mask patterns) according
to the values of one or more parameters provided. This is
for convenience when one needs multiple instances of de-
vices with varying parameters. Most conventional PDKs
provide a library of PCells for different types of device
supported by the process. It is likely that we will have
analogous needs.

Finally, the PDK will provide an area for documenta-
tion of all the process steps and other useful information
developed along the way as it relates to specific proce-
dures using the supported tools, as well as “golden” re-
sults that can be used for comparison purposes.

B. Wafer-scale integration

Present superconducting qubit devices have yield is-
sues even at fifty to a few hundred qubits. As with con-
ventional electronics, the current solution is to dice the
wafer into many dies, test the dies, then assemble the
working ones into a larger system. This solution is not
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Figure 4: Atomically sharp aluminum-to-silicon substrate interface
from Applied Materials’ cluster tools used for qubit fabrication [77].
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Figure 5: Qubit wafer (blue) bump-bonded to a 300-mm wiring wafer
(red). The wiring wafer is thinned by micromachining for thermal
isolation between the qubit temperature (20 mK) and 3 K. The wiring
wafer connects via spring contacts to flex circuity (gray) for the
control wiring and CMOS electronics.

ideal for qubits due to communication bottlenecks and
coherence loss between dies.

A promising solution is fabrication on 300-mm wafers
with high-quality processes, which naturally allows for
qubit scaling using wafer-scale integration. This concept
only works for low defect densities, which we believe is
possible for three reasons. First, one should use CMOS-
type process and tools that are known to give high yields.
Second, the critical area of the qubit devices are many or-
ders of magnitude lower than typical electronic devices,
with only a few 0.2-pm-sized junctions/mm?, and crit-
ical lithography dimensions typically ~1pm. Third, a
process should be developed in a cleanroom that has ex-
tensive metrology tools for automatic detection and op-
timization of defects.

Using the center portion of the wafer, 140 mm by 140
mm, and a 1-mm qubit spacing, the number of qubits per
wafer is about 20k. Note these qubit devices can be pat-
terned using conventional deep-UV optical lithography.

Superconducting wiring. One of the most diffi-
cult engineering tasks when scaling to a large number of
qubits is connecting the qubits to their analog control sig-
nals or readout. This escape wiring is especially difficult
at the qubit temperature of 20mK because the wiring
is typically made using a shielded transmission line such
as coax or, for adjustable qubits with DC connections,
expensive superconducting NbTi coax.
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Figure 6: Cross section of wiring wafer, showing stripline width
0.3 pm and pitch 1.5 pm. The right stripline shows design of a
low-pass transmission-line filter using a copper damping film.

A solution for scalable wiring is to use wafer-scale
integrated-circuit superconducting wiring from 20 mK to
the 3-4K stage, as shown in Figure f] The qubit chip
described previously is indium bump-bonded over its
entire wafer to the wiring wafer. The Nb wiring are
stripline transmission lines for good isolation and a 20—
50 impedance. With a 0.3pm center width a 1.5 pm
pitch, about 92k wires can be routed across the wafer in
a single wiring layer. As shown in Figure[6] transmission-
line low-pass filters can be integrated into the these wires
to be compatible with present-day designs. The wiring
layer uses micromachining processing to thin the wafer
between the 20 mK and 3 K stages, with multiple thinned
sections for connection to intermediate temperature heat
sinks.

The fabrication of the wiring wafer assumes low de-
fects on a single wafer, which fortunately requires a rel-
atively simple multilayer metal and insulator processes
with vias. Such processes already exist for classical
Josephson electronics. The sensitivity to defects in the
wiring wafer is clearly higher than for the qubit wafer,
but with 0.3-pm-wide wires, modern processing should
provide good yields. Over the last few years, there have
been significant advances in wafer-scale packaging. In
particular, TSMC has developed a wafer-scale integra-
tion solution of Cerebras Systems’ Al processors which
utilized the entire 300-mm wafer [78], and has developed
new packaging solutions for Nvidia’s Blackwell proces-
sors [79]. Applied Materials has also developed processes
and tools for wafer-to-wafer bonding and heterogeneous
integrations [80].

Subsystem modularity. The wiring wafer is con-
nected to a flex circuit board and CMOS control electron-
ics via spring connectors at 3 K. These connections need
not be superconducting because the acceptable heat load
at 3K is much higher than at the qubit stage (20 mK).
Spring connections allows this qubit-+wafer subsystem
(Figure p) to be readily modularized; it can be tested
separately then installed in a larger system. This inte-
grated design is useful since this qubit system can be
thought as being controlled at 3K, or virtually at 3K,
with only lower-temperature thermal connections needed
to cool the chip.

Measurement and readout. Another scaling bot-
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Figure 7: Qubit readout using a Josephson photomultiplier circuit
which can be integrated into the qubit wafer. This design eliminates
the need for large circulators and parametric amplifiers.

qubit resonator
[0), [1) |>{ 0, 10 photons

“phase qubit”
5, 5.1 GHz
| | (30 photons)

qubit wafer 20mK flex 3 K

Figure 8: Signal flow for readout. Conventional dispersive readout
maps the |0) or |1) state of the qubit to 0 or 10 photons. With 10
photons, a flux-baised phase qubit is driven to change its flux state,
which changes its small-signal oscillation frequency from 5.0 to

5.1 GHz. This classical state can be measured with a large number of
photons in a multiplexed manner with a low-power SQUID amplifier
at 3K.

tleneck is qubit measurement and readout, as typical sys-
tems require circulators and parametric amplifiers that
have a volume of ~1cm? or more. Qolab plans to use
a readout technology that can be readily integrated into
the qubit or wiring wafer, as described in Figs.[7] and [§
Readout using the Josephson photomultiplier, developed
by McDermott [81], has achieved acceptable fidelity of
99% and can further be improved. Because the measure-
ment forms a classical state on the integrated detector,
it can be readout in a multiplexed manner with a simple
superconducting SLUG (SQUID) amplifier at 3K, with-
out needing circulators. CMOS drivers at 3 K have been
developed to bias the large number of SLUG amplifiers.

Scaling through tiling. For quantum computers
larger than 20k qubits, one could create baseline system
that uses subsytem tiling, as illustrated in Figure[0] Here,
each qubit wafer is precisely mounted onto an invar frame
so the modules can be mechanically assembled with pre-
cise capacitive coupling between the wafers. These “edge
couplers” communicate between each tile and can have
higher error rates than qubits within each tile.

Figure [9] illustrates linear tiling, but a serpentine pat-
tern is possible for a more compact area. A system with
5-10 tiles can fit into a large dilution refrigerator using

logical
qubit
module

logical qubit bus

Figure 9: Tiling of multiple qubit subsystems. Each subsystem has
20k qubits, as described in FigureEl



present-day designs. Scaling up to many more tiles would
clearly require new designs for a large cryostat. Optical
connects [82] could provide an alternative solution allow-
ing easier scaling with modular cryostats. In this case, it
would be particularly useful to separate the T-gate distil-
lation factory from the main processor. These ideas will
be incorporated as soon as optical to microwave quan-
tum transducers are available. Resource estimates for
both capacitive interconnects and optical interconnects
is described in Section [ITG

Scaling cross-talk simulations. Numerical electro-
magnetic (EM) field solvers are currently used to deter-
mine electrical parameters for qubit circuits. They work
well on a small number of qubits, but become prohibitive
at scale due to the difficulty of meshing from the sub-
micron film thickness to the centimeter-or-greater size of
the chips. Although qubit parameters can be determined
well by isolated simulations, the evaluation of crosstalk
is particularly difficult since it requires simulation of the
entire circuit, including the chip mount.

Running brute-force EM simulation even on a power-
ful computer will eventually run into the capacity lim-
itation, especially when the number of superconducting
qubits grows to 100-1000 for wafer-scale integration. To
solve for a large number of superconducting qubit lay-
out geometries with a rigorous numerical EM simulation
approach, domain decomposition method (DDM) tech-
niques could offer the ability to use a distributed net-
work of compute nodes and leverage larger blocks of dis-
tributed memory. A DDM decomposes a mesh represen-
tation of a model into a series of non-overlapping mesh
domains that, when each matrix is individually solved
with a traditional direct matrix solver, could collectively
be used as a preconditioner for an iterative matrix solu-
tion to the full model. A generalized scheme, in which a
given geometry for simulation is meshed in whole, is de-
veloped, resulting in a mesh that is automatically subdi-
vided into equal sized mesh domains for balanced parallel
computing. Figure shows an example where a DDM
is successfully applied to a 1024-element antenna array.

For an antenna array solved with this general ap-
proach, the meshing processes can be quite expensive
for the entire array. However, in the approach discussed
here, one could leverage the repetitive geometry of an
array: only a single unit cell is meshed, then it can be
repeated along the array lattice to develop a set of mesh
domains for the entire finite-sized array. Each cell of this
array will have a unique solution depending on its loca-
tion, and the resulting full solution takes into account the
effects along the edge of the array. The approach is effi-
cient as individual cells can be solved in parallel. Further
efficiencies are realized by repeating matrices that result
for certain cells residing in identical environments. We
believe this technique can be leveraged to solve a super-
conducting qubit crosstalk simulation with on the order
of 1000 qubits.
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Figure 10: Domain decomposition method (DDM) for a 1024-element
antenna array.

C. Control hardware

Engineering a high-performance quantum control sys-
tem is necessary to manage the quantum processor unit,
execute calibration and application sequences, and inter-
face with additional classical compute resources such as
CPU/GPU servers. Such a control system is responsible
for:

1. Generating and orchestrating the precise pulses
that drive the quantum system dynamics

2. Reading out qubit states (including digital signal
processing and state discrimination)

3. Processing data and making real-time decisions, in-
cluding conditional operations, control flow, and
control operation parameters updates

4. Integrating with additional classical resources

5. Providing suitable SW interfaces for productive de-
velopment and for integration with SW components
that are higher level in the stack

Generating pulses within the coherence time of the
qubits, acquiring qubit measurements, and processing
these measurements for real-time feedback and efficient
data transfer requires a unique digital processor archi-
tecture, which we refer to as the pulse processor unit.
Then, the system’s analog front-end, which includes the
digital-to-analog and analog-to-digital converters as well
as the analog signal chains (amplifiers, filters, attenu-
ators, etc.), generates and acquires analog signals. As
the system scales, maintaining analog performance, par-
ticularly in terms of noise, stability, and cross-talk, be-
comes crucial for achieving the fidelity targets necessary
for NISQ computing or QEC.

Scaling quantum control. With current qubit qual-
ity and scale up to 1k qubits, the control system archi-
tecture should focus on performance and flexibility. Such



performance and flexibility is needed so the control sys-
tem does not limit overall performance or the speed of
testing, research, and development iterations, even at the
cost of overall design. As the system scales, the density
of control electronics and wiring presents challenges in
terms of space and heat dissipation. Moreover, cost per
qubit control becomes a significant issue. Hence, once
the desired fidelities are achieved and the requirements
for errors and scale-up are well understood, some control
system requirements can be relaxed. This would allow
optimizing for cost, power consumption, and size while
maintaining target fidelities. To reach 20k qubits, one
could employ a combination of low-power, high-density,
room temperature analog front-end development in con-
junction with cryo-CMOS components for moderate 1:4,
or 1:8 frequency and/or time division multiplexing. To
reach 1M qubits, one could develop dedicated, integrated
CMOS that may operate in cryogenic temperatures. Ef-
fective co-design of room-temperature and cryogenic con-
trol electronics will be critical for seamless integration as
the system scales.

Another possibility for scalable qubit control might
arise from our advanced fabrication, assuming an im-
provement in qubit quality and reproducibility: if the
qubits can be fabricated nearly identically and with a
low probability of TLS dropouts, then a single control
signal can be split to many qubits, with simple variable
amplitude and phase adjusters at 3 K to fine-tune sig-
nals. This will enable an integrated and low dissipation
solution to control.

Room temperature and cryogenic control. As
quantum systems scale, the benefits of cryogenic control
increases. Wafer-scale integration enables the connection
of flex cables at 3 K, where a maximum heat load of 41
W is expected to be sufficient for flex cables connecting
control at 77 K or 300 K. We identify several trade-offs
between room-temperature and cryogenic control at 77
Kor 3 K:

1. Power consumption: Operating at cryogenic tem-
peratures with lower Vj; and reduced signal
amplitude, proportional to the reduced thermal
noise, leads to significantly lower power consump-
tion—potentially orders of magnitude lower com-
pared to room-temperature systems.

2. Size and system complexity: Cryogenic control,
such as at 77 K, results in a more compact sys-
tem, housed entirely within the cryogenic refriger-
ator. This not only eliminates the need for mul-
tiple racks but also reduces the number of flex
cables required between the cryogenic and room-
temperature stages, leading to a more efficient
setup.

3. Control functionality and flexibility: = Room-
temperature control benefits from the flexibility of
incorporating additional computational resources,
such as logic circuits, filters, and classical com-
puting, with the option to increase rack space
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as needed. In contrast, cryogenic systems may
face limitations in computational capacity, though
emerging cryogenic-compatible technologies could
alleviate this.

4. Process and cost: Room-temperature electron-
ics utilize established CMOS processes, benefiting
from mature manufacturing ecosystems, stability,
and relatively low costs. Cryogenic control, how-
ever, requires more specialized processes like fully
depleted silicon-on-insulator (FDSOI), optimized
for low power. Broader adoption of these processes
in industries like aerospace could drive down costs
and improve availability, facilitating wider adop-
tion.

5. Signal noise and stability: Operating at lower and
more stable temperatures may reduce noise and
drift of the signal properties. The reduced thermal
noise allows for lower signal amplitudes, potentially
reducing the complexity of amplification stages. On
the other hand, the limited space and power in
the cryogenic control introduces challenges such as
crosstalk, noise introduced by analog up-conversion
required to avoid high DAC clocks and limited
power budget for amplification.

Based on the current analysis, low-power digital-to-
analog converters (DAC) along with their analog chains
are crucial components for enabling low-temperature con-
trol. Achieving a power target below 1 mW per channel
could enable overall analog and digital power consump-
tion of approximately 100 W at 77 K, sufficient for con-
trolling a 20k qubit system. Once the target qubit quality
is achieved, a comprehensive end-to-end trade-off analy-
sis should be conducted to determine the optimal archi-
tecture for practical implementations, considering both
cryogenic and room-temperature control.

For systems of 10k-100k qubits, local optimization
of the QPU, packaging, room-temperature control, and
cryogenic electronics become inadequate. Instead, the
control system must be optimized as part of a holistic so-
lution. For instance, channel crosstalk and pre-distortion
issues can be addressed either at the QPU and packaging
level or within the control system. A localized optimiza-
tion would yield suboptimal results, whereas a co-design
approach can produce an optimal solution. Control fil-
ters should be tailored to the package and QPU channels,
while crosstalk can be mitigated at the CPU and package
level, ensuring the control architecture is aligned to cor-
rect for the residual errors. Similarly, analog characteris-
tics of the control system such as phase stability should
be optimized based on gate implementation to meet the
system’s architectural requirements and prevent unnec-
essary complexity and cost.

In large-scale systems, both control systems and quan-
tum processors are prone to failures. Consequently, it is
essential to incorporate mechanisms for testing function-
ality at both the system and component levels. Decoder
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Figure 11: (a—b) Example demonstrating the impact of frequent calibration, showing Ramsey scans over time performed without and with
real-time tracking of the qubit frequency [83]. (c) II-pulse amplitude and frequency 2D optimization demonstrated on a DGX Quantum system.

results from benchmark circuits can offer insight into the
overall operational status of the system. Additionally,
benchmarks focusing on one or few surfaces provide a
means to diagnose localized failures. Benchmarks evalu-
ating the fidelity of physical qubits can offer insights into
qubit calibration status as well as potential hardware is-
sues. Furthermore, component-specific benchmarks such
as those for amplifiers are necessary to isolate and iden-
tify exact points of failure. These benchmarks should be
optimized for execution in minimal time to enable fre-
quent testing, and may also be used to trigger calibration
procedures when necessary. Because large-scale control
hardware is susceptible to local errors, robust manage-
ment and monitoring features—encompassing telemetry
and self-testing—are required to detect, diagnose, and
address such issues effectively. Upon detection of an er-
ror, the logical circuit orchestrator is notified, ensuring
the platform continues to function while debugging and
calibration processes are applied to resolve the faults.

To facilitate debugging and hardware updates while
maintaining an operational system, the control platform
is structured with multiple clusters. Each cluster is man-
aged independently while remaining synchronized with
the others, thus enabling the isolation of individual clus-
ters for maintenance or error handling without disrupting
the broader system.

Control system integration with classical com-
pute resources. By their nature, quantum computing
workloads require quantum—classical iterations. This in-
cludes calibration workflows, NISQ hybrid applications,
and quantum error correction. Quantum-—classical iter-
ations require a low-latency, high-throughput interface
with the right division of responsibilities that allows
transferring a compact representation of the data across
systems. For applications that require significant com-
pute resources, tight integration to HPC clusters is re-
quired to efficiently utilize the quantum and classical re-
sources.

Calibration impacts qubit fidelity and plays a critical
role in determining the error correction code distance,
which in turn directly affects the scalability and com-

plexity of the decoding process. A significant challenge
is variability in qubit fidelity; the system’s overall perfor-
mance is often constrained by the lowest-performing out-
lier qubits. To maximize the performance of these out-
liers, advanced calibration strategies such as optimal con-
trol, reinforcement learning, demonstrated in Figure [I1}
and model-based simulations may be used. To meet the
fidelity goals for large quantum processors, it will be nec-
essary to have scalable and efficient calibration routines
that enable concurrent calibration across qubits. Reduc-
ing the calibration time allows for repeating the calibra-
tion more frequently and allocating a larger portion of
the time to optimizing outlier qubit performance. Fig-
ure [TI] demonstrates the fidelity improvement from fre-
quent calibration, tracking the drift in a qubit frequency.
A key requirement for calibration flows is minimal exe-
cution overhead and feedback latency. A typical calibra-
tion node requires executing thousands or more shots. A
shot is structured with initialization, executing a pulse se-
quence, and measurement, and typically takes hundreds
of nanoseconds. As such, the calibration routine over-
head should be minimized accordingly to few milliseconds
from loading to gathering the measurements statistics.

Architecture of a quantum—classical integrated
platform for FTQC. FTQC workflows require a
quantum—classical integrated platform to execute the log-
ical circuit, orchestrate QEC decoding and surface op-
erations, and control physical qubits. The main com-
ponents of the platform illustrated in Figure [I2] include
the quantum control, QEC acceleration servers, and di-
lution fridges that hold the quantum processor and cryo-
genic control. The quantum control is divided into clus-
ters; typically each cluster controls a set of surfaces, and
the independent clusters simplify the control and pro-
vide resiliency to errors while maintaining synchronized
execution. The QEC acceleration servers are responsi-
ble for real-time decoding and logical circuit orchestra-
tion. The servers leverage general-purpose GPU/CPU
systems with the option for additional ASIC or FPGA
accelerators. The low latency QEC network provides an
efficient interface for transferring syndromes and surface
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Figure 12: Illustration of an FTQC platform. Multiple quantum control clusters are connected to multiple QPUs. The platform includes optional
cryogenic control located adjacent to the QPU. The quantum low-latency network connects the clusters and acceleration servers that run the
QEC decoders, logical circuit orchestration and calibration and optimal control routines. A high-performance user network connects the control

and servers and is used for tight integration with HPC compute resources.

operations. A high-performance user network is used for
data and program loading as well as connectivity to HPC
resources required, for example, for logical circuit com-
pilation.

Minimizing quantum-—classical feedback la-
tency. The interaction between the quantum proces-
sor and classical control systems is characterized by
quantum-—classical feedback loops, which can be grouped
into three primary timescales [83]. The first is the quan-
tum real-time (QRT') feedback loop, executed within the
coherence time of the qubits. An example of QRT feed-
back is active state preparation, where rapid response
is critical to maintain qubit fidelity. Minimizing QRT
feedback latency is essential because it directly influences
the fidelity and overall performance of the quantum com-
puter. The second feedback loop is the system real-time
(SRT) loop, which occurs over one or more iterations be-
yond the qubit coherence time but is still dictated by
the physical system. The SRT loop can be used to track
qubit parameter drifts over time, and its speed impacts
the system’s ability to adapt to noise and environmental
fluctuations, thus affecting the quantum computer’s long-
term fidelity. Lastly, the near real-time (NRT) feedback
loop is used for classical-quantum interactions that are
not constrained by immediate physical properties, but
rather determined by the convergence time of quantum
algorithms and calibration routines. NRT feedback often
requires intensive classical computations and is typically
carried out on the application level, outside the quan-
tum control system. Efficient implementation of all these
feedback loops is vital for both NISQ and QEC applica-
tions.

Integration with high-performance computing

resources. In addition to dedicated classical resources
for tasks such as calibration, optimal control, and QEC
decoding, the quantum workload may require high-
performance compute resources. Examples for HPC use-
cases include simulations and modeling, optimal con-
trol, and circuit knitting. Efficient integration with HPC
requires a low-latency, high-throughput connectivity to
HPC systems based on HPC standard interconnects such
as Infiniband or Cray’s Slingshot or a dedicated protocol.
Next, The control system should also be designed to pro-
cess data locally, transmitting compact data streams to
HPC servers and receiving compact instructions to max-
imize efficiency.

III. TOWARD FAULT-TOLERANT QUANTUM
COMPUTATION

To reliably execute quantum algorithms at utility scale,
they must be implemented using nearly noise-free logical
qubits, with logical error rates far below the physical er-
ror rates of qubits and gates of the QPU. To this end,
QEC codes are leveraged to combine many low-fidelity
physical qubits into fewer high-fidelity logical qubits [84].
Since the logical quantum state of computation must not
be observed during computation, QEC relies on measure-
ments of ancilla qubits to detect the most-probable errors
afflicting the code. This introduces additional circuitry
to be executed which on its own creates further oppor-
tunities for error events. The goal of FTQC is to utilize
QECCs in such a way that the rate of production of errors
is suppressed by the rate of their correction [85] [86]. For-
tunately, the threshold theorem guarantees that the over-



head of FTQC scales as polylog(1/e) with respect to the
desired precision € for computation when the probability
of physical erroneous events is below a certain accuracy
threshold. This was shown by observing that the proba-
bility of undetectable errors is exponentially suppressed
if the QECC is concatenated iteratively with itself below
threshold [T2HI4].

For superconducting qubits, which are constrained to a
2D topology and nearest-neighbor interactions, a promis-
ing family of QECCs is the topological QEC codes [23 87|
in two dimensions, such as surface codes [88] or color
codes [89,[90]. Interestingly, for these codes the accuracy
threshold is identical to the order—disorder phase transi-
tion critical point of certain classical Hamiltonians with
quenched disorder [87, [91], [92]. For the surface code, this
Hamiltonian is the 2D random-bond Ising model. There-
fore, the threshold can be calculated using Monte Carlo
simulations of the code at large sizes (i.e., at large dis-
tances). Below threshold, increasing the code distance
exponentially suppresses the chance of undetectable er-
rors, which allows us to quantify the performance of the
QECC using a single parameter, A, representing the rate
of this exponential error suppression [24] [26].

In this paper, we discuss FTQC architectures based
on the rotated surface code [93,[94], a [d?, 1, d] stabilizer
code with physical qubits arranged on a 2D lattice, as
illustrated in Figure [13| for distance d = 3. However, our
analyses can be easily adapted to other types of topo-
logical 2D codes. The rotated surface code consists of
d? physical data qubits located on the vertices of a 2D
square lattice and d? — 1 ancillary qubits located inside
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Figure 13: Illustration of the rotated surface code of distance d = 3.
It uses d2 = 9 physical data qubits (located at the circles of the
lattice filled in white) to encode one logical qubit. In addition, it uses
8 ancillary syndrome qubits (located at the circles of the lattice filled
in black) to measure the stabilizers. There are two types of syndrome
qubits, used for measuring the different types of stabilizers: the ones
located in the blue faces measure the Z-type stabilizers, and the ones
in the red faces measure the X-type stabilizers. The controlled-NOT
gate symbol between the circles filled in white and those filled in
black indicate the local physical interactions between the data qubits
and neighbouring ancilla qubits used to implement the measurements
of the stabilizer generators. The outcomes of these measurements
(also called parity checks) can be used to detect and correct a single
error on any data qubit in the patch.
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different types of plaquettes (depicted as red and blue
faces) of an alternating checkerboard pattern within the
lattice. The total number of physical qubits needed to
implement the code of distance d is thus 2d? — 1.

There are two types of syndrome qubits that are used
for measuring the different types of stabilizers associ-
ated with the adjacent data qubits. Those located in
the blue (red) faces measure the weight-four stabilizers
Z®1 (X®1) within the bulk and weight-two stabilizers
Z®% (X®2) on the boundaries. Therefore, all stabilizer
generators have a weight of either two or four regardless
of the size of the lattice. The error-free logical qubit state
is a superposition of the joint eigenstates corresponding
to the eigenvalue +1 of all the code stabilizer genera-
tors. Only local physical interactions between the data
qubits and the neighboring ancilla qubits are needed to
implement the measurements of the stabilizer generators.
The outcomes of these measurements (also called Z-type
and X-type parity checks) can be used to detect errors
of weight at most % across the code patch. The logical
X (Z) gate can be realized by chains of Pauli-X (-2)
operators with boundaries on the top and bottom (left
and right) edges.

Since universal quantum computation cannot be re-
alized solely by executing transversal gates on a single
QEC code [95], a well-established technique for achiev-
ing universality is to implement non-transversal gates
by consuming resource states, commonly referred to as
magic states, that are distilled with sufficiently high fi-
delity in magic state distillation factories. In particu-
lar, for QECCs with transversal Clifford gates, a non-
Clifford gate is implemented by preparing and consuming
resource states, such as |T) = (|0) + ¢™/4|1)) /v/2 for the
case of the T' gate. Such magic states can then be used
to implement any multi-qubit 7/8 rotation exp(—inP/8)
for P € {I,X,Y,Z}®" acting on an n-qubit system [2§].
The creation of high-fidelity logical magic states is an ex-
pensive procedure requiring a protocol for their prepara-
tion [96HO8] that first produces low-quality, low-distance
logical magic states, followed by several stages of magic
state distillation units (along with code growth steps be-
tween them), each of which filters many noisy magic
states of low quality into fewer magic states of higher
quality.

For the surface code, comprehensive techniques have
been developed to perform universal quantum com-
putation. Central among these techniques is lattice
surgery [94], a method for performing multi-qubit oper-
ations on topological QECCs. By performing only phys-
ically local operations, the collection of physical qubits
comprising different logical qubits (called patches) are
merged and split to realize any desired logical operation,
where long-range entanglement is facilitated via the use
of auxiliary topological patches. Any quantum compu-
tation can be compiled down to a scheduled sequence of
lattice surgeries [28, [5I]. However, to implement non-
Clifford gates, the lattice surgeries typically require the
consumption of high-quality magic states. A continual



supply of high-quality magic states is essential for this
scheme. As described above, these are produced with
a certain rate in a magic state factory (MSF) which
generates a few high-quality magic states from many
noisy ones. The continual production and consumption
of magic states requires optimizing the various trade-offs
between the space and time costs needed to execute large-
scale quantum circuits [50]. During this entire process,
any logical data qubits not being acted upon need to be
preserved using a quantum memory protocol.

When the code is used as quantum memory, after the
projective measurement of all the syndrome qubits in the
lattice, the logical quantum state associated with all the
data qubits is either stabilized or mapped into a different
code word that can be tracked in software by updating
the Pauli frame. In contrast, when the lattice surgery
is implementing a non-Clifford gate, such a passive er-
ror correction strategy cannot be used. In this case, the
overhead of decoding and implementing real-time feed-
back becomes consequential for FTQC compilation.

In what follows, we describe a comprehensive frame-
work for FTQC compilation and execution based on a
concept 2D surface code architectures. Our aim is to
provide insights as to how the performance of such ar-
chitectures can be affected by various sources of physi-
cal noise, and how improvements in quantum hardware
can enhance the performance. In particular, we ana-
lyze the performance of various FTQC protocols for sev-
eral specifications of quantum hardware. These bench-
marks are then used for our quantum resource estimation
(QRE) studies, presented in Section Our benchmark-
ing studies include additional analyses addressing various
open questions. Specifically, we analyze the sensitivity of
the performance of quantum memory to different sub-
sets of hardware noise parameters. We also investigate
the impact of QPU fabrication process variability (i.e.,
the tailedness of coherence time and error distributions)
on logical infidelity. We then discuss a promising plat-
form for realizing high-performance real-time decoding.
Finally, we discuss distributed FTQC involving a quan-
tum network of QPUs, and demonstrate the robustness
of lattice surgeries spread among separate capacitively
coupled QPU wafers or even separate dilution refrigera-
tors, assuming access to as many weak interconnects as
the code distance of the surgery.

A. Fault-tolerant circuit compilation

Fault-tolerant compilation of quantum algorithms is
more complicated than that of classical computer pro-
grams because the final physical circuit depends on the
specific noise characteristics of the quantum processor. It
is commonly understood that the number of non-Clifford
logical operations (e.g., the T' count of the algorithm) is
a good indicator of the approximate cost of running the
quantum algorithm. However, assembling the quantum
program for exact physical circuits to run in hours, days,
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or even months on a quantum computer with millions
of qubits and sophisticated coprocessors for control and
decoding is much more involved.

An operating system for a fault-tolerant computer
must therefore perform offline and real-time QPU and de-
coder characterization, modelling, and performance anal-
ysis, and incorporate this information into the compila-
tion pipeline for FTQC execution. We consider three
main modules for such a software suite, namely, the
FTQC compiler, the emulator (including a noise profiler),
and the assembler, details of which are discussed in the
following section and summarized in Figure[l] An exam-
ple of such a software suite, used to conduct our bench-
marking studies in this work, is 1QBit’s TopQAD (Topo-
logical Quantum Architecture Design) toolkit |50 [511 [99].

At the highest level of abstraction, an FTQC com-
piler is responsible for circuit transpilation, decomposi-
tion, and parallelization of multi-qubit lattice surgeries
on logical data qubits [50} 51} @9]. At the lowest level,
the emulator receives noise models from qubit arrays pro-
vided by various QCVV experiments to emulate fault-
tolerant protocols at lower distances (d < 30 typically)
and extrapolates logical error rates to higher distances
(sometimes 100 or more, depending on the algorithm;
see Table . The results from the compiler and emu-
lator are provided to the assembler, which is responsible
for allocating various zones within the architecture’s lay-
out (e.g., for magic state preparations at lower distances,
distillation factories at increasing distances, and code
growth and switching) and placement of logical qubits
in the algorithm zone and scheduling lattice surgeries.

A basic schematic of such a modular quantum architec-
ture layout is presented in Figure [I4] In this example, a
core processor containing 18 data qubits used to process
the algorithmic data is distributed across nine two-tile,
two-qubit patches. The core processor also contains a
buffer register that allows performing auto-corrected /8
rotations by simultaneously connecting the data qubits
to a magic state storage qubit and the storage to an ancil-
lary qubit initialized in a |0) state using lattice surgery.
The core is connected to a multi-level MSF where the
high-fidelity magic states that are consumed in the core
are distilled. In the MSF, magic states are first prepared
using dedicated preparation units following a magic state
preparation protocol. These lower-fidelity magic states
are consumed by distillation units to produce higher-
fidelity ones in the distilling port. The layout depicted
for the distillation units is an example of a feasible lay-
out for the most commonly studied 15-to-1 distillation
protocol [100], where 15 lower-fidelity magic states are
consumed to produce one higher-fidelity magic state at
each distillation cycle. Distillation is conducted in a des-
ignated zone, with a sufficient number of distillation units
placed side-by-side to facilitate parallel distillation pro-
cesses, ensuring a continuous supply of magic states be-
tween different levels. Once prepared in the distilling
ports, the magic states are teleported to a space reserved
between levels for expanding the code distance of the
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Figure 14: Example of a logical layout of a modular fault-tolerant
quantum architecture, of the sort designed by TopQAD [50} [51], [99].
In this example, two distillation levels are used, composed of four and
two distillation units each from lowest to highest.

magic states since different qubit encodings can be used
throughout the architecture. This process repeats until
magic states with the required fidelity are produced at
the highest level and sent to the core processor, where
they are consumed.

Eventually, the procedures performed by the operat-
ing system, including compilation, emulation, and as-
sembly, deliver the exact sequence of instructions for all
the stabilizer measurement rounds, logical operator mea-
surements, and conditional recovery operations to be per-
formed by the 1-10M-+ physical qubits system to the con-
troller. This information is also provided to the decoder,
since it must keep track of the logical protocols being
executed (e.g., memory, teleportation, or code growth).
We use this framework to conduct detailed resource esti-
mations as presented in Section [[V] for real-world quan-
tum chemistry problems as well. Furthermore, we study
the sensitivity of the performance of the fault-tolerant
quantum computer to various hardware parameters in
Section [[ITC] which is helpful for guiding the design and
fabrication of QPUs.

Resource estimation analyses discussed in Section [[V]
also provide profiles of all the independent lattice surg-
eries required to be performed on the concept architec-
ture illustrated in Figure[T4] and described in more detail
in Refs. [50} 511, [99] and also in the appendix. Figure
shows an example histogram illustrating the sheer scale of
independent decoding problems that must be solved by
the decoders. The enormous problem sizes and decod-
ing speed required for a successful execution of FTQC
demands a tightly integrated high-performance decod-
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Figure 15: Decoder requirements for electronic-structure quantum
simulations of the p-benzyne molecule for an active space involving 26
6-31G basis set orbitals, using Trotterization based on the
second-order Trotter—Suzuki product formula, with rigorous analytic
error bounds (see Section [[V]). The histogram illustrates the scale of
independent lattice surgery procedures that must be performed within
the memory zone of the studied topologogical architecture to execute
the quantum simulation circuits, with the top horizontal axis
displaying the size of the independent decoding problems that must
be solved by decoders. Independent decoding tasks require processing
terabytes-large decoding graphs per second. Moreover, independent
surgeries can involve 1M+ qubits spread across tens of DRs.

ing system. We describe such a decoding system in Sec-

tion [[ITEl

B. Benchmarking quantum hardware for the
quantum memory experiment

We aim to evaluate how improved physical qubits and
gates affect the efficiency of QEC and, consequently, the
overall resource requirements of FTQC at a scale of prac-
tical use. We focus on 2D lattice surgery using rotated
surface codes as our FTQC scheme, although the tech-
niques we developed to this end are applicable to other
types of 2D topological QEC codes as well. In what fol-
lows, we describe how quantum hardware can be char-
acterized with respect to its performance in realizing
FTQC. We do this by emulating fault-tolerant protocols
using well-established methods to model quantum hard-
ware noise.

Our benchmarking analyses include three parts. In this
section, we show how improved quantum hardware qual-
ity affects the efficiency of QEC in suppressing errors. In
Section[[ITC] we present the results of a sensitivity analy-
sis investigating which hardware parameters are expected
to have the most-significant impact on the performance
of FTQC. In Section [[V] we demonstrate to what extent
improvements in the quality of quantum hardware af-
fect the overall resource requirements of FTQC at utility
scale. These benchmarking studies were conducted using
the TopQAD toolkit [99].

For the purpose of these analyses, we compare three
sets of hardware parameter specifications, which are sum-
marized in Table [t the baseline set, which is considered



the state of the art for superconducting qubit technolo-
gies; the target set representing an achievable near-term
goal; and a set of synthetically generated specifications
that corresponds to a desired hardware model associated
with the value A =~ 18. The parameter A represents
the asymptotic error suppression rate when increasing
the code distance by 2 (introduced in Refs. [24] T0T] to
characterize the QEC performance of FTQC schemes).
For these three sets of hardware specifications, in bench-
marking the QEC performance for the baseline and target
hardware specifications, we obtain the values A =~ 2.34
and A = 9.3, respectively, as discussed below. The moti-
vation for considering a desired hardware model yielding
the value A ~ 18 is that it is approximately twice as ef-
fective as the value of the target set in suppressing errors.

We conduct Clifford circuit simulations to emulate the
fault-tolerant protocols required for performing FTQC.
The simplest such protocol is the quantum memory ex-
periment, which involves only iterative rounds of sta-
bilizer measurements in a single rotated surface code
patch representing the fault-tolerant idling of a logical
qubit. For this purpose, we employ two open source li-
braries: Stim [I02] for simulating stabilizer circuits and
PyMatching for decoding using the minimum-weight per-
fect matching (MWPM) algorithm [103]. The emulation
of other FTQC protocols, such as magic state preparation
and teleportation, that are required for a fault-tolerant
implementation of an actual quantum algorithm are dis-
cussed in Section [ITEl

We implement a prototypical quantum memory experi-
ment by setting the number of parity-check circuit rounds
to match the code distance. Gate and qubit errors are
modelled using circuit-level noise with idling errors. Ac-
tive noise channels are applied to the qubits participat-
ing in a gate while idling noise channels are applied to
qubits not engaged in a gate. A brief description of the
circuit-level noise model is provided in Appendix [E]

Preparation, measurement, and reset gates are exe-
cuted in the Z-basis with single-qubit Pauli-X channels
used to model their errors. Hadamard and CNOT gate
errors are modelled using single- and two-qubit depolar-
izing noise channels, respectively. Single-qubit depolar-
izing channels are used as idling noise channels. Param-
eters of the noise channels are determined based on the
reference hardware parameters, specifically, by matching
the fidelity of the noise channel and the corresponding
gate. For active noise channels, the fidelity of the cor-
responding gate is obtained. For idling noise channels,
the target fidelity is that of the dephasing noise channels
determined by the concurrent gate duration and the T3
and T, parameters.

The results of our simulations are illustrated in Fig-
ure We use numerical simulations at lower distances
and extrapolate the logical infidelities at the higher dis-
tances in the regime of interest for utility-scale FTQC.
To model an exponential logical error decay model, the
extrapolation is based the model ud?A=(4+1)/2 where
d is the code distance and p and A are fitting parame-
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ters. We refer the reader to Ref. [50] for further details
on the choice of this error suppression model. We note
that previous works instead use the model pA~—(d+1)/2
to demonstrate an exponential suppression in the sur-
face code error rates per cycle. Converting this per-cycle
measure to an error model for the entire fault-tolerant
protocol results in the model pudA~=(t1/2 which has a
linear coefficient d that is different from the coefficient we
choose [24], 26 [104]. To mitigate the bias introduced by
small distances, data points with a logical infidelity below
1025 are ignored in the fitting. The extracted A value
is an important hardware characteristic, as it determines
the rate of logical error suppression with distance [I01].
We note that the extracted A value for baseline and tar-
get hardware parameters are, respectively, 2.34(1) and
9.3(3), showing an improvement by roughly a factor of
4. The extracted value of A for the A1g model is 18(1),
demonstrating an additional improvement factor of 2 in
the error suppression rate as compared to the target pa-
rameter set.
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Figure 16: Hardware parameters benchmarked using a logical memory
experiment. The numerical dataset is plotted alongside extrapolations
derived from a two-parameter fit to pdzAf(d+1)/2, where d is the
code distance. The dataset is obtained using Clifford simulations
based on the noise model described in this section. The extracted
parameters, along with the fitting errors, are specified in the legend.
The shaded region represents the regime of logical infidelities required
to implement the electronic-structure simulations’ quantum circuits
used in our QRE studies, presented in Sectionm

C. Sensitivity of FTQC performance to specific
hardware improvements

Quantum hardware engineers often face the uncer-
tainty of which types of noise and errors have the most
significant impact on the performance of FTQC, that is,
of which hardware parameters are the most critical for
achieving improved logical performance. It is unclear



whether the coherence time of qubits or the two-qubit er-
ror rates matter most, or the state preparation and mea-
surement (SPAM) errors are most crucial. In this section,
we report results of a sensitivity analysis addressing this
uncertainty.

We investigate the performance sensitivity of FTQC
to specific hardware characteristics, as specified in Ta-
ble [ by assessing the logical error suppression factor
A as a function of individual hardware parameters. We
analyze the following categories of hardware parameter
improvements in the operations involved in implement-
ing the quantum memory experiment: (i) coherence im-
provements (for idling physical qubits) involving 77 and
T, times; (ii) gate-control improvements affecting the
Hadamard and CNOT gate infidelities; (iii) SPAM im-
provements concerning preparation, measurement, and
reset errors; and (iv) a combined class encompassing all
three groups. We determine the improvement in the error
suppression rate A when each of these parameter sets are
improved separately, while keeping the others constant,
as well as when all hardware parameters are improved si-
multaneously. Our findings are illustrated in Figure
We observe that improvements in the gate-control errors
yield the most significant impact, whereas improvements
in SPAM errors and coherence enhancements are signif-
icantly less effective for achieving higher A values. The
A value increase resulting from improving all parameters
simultaneously is higher than the sum of individual in-
crements of A. Our findings suggest that quantum gate
fidelity improvements are more important than SPAM
and idling qubit error rates for achieving greater logical
performance.
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Figure 17: Sensitivity of logical infidelity to hardware improvements.
The extracted fit parameter A, representing the asymptotic error
suppression rate for a quantum memory experiment, varies with a
multiplicative improvement factor used to scale a particular subset of
physical parameters, indicated in the legend, relative to the baseline
hardware parameters.
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D. Impact of qubit and gate quality distributions
on logical error rates

As our QRE studies in Section [[V] show, a utility-
scale quantum computer is expected to require millions
of qubits. Any manufacturing process that produces such
large QPUs, or clusters of QPUs, will inevitably create
qubits and gates of varying quality. In this section, we
present analyses of the possible impacts of process vari-
ability on the logical error rates of the rotated surface
code.

In order to obtain a realistic distribution of qubit and
gate qualities, we use publicly available calibration data
obtained for the ibm_torino quantum processor [105]. In
particular, we focus on the distributions of the T3 times,
as well as single-qubit, two-qubit, and readout errors. In
Figure [I§ we plot the cumulative distribution functions
(CDF) of this data. Physically, we expect some correla-
tions between these distributions, for example, longer co-
herence time for qubits should allow for higher fidelity or
faster quantum control on the gates and therefore higher
single-qubit and two-qubit fidelities.

1.01 o=71us 1.01 0=0.006
w
50.51 0.5
0.0 T T 0.0 T - -
10! 10? 1074 1073 1072 107!
Ty (us) Single-qubit error
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w
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0.0+ T T 0.0 T T
1073 1072 107! 1072 107!

Two-qubit error Readout error

Figure 18: Cumulative distribution functions for T; times, and the
single-qubit, two-qubit, and readout errors accumulated over nine
days for the ibm_torino processor [105]. Dashed vertical lines indicate
the mean values. Legends indicate standard deviations.

To capture these correlations, we employ a random-
forest model [I06], which is a common choice of machine
learning model for small sets of training data. We use
the T7 time as an input feature, and train three models
for the conditional generation of single-qubit, two-qubit,
and readout errors, respectively.

The single-qubit and readout errors are predicted from
the T7 time of the corresponding qubit, while the two-
qubit error model uses the T; time of both qubits as
input. Figure shows that our random-forest models
adequately estimate the gate and readout errors.

We use these models to study the impact of process
variability on logical error rates of QEC codes. This vari-
ability is characterized by the standard deviation o of the
distribution. Therefore, we construct several synthetic
Ty distributions with varying values of o, by rescaling
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figure.

the IBM T3 distribution,
Ty = p+ a(Ty — p), (1)

where p is the mean of the original distribution and a
is the rescaling factor. This transformation ensures that
only o varies while the mean and the higher standardized
moments of the distribution remain fixed.

@ 10
----- IBM data f
— 0 =30us
101 o=50us
— o =70us

CDF

10724

1073 - . .
10° 10! 102
Ty (us)

()

01 02 03 04
Logical infidelity per shot

Figure 20: (a) Transformed T distributions with different standard
deviation, o. The dotted grey curve shows the CDF of the original T3
distribution for comparison. (b) Cumulative distribution functions of
the logical infidelities of a rotated surface code of distance d = 9.
Dashed vertical lines indicate the respective mean values.

In Figure 20fa) we show the CDFs of three distri-
butions generated by applying the transformation .
The three values of ¢ are chosen to represent different
amounts of reductions in process variability from that of
the studied QPU.

We investigate the impact of these distributions on
the performance of the logical memory experiment on a
distance-9 rotated surface code. To do this, we perform
simulations where the gate and measurement errors on
each physical qubit on the rotated surface code patch are
distinct, better reflecting the experimental reality. For
each of the distributions constructed above, we repeat
the following process 5000 times:
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Parameter IBM Values
Single-qubit gate time 32 ns
Two-qubit gate time 68 ns
State preparation time 780 ns
Measurement time 780 ns
Reset time 780 ns

Table II: Gate times of the ibm_torino QPU.

1. Sample a T time for each physical qubit on the
rotated surface code patch.

2. Use the machine learning models to generate syn-
thetic gate and measurement error rates on each
physical qubit (and each adjacent pair of qubits in
the case of two-qubit gate errors).

3. Simulate the fault-tolerant memory protocol us-
ing the assigned gate fidelities, and assuming gate
times from the ibm_torino data (see Table [lI)), to
determine a logical error rate for the code.

The output distributions of the logical error rates are
shown in Figure[20[b). We observe that higher values for
o result in a higher logical error rate. This suggests that
the impact of a larger number of poor-quality qubits and
gates dominates that of the larger number of high-quality
qubits and gates. This analysis suggests that QPU man-
ufacturing should not only focus on improving the mean
quality of qubits and gates, but also on achieving more-
robust fabrication processes so as to avoid heavy tails
of poor-quality qubits. Finally, we emphasize that this
study is confined to analyzing the impact of the vari-
ance of the T} distribution. However, it is speculated
that the higher moments, such as skewness and kurtosis,
might carry valuable signatures for such benchmarking
and should be investigated in the future.

E. Emulation of other FTQC protocols

Magic state preparation. A critical process in fault-
tolerant quantum computation is preparation of high fi-
delity logical magic states. These states are produced by
first employing a magic state preparation protocol [96-
98], which produces relatively low fidelity logical magic
states at small distances by employing physical T" gates.
A large number of such logical states are then grown to
higher distances and fed to magic state distillation units
to prepare a lower number of higher fidelity magic states.
These magic state distillation units are only able to per-
form if they are fed logical magic states of sufficient fi-
delity. It has been estimated that the 15-to-1 distillation
units have acceptance probability

1- 15Pmagic - 356PCliffa (2)

where Phagic and Pciig are the logical error rates of input
logical magic state and Clifford operations respectively



[49]. Hence, we need to produce logical magic states with
error probability

1 — 356 Pcy
-Pmagic < TCIH (3)

Whether magic states of this fidelity can be produced
depends both on the specific magic state preparation
protocol used and the hardware noise profile. We stud-
ied a protocol that cleverly exploits hook-injection er-
rors to create high fidelity relatively low-distance magic
states [97] using Clifford simulations. This protocol first
uses a physical T-gate to create a magic state on a small
rotated surface code patch of distance dy. It then post-
selects the states for which no errors are detected and
grows them to a larger distance d. The simulation results
reported in Figure [21] show that the error rates increase
with distance d, suggesting that the protocol is not fault
tolerant, and explains why distillation units are needed
instead of directly growing the magic states to a target
distance. For simplicity we substitute the logical Clifford
error rate with the logical error rate of the memory pro-
tocol in Equation and draw the respective threshold
curves for each of the hardware parameters studied in
Figure 21} We observe that both target and A;g param-
eter sets are significantly below their respective 15-to-1
distillation thresholds, while the baseline set is not.

A more recent protocol [98] demonstrates significant
improvements in the logical error rates for magic state
preparation. This protocol introduces a number of im-
provements over past protocols, such as cleverly designed
gradual growth stages and appropriate post-selections to
ensure that error rates drop when increasing distances
in practical regimes of error rates. We use the authors’
code to estimate the error rates for our three hardware
parameter sets, also shown in Figure We observe
that all three hardware parameter sets are significantly
below the 15-to-1 distillation threshold for this protocol
and therefore the QRESs in this paper use this protocol.

Teleportation of logical qubits. To perform lat-
tice surgery fault tolerantly, both space-like and time-like
errors must be corrected. As discussed and numerically
demonstrated in [107], space-like errors are exponentially
suppressed by increasing the code distance of the logical
qubit. Similarly, time-like errors are exponentially re-
duced by increasing the number of stabilizater measure-
ment rounds during the merge operation (see Figure
middle). In this context, the number of parity check cy-
cles conducted while the two logical patches are merged
is referred to as the temporal code distance. To evalu-
ate the overall success rate of lattice surgery, we assess
logical qubit teleportation under varying space—time pa-
rameters.

To determine the success rate of logical qubit telepor-
tation, we estimate the average state infidelity defined by
P, = % > » Py, where Py represents the infidelity of tele-
porting each logical state |¢) € {|0L), |1L), |+L),|—1), |+
ir),| —ir)}. Note that, the process fidelity is then given

by F, = % =1-3/2P,, where D = 2 is
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the dimension of the Hilbert space of the single qubit
being teleported [I08] [I09]. Since accessing the Y op-
erator of the surface code is cumbersome [110], we tele-
port the logical states [¢r) € {|01),|+L)} using an XX
(rough) merge, as illustrated in Figure From these
simulations, we approximate the average state infidelity
as P, =~ %(PJr + Pp), providing an overestimate of the
infidelity. The teleporation protocol we study is depicted
in Figures [22] and 23| and outlined as follows:

1. Preparation: We begin by perfectly preparing the
logical source state |¢) € {|01),|+1)} and the tar-
get state |0r). These states are stabilized for rpy,
rounds, as show in in Figure [22] (left).

2. Merging: After the round 7, , the bus data qubits
are initialized in the physical |0) state and the
rough edges of the two surfaces are merged. Then
the entire surface is stabilized for r,,, rounds to de-
termine (a possibly erroneous) measurement of the
X ® X observable with outcome my, as shown in

Figure [22[ (middle).

3. Splitting: After the round ry,, + ry,, the bus data
qubits are measured in the Z basis (splitting) and
the remaining patches are stabilized for 5 rounds.
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Figure 21: Performance of the magic state preparation protocols
Gidney2023 [97] and Gidney2024 [98] for the three parameter sets.
Here, we fix d; = 3, because it yields the best performance for the
baseline parameter set. The dashed curves indicate the distillation
unit input threshold for the baseline, target, and A;g parameter
set, respectively, where the difference is due to the fact that Pcyig,
estimated from the memory protocol logical error rate, depends on
hardware noise. Observe that the baseline set is below the respective
15-to-1 distillation threshold only for the Gidney2024 protocol, while
it is above threshold for Gidney2023.
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Figure 22: Logical teleportation via lattice surgery for a rotated surface code of distance d = 3 and bus width b = 1. Illustrated are the states
before merging (left), during merging (middle), and after splitting (right). The wire diagram of the teleporation quantum circuit including the
relevant classical feedback and the needed recovery operations is also shown. We simulate the portion of the circuit before the dashed line using a
circuit-level noise model. Note that at the dashed line invoking a decoder may flip the values m; and ms. We do not simulate the circuity of the
recovery operations Zj, and X ; instead, we measure all qubits at the dashed line to determine the performance of the teleporation.

Note that this also results in a perfect round of
syndrome measurements on the bus patches.

4. Projection: After the round rp;, + 7 + 7, the
source data qubits are measured in the Z-basis,
to determine the (possibly erroneous) value of ms.
The projection of the source data qubits is illus-
trated in Figure 22] (right).

5. Recovery: At this point, by invoking a decoder,
the values of m; and my may be corrected and the
recovery operations Z; and X are conditionally
applied.

To estimate P, at large distances we simulate the
above-mentioned teleportation protocol for varying spa-
tial code distances d, 3 < d < 15, and temporal code
distances rp,, 5 < r, < d, fixing the bus width b = 3d
and incorporating the circuit-level noise model detailed
in Section [[TTB] We regress the following predictive mod-
els from the obtained numerical results of Py and P, val-
ues to predict the fidelity of the protocol at high distances

50, 107]:
Po = px (2d + b)r, A2, (4)
Py = puzdA, Y2 4 ppdb ATV (5)

In our simulations the pre-merge stabilization rounds
is fixed to 7py, = 1, during which the two logical states
are prepared (perfectly). We also use rs = 0 as illus-
trated Figure [23[a). For our benchmark purposes the
recovery step is not performed, instead, the target data
qubits are also measured in the basis corresponding to
the initial source state |¢1,) to determine the teleported
logical state on the target.

In Figure a), we report the logical error rates of
teleporting the states |+.) and |0z) (labeled Py and
Py, respectively) as a function of the code distance for
3 < d < 15 with corresponding bus width b = 3d and
temporal code distance r,,, € {d,3d}. We highlight two
observations from Figure a).

(a)

(Z)™(Xy

Figure 23: space—time diagrams for teleportation via lattice
surgery. (a) space-time diagram of teleportation where rs = 0 QEC
cycles are performed after splitting. The spatial dimensions are the
same as shown in Figurem and the temporal dimension is divided
into rp,, pre-merge rounds and 7., merge rounds. (b) The effect of
buffer and decoder delays on lattice surgery fidelities. For each logical
operation in the core processor, a teleportation is implemented
involving a magic state (the left code patch) and data qubits
(represented by the right code patch). The magic state may incur a
delay 73, in the buffer before the surgery is performed. The source
(magic) state and the bus are measured out after the merge operation
but target patches must await the decoder decisions, available after a
decoder delay time, 74. These idling patches must be protected using
further stabilization rounds (quantum memory) during this period;
therefore, accumulation of further errors is inevitable and must be
taken into account by the compiler, FTQC emulator, and resource
estimators.



e The error rates are suppressed as a function of code
distance for both states. This indicates that the
noise parameters are below threshold.

e Increasing r,, decreases the teleportation fidelity of
|0z) while increasing the fidelity of teleporting |+r.)

(see also Figure 24{(d)).

In Figure b), we show the fitting for the X and Z-
type terms of Equations and . This model predicts
the X and Z-type errors better at the high-r,, regime
(hence choosing the 7, = 3d data). Similarly, in Figure
24|(c) we estimate the time-like error suppression term
in Equation at the high-distance regime, obtaining
pur =~ 0.0273(6) and Ar ~ 1.967(6). This information is
sufficient to estimate the average error rate P, of high-
distance teleportations.

As another application, in Figure d), we find the
optimal number merge stabilization rounds r,,, for a given
distance d. Here we choose d = 7 and use two sizes for
the bus b € {d, 3d}. We plot the estimated teleportation
fidelity P, ~ 2(Py+ P, ) as a function of r,, and note that
the minimum of each curve is at r,, > 7, highlighting the
fact that the optimal number of QEC rounds for a lattice
surgery operation with code distance d may deviate from
the commonly assumed value, d.

For teleporation of magic states in our core proces-
sor, the source (magic) state has resided in the buffer for
some average expected buffer delay time, 7, (which can
be as low as 1 clock cycle for balanced production and
consumption of the magic states). The targets of telepo-
ration are logical data qubit patches in the core processor
for which further QEC rounds are executed until the de-
coder outcome is available. We denote this delay by 74.
Inclusion of the buffer and decoder delays and assuming
an average rate for all types of surgeries results in the
model

/~L[d(2r+7-b+7'd+1)+bT]A_(d+1)/2—|—MTdbA;(T+1)/2’ (6)

which still distinguishes time-like and space-like errors
but ignores the type of surgery; e.g., XX merge or oth-

erwise (Figure 23(b)).

F. High-performance real-time decoding platform

Challenges and requirements. The high speed of
superconducting processors, a great advantage for utility-
scale applications, requires well-engineered control and
decoder architecture, both on the software and hardware
levels. A key technical challenge is that decoding simulta-
neously requires peta-scale computation and low latency
for real-time feed-forward. Furthermore at stage, it isn’t
known yet what algorithms are most effective at decod-
ing, therefore there is a systems engineering trade-off be-
tween on performance and flexibility.

Performing universal fault-tolerant quantum computa-
tion using QEC mandates feedforward-based implemen-
tation of certain quantum gates (e.g. T gates) with low
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latency [IT1I]. In these implementations, a conditional
operation is applied based on the result of a logical mea-
surement as well as the decoding of syndromes of many
previous QEC cycles. The classical feed-forward latency
is measured from the physical execution of the logical
measurement until the controller executes a conditional
gate (LO and L1 in Figure (c)

For efficient execution of fault-tolerant feed-forward
gates, the decoder needs to be ready in time for the con-
ditional gate execution. We note that on average, d (dis-
tance) cycles are allowed for the decoder result for multi-
ple reasons. First, when the conditional gate is followed
by gates that commute, it may be deferred after the gates
that do not depend on the decoding result. Second, the
gates that follow the conditional gate may require syn-
chronization with other surfaces, allowing to defer the
conditional gate without impacting the circuit. In addi-
tion, we note that sporadic delays caused by the decoder
have a small impact on the overall performance as long as
on average the decoder result is ready on time, as shown
in Figure [25(b). Therefore we target an end-to-end aver-
age decoding latency shorter than d QEC cycles, which
implies a target latency of approximately 10 us. To meet
these latency targets and implement QEC decoding effi-
ciently, it is essential to optimize the performance of both
the control-decoder communication channel and decod-
ing task. For the controller-decoder channel, throughput
must exceed the data generation rate. The controller
should locally perform state discrimination including op-
tional soft readout indicators, encoding each qubit state
with a minimal bit representation. With 20K qubits, a
4-bit state representation per qubit, and a QEC cycle
time of 550 ns, a minimum net bandwidth of 150 Gb/s
is required. Additionally, data sent from the decoder to
the controller must be efficiently compacted to communi-
cate only the necessary logical instruction. In addition,
the overall latency should be minimal, including read-
out state discrimination, data aggregation from multiple
controllers and transmission to and from the decoder.

The decoding processes, which include multiple con-
current decoding processes, should be designed to min-
imize latency. Scalable hardware is required, as decod-
ing for circuits with 10K-100K qubits demands exten-
sive computational capacity. Some decoding algorithms,
such as Fusion Blossom, may exhibit variability in the de-
coding time dependent on the error pattern. The QEC
implementation should be designed to accommodate this
variability. For the decoder not to limit the performance,
the average throughput of the decoder should exceed the
syndrome generation rate. In addition, the decoder aver-
age latency including the roundtrip communication time
should be shorter than the d QEC cycles.

Real-time decoding architecture. To address the
FTQC requirements, a proposed architecture, illustrated
in is designed to allow a high-performance decoding
platform along with low latency communication between
the quantum control clusters and the decoding platform.
The control clusters control one or more quantum sur-
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Figure 24: (a) Error suppression as a function of code distance d for bus width b = 3d, merged stabilization round r,, € {d, 3d} for teleportation
of |0r) (Py) and |+1) (Py+). (b) An exponential fit for Py(r,, = 3d) and P4 (r,, = 3d) using an exponential functions of the form

Py~ pux dzA;((UlJrl)/2 and Py =~ /LZdA;(d+l)/2. (¢) An exponential suppression of Py as a function of the number of rounds for rounds 7., < d,

for which we expect the logical error suppression of the form Py =~ ;LTdQA;(r”‘+1)/2. (d) Logical teleportation error rates for teleporting the
states |+1) and |0z) as a function of the merged stabilization rounds (temporal code distance) for the code of distance d = 7 over a bus of width
b € {d,3d} and the corresponding average state infidelities calculated using %(PO + Py).

faces, operating in synchronization to execute QEC cy-
cles based on the state of each surface. In addition, the
control clusters are responsible to benchmark the qubits
performance and maintain qubits calibration. The accel-
eration servers provide a high-performance platform for
the execution of decoder instances and the logical circuit
orchestration. They are based on CPU/GPU processors
with direct data transfer capabilities to and from the con-
trol system. We note that GPUs are beneficial for real-
time decoding of QECCs thanks to their massive paral-
lelism and their high-bandwidth/low-latency interfaces.
In addition, the servers may incorporate specialized ASIC
or FPGA acceleration cards and dedicated hardware of-
fload capabilities. In large-scale systems, multiple accel-
eration servers may operate in parallel, running multi-

ple decoder instances. The control clusters and accel-
erator servers are connected by a low-latency network.
The network facilitates the aggregation of readout data
from the control clusters and distribution of the data to
the appropriate decoders. To meet the end-to-end la-
tency requirements, the total time for data aggregation,
roundtrip communication and decoding should be in the
order of 10 us, which require the design of a specialized
communication protocol for QEC.

Real-time decoding on a DGX Quantum plat-
form. DGX Quantum provides a tight integration of
QM’s OPX1000 controller with Nvidia’s Grace Hop-
per (GH) superchip and offers an effective platform for
FTQC, supporting both logical circuit orchestration and
decoding processes. The close integration of CPU and
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Figure 25: Example of non-Clifford computation with surface codes. (a) An example of a logical circuit containing two non-Clifford gates. (b)
The fault-tolerant logical circuit that implements the circuit in (a) with surface codes with only a single ancillary surface. The dashed square
denotes the feed-forward conditional logical gates that verify that the planned circuit is executed. (¢) The space—time view of the circuit in (b)
with surface codes. Each colour denotes a separate decoding task, chosen to end each task with a logical measurement. The decoding outcome of
the lattice surgery between a magic state surface and the computation surface determines a feed-forward circuit, which delays the circuit by if the

feed-forward latency (L) is larger than a threshold latency (Lyp).

GPU resources enables real-time, parallel execution of
various decoding algorithms, including deep-learning-
based distributed decoders. The system is connected to
the low-latency QEC network and transfers data from
the control system to the high-performance CPU-GPU
and vice-versa over a PCle interface. A round-trip feed-
forward latency (not including the decoding task) from
measurement to the decoder and back to conditional gate
control, has been benchmarked at less than 3.8 ps.

The DGX Quantum platform is designed to be con-
nected to a hierarchical, scalable QEC network for data
aggregation and distribution, ensuring low latency across
systems with 10K qubits and beyond. The standard,
modern PCle interface provides 100s of Gb/s of band-
width and supports also communication with connected
ASIC or FPGA acceleration cards. As scaling extends to
systems with 10K-100K qubits, a dedicated, optimized
interface connecting the QEC network directly to the de-
coders may be desired, to further reduce the latency.

DGX Quantum leverages the extensive parallel pro-
cessing capabilities, large memory, and high memory
bandwidth of the GPU, providing a robust platform for
QEC decoding and runtime execution. Moreover, as a
software based solution, DGX Quantum provides a plat-
form for flexibility and rapid development that are de-
sired in the early stages of FTQC.

Preliminary evaluation of a software-based implemen-
tation of Fusion Blossom algorithm with batch decod-
ing on a DGX Quantum server demonstrated that a se-
rial implementation could sustain the necessary decoding
throughput for a distance d=11, with a basic error model
with error probability P.,., = 11073. In the next steps,
we plan to implement Fusion Blossom in stream mode,
in addition to leveraging parallel processing and utiliz-
ing the large memory capacity for potential caching and

optimization for common error patterns.

End-to-end testing of the QEC system, including con-
trol, decoders, and runtime, is desirable prior for qubits
availability at this scale. The DGX Quantum system can
emulate a larger-scale setup by generating synthetic syn-
dromes based on a given error model and loading them
to the control system. To minimize an impact on the
server under test, a separate server could be dedicated to
the emulation, leveraging the system’s support for mul-
tiple server instances. In this setup, the control system
streams syndrome data to the QEC server under test us-
ing the low-latency communication interface, which then
updates the control state. This emulation enables mea-
surement of end-to-end latency, providing a comprehen-
sive engineering perspective on system bottlenecks and
opportunities for architectural optimization.

G. Distributed FTQC across multiple dilution
refrigerators

A fault-tolerant quantum computer with 1M+ physical
qubits may require multiple dilution refrigerators (DR)
with quantum interconnects between DRs. The inter-DR
and intra-DR architecture of the computer is discussed
further in Section [[ITG] The assembler prioritizes inter-
DR lattice surgeries (involving less than 120k qubits) over
multi-fridge surgeries, as logical teleportation of states
between different DRs is much slower and of lower fi-
delity than intra-DR operations. Multi-DR surgeries in-
volving code distance d will require at least d optical
interconnects between nearest-neighbour DRs, which is
a demanding requirement [44H48)].

Assembling large FTQC programs among mul-
tiple DRs. Embedding FTQC architectures across mul-
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Figure 26: Example of an embedded multi-DR architecture for
executing a quantum circuit associated with electronic-structure
quantum simulation based on qubitization of the p-benzyne molecule
for an active space involving six molecular orbitals (see Section 4
Our estimates indicate that this circuit requires at least 11 distillation
units in the MSF with a code distance of 21 to ensure a continuous
supply of magic states to the core processor, which requires 341 data
qubits with a code distance of 25. The architecture shown consists of
15 DRs, each containing 120,000 physical qubits. Four DRs are
configured with three distillation units each, 10 DRs accommodate 33
data qubits each, and the remaining DR includes additional data
qubits along with dedicated zones for magic state growth and storage.
Multi-qubit lattice surgery is performed using the quantum bus, while
magic states are transferred between DRs using as many optical
interconnects as the code distances involved.

tiple DRs involves solving a complex embedding problem
to determine the connectivities between DRs, telepora-
tion sites adjacent to the interconnects, and appropriate
areas across the multi-DR system for the core processor
and the MSF zones of required code distances. The em-
bedding prioritizes intra-DR connectivity to ensure the
robustness of FTQC protocols against noise introduced
by the imperfect interconnects. This is also an important
consideration even within individual DRs when lattice
surgeries span across the edge couplers of the QPU (i.e.,
the weaker capacitive coupling between the 20k qubit
walfers).

Designing the layout of the core processor and the
MSFs, including the shapes of the distillation units, is
critical for fitting them within the available space. Fig-
ure [26] illustrates an example of an embedded multi-DR
architecture designed for executing the p-benzyne circuit
generated using qubitization with an active space of 2
based on the data generated in Section [T C|

Impact of noisy optical interconnects. To study
the impact of both types of weak couplers described
above, we have rerun the teleportation experiments
of Section [[ITE] by incorporating columns of weaker
CNOT gates (called “cuts”) between the surface code
patches as illustrated in Figure In Figs. (a) and
(b), we show that using weaker CNOTs of infidelity
pink = 0.01 and fixing all other coupler infidelities to
the baseline value pcx = 0.003 does not significantly af-
fect the teleportation fidelity even for 4 cuts within the
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Figure 27: A time slice of the logical teleportation protocol via lattice
surgery in a multi-DR distributed architecture where the cuts (weak
couplers) are illustrated in broken lines and placed regularly along a
bus of dimension b x d.

bus. However, much weaker interconnects can be prob-
lematic as shown in Figs. [28[c) and (d) where we observe
a thresholding behavior at about pjin ~ 0.06.

We conclude that distributed surface code architec-
tures across multiple dilution refrigerators can tolerate
two-qubit errors on the order of 1% arising from noisy
optical interconnects between the DRs. However, the
logical performance rapidly deteriorates as these errors
become significantly worse, and for error rates beyond
5%, achieving fault tolerance becomes problematic.

IV. RESOURCE ESTIMATION FOR
FAULT-TOLERANT QUANTUM COMPUTATION

To evaluate how attaining an improved quality of phys-
ical qubits and gates affects the overall resource require-
ments of FTQC, it is crucial to conduct detailed physical
quantum resource estimations (QRE) for practical ap-
plications at utility scale. Our numerical QREs aim to
compare the concrete FTQC resource requirements for
the three sets of hardware parameter specifications sum-
marized in Table [ These QRE studies were conducted
using automated tools of TopQAD [50, 51} [99] and Azure-
QRE [112].

A. Quantum computation of electronic spectra as a
representative high-utility application

One of the most promising applications of quan-
tum computing is solving quantum chemistry prob-
lems. An important representative computational task
in quantum chemistry is estimating ground-state en-
ergies of molecules.  While this task is classically
tractable for small molecules using advanced classical al-
gorithms developed in the field of traditional quantum
chemistry [I13], electronic-structure simulations of large
molecules are widely considered to be intractable for clas-
sical computers. Here, for the purpose of demonstrating
the practicality of solving such problems on a quantum
computer, we present QRE studies of electronic-structure
quantum simulations for two molecules of high practi-
cal interest. The first molecule analyzed is the biradical
para-benzyne molecule (p-benzyne), which has the molec-
ular formula CgH,. Its energetically lowest configuration
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Figure 28: (a) Logical infidelity as a function of code distance for teleportation of |[+) and |0z) states with and without cuts for corresponding
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are close to that of Figure b). Logical infidelity of teleporting [0z) (c¢) and |+ ) states (d) as a function of the infidelity of the weak CX gates

in the cuts.

is formed by a singlet biradical. Among other applica-
tions, its reactivity has the potential to play an important
role in the design of enediyne drugs with high antitumour
or anticancer properties [I14) [IT5]. The second molecule
analyzed is the iron-molybdenum cofactor (FeMoco) of
nitrogenase, which acts as a crucial catalyst in the pro-
cess of biological nitrogen fixation. This molecule, as
well as many others, have been used as representative
targets for future quantum simulators in several recent
works [35] [36, TT6HI1S].

For our QRE studies, we first generate the logical quan-
tum circuits associated with electronic-structure simula-
tions of the p-benzyne and FeMoco molecules. More con-
cretely, we analyze the resource requirements associated
with estimating the energy of the ground states of these
molecules using the well-established quantum phase es-
timation (QPE) algorithm [I19] 120]. For the p-benzyne
molecule, we analyze the singlet ground state using a
variety of active spaces that are specified below; for the
FeMoco molecule, we analyze the active-space model pro-
posed in Ref. [36].

Our studies rely on electronic-structure simulations
in the second quantization framework of quantum the-
ory. Numerous software tools exist to derive the second-

quantized Hamiltonian from a molecule’s specifications
that fully characterize the quantum system. Basic molec-
ular specifications include the types of atoms that consti-
tute the molecule and the molecule’s geometry (typically
summarized in an xyz file), total charge, and the total
spin. In addition, a basis set {¢,(x)} must be selected
to represent the fermionic orbitals, which in the language
of second quantization are occupied or unoccupied, rep-
resented by occupation number states and fermionic cre-
ation and annihilation operators (a, and a,) acting upon
them. Furthermore, to reduce the computational cost, a
common approach is to restrict computations to a rea-
sonably chosen active space involving only a subset of
the chosen orbital basis set. Finally, the model Hamilto-
nian associated with an active space is translated from
the second quantization framework to a framework suit-
able for the quantum circuit model. This fermion-to-
qubit mapping is typically accomplished via either the
Jordan-Wigner [I12I] or the Bravyi-Kitaev [122] trans-
formations. To derive the model Hamiltonians for the
various active spaces associated with p-benzyne, we used
Tangelo [123], an open source Python software package
for end-to-end chemistry workflows. For the FeMoco
molecule, we used the FCIDUMP file provided as part of



the data and code repository [124] of Ref. [117].

The standard QPE algorithm [I20] samples in the
eigenbasis of the molecular Hamiltonian H by measur-
ing the phase that is accumulated on an initial input
quantum state through multiple controlled executions
of the time-evolution operator exp(—iHt). Its most
resource-intensive part consists in implementing the uni-
tary exp(—iHt) by a quantum circuit, along with repeat-
ing this circuit a number of times that scales as O(1/e)
for an allowable target error e in phase estimation. An
alternative approach to sampling the spectrum of the
molecular Hamiltonian H via phase estimation is based
on the framework of qubitization [125]. Indeed, most
of the recent QRE studies on electronic-structure quan-
tum simulations rely on the qubitization framework (see,
e.g., [49, 117, [126H132]). This approach uses a new oper-
ation called qubiterate that is akin to the quantum walk
operator e’ 21¢cos(H/) (where ) is typically the sum of the
absolute values of the weightings in the molecular Hamil-
tonian). Since the qubiterate’s eigenvalue spectrum can
be obtained from that of the unitary exp(—iHt) via an
arccos transformation, the former can be used in QPE
in place of the latter, as proposed in Refs. [I33] [134].
An advantage of this approach is that steps of a quan-
tum walk can be implemented exactly, assuming access
to arbitrary single-qubit rotations, in contrast to all ap-
proaches that are based on Hamiltonian simulation of
the time-evolution operator exp(—iHt), which can only
be approximated.

Moreover, aiming to reduce algorithmic complexity,
the majority of recent literature on electronic-structure
quantum simulations and the associated resource require-
ments has focused on combining the technique of qubiti-
zation applied to molecular systems with various ten-
sor factorization techniques for the Coulomb operator.
State-of-the-art algorithms of this type include the single
low-rank factorization algorithm of Berry et al. [I26], the
double low-rank factorization algorithm of von Burg et
al. [127], and the tensor hypercontraction algorithm of
Lee et al. [I17], resulting in a continual improvement of
the T gate or Toffoli gate complexity from O (N?/e3/2)
for the Trotter-based approach to O (NA/e), where X is
the 1-norm of Hamiltonian coefficients which typically
has a scaling between O (N) and O (N?).

B. Quantum resource estimation studies for
p-benzyne and FeMoco

In this section, we present QRE studies for two al-
gorithmic approaches: the Trotter-based approach, and
the qubitization-based double low-rank factorization al-
gorithm originally proposed in Ref. [127] and further ana-
lyzed in Ref. [117]. Moreover, for the Trotter-based algo-
rithm, we report QRE results for two methods to ensure
quantum computations within a target precision (for a
discussion in greater detail, see Appendix : the first
approach is based on using rigorous analytic bounds on
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the errors resulting from the use of Trotter—Suzuki ap-
proximation and Trotterization, thus yielding a worst-
case number of Trotter slices; the second approach relies
on more-realistic Trotter numbers obtained through ex-
trapolation from empirical studies of the Trotter—Suzuki
errors for small circuits. In Appendices to [A3] we
elaborate on the workflow for generating the associated
logical circuits and analyze the various bounds on the
errors incurred in this process, as well as how we choose
these bounds to ensure that quantum simulations achieve
a given target accuracy.

We report estimates for concrete physical resources re-
quired for a fault-tolerant implementation of the QPE al-
gorithm for the p-benzyne and FeMoco molecules based
on either the second-order Trotter—Suzuki formula used
to approximate exp(—iHt) for the molecular Hamiltonian
or the double-factorized (DF) qubitization algorithm of
von Burg et al. [127]. In both cases, we assume access to
a quantum state with significant overlap with the ground
state as input to QPE, for example, a Hartree—Fock state.
We do not include the cost of preparing this initial state
in our resource estimations. It is worth emphasizing,
however, that QPE is only provably fast for problems
when the initial state is an eigenstate. When it is not an
eigenstate of the Hamiltonian, there is a sampling over-
head because the initial state is a superposition of eigen-
states. This is a very problem-dependent challenge, but
it can be ameliorated by classical preprocessing, that is,
by running calculations on a classical computer to gen-
erate a better initial state which is then loaded into the
quantum computer with a short quantum circuit. For
example, one recent work [75] presents an estimate that
by using a matrix product state of bond dimension 4000,
an overlap of 0.96 can be obtained for the ground state
of the FeMoco molecule by implementing a circuit com-
posed of nearly 10° Toffoli gate.

The overall cost (in terms of, e.g., T-gate or Toffoli-
gate count) of implementing the QPE algorithm can be
bounded by (see Ref. [64])

0 (=R ) 7)

QPE

Here, €qpr is the desired error tolerance in phase estima-
tion; W (H) represents the unitary operator (as a func-
tion of the Hamiltonian H) used in the QPE algorithm
(e.g., W(H) = exp(—iH7) in the case of Hamiltonian
simulation for some time 7, or W (H) = e?2ecos(H/A) ip
the case of qubitization); €2 denotes the cost of a primitive
circuit used to realize the implementation of W (H) (such
as a Trotter step in the Trotterization approach, or the
LCU oracles associated with qubitization); and g(eqpr)
denotes the number of times that the primitive circuit
must be repeated to ensure that the error in the spectrum
of H resulting from phase estimation of the eigenphases
of W(H) is at most eqpp. Note that, in the qubitiza-
tion approach, the operator W (H) = e*#rccos(H/A) can
typically be implemented as a quantum circuit exactly
without approximations beyond those required for the



synthesis of arbitrary-angle rotation gates; this implies
g(eqre) = O(1). Hence, due to |W/(H)||7! < A, the
overall cost of QPE in qubitization-based approaches be-
comes O (Q\/eqpr). Various versions of QPE have been
analyzed in the literature, aiming to reduce its cost.
For example, the standard QPE algorithm [120] allows
the estimation of eigenvalues within a target error eqpr
with probability at least 1/2 using [167/eqpg]| applica-
tions of the unitary exp(—iHt). However, more opti-
mized QPE strategies can achieve the multiplying factor
(see |35 64, 1T7])

M = [r/(2eqrr)] (8)

The QRE analyses presented in this section are based on
using this repetition factor. For example, the gate cost
of the qubitization-based QPE algorithm is computed as
MAQ), where ) comprises the costs of the LCU oracles
SELECT and PREPARE.

In Tables [[TT] and [Vl we summarize our logical and
physical QRE results for a number of circuits specified
by the active space with sizes characterized by the num-
ber of orbitals N1, the number of logical qubits involved
in the computation, and the overall allowable target er-
ror for QPE. To achieve chemical significance, the overall
target error in ground-state energy estimation should be
at least within “chemical accuracy”, that is, ¢ < 1.6 mHa
(see, e.g., Ref. [135]). Energy estimations within chemical
accuracy are often sufficient to predict important chem-
ical properties such as chemical reaction rates, but even
higher accuracies may be required for quantitatively pre-
cise predictions. Here we report resource estimates for
two different precisions specified by either the allowable
target error ¢ = 1.0 mHa (for qualitative accuracy) or
the much lower target error ¢ = 0.1 mHa (for quantita-
tive accuracy), using a circuit-level error budget of 0.01,
respectively. The chemical basis set 6-31G is used to rep-
resent the spin orbitals in the case of p-benzyne, while for
the FeMoco molecule we use the active-space model pro-
posed by Li et al. [36].

In the case of the Trotter-based approach, physical run-
times for a complete implementation of QPE are obtained
by multiplying the physical runtime for a single Trotter
slice by the number of Trotter slices, and then by the
number of controlled applications in QPE given by the
value of M in Equation . For the overall error budget
of € = 0.1 mHa, we obtain a value of eqpg = 0.065 mHa
as an optimal choice (see appendix [A 2)), yielding M =
24,167; for the overall target error ¢ = 1.0 mHa, we use
eqpr = 0.65 mHa, yielding M = 2417. The error bud-
get allocation in the qubitization approach is discussed
in Appendix

For FTQC, the critical figure of merit characterizing
the cost of running a quantum algorithm is the number
of non-Clifford T" gates. In Table[ITI} the number of the T
gates resulting from circuit synthesis and decomposition
over the Clifford+7T gate set is reported for each circuit.
Efficient circuit synthesis tools to compute approxima-
tions of arbitrary-angle single-qubit Z-rotations over the
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Clifford+T gate set include the well-established Solovay—
Kitaev (SK) decomposition that has a T-count scaling of
O (log®(1/¢)), with the exponent ¢ > 3, and the software
package gridsynth [I36] based on the algorithm by Ross
and Selinger [137, [138] achieving T-gate counts that are
typically on the order of 4log,(1/¢) + O (log(log(1/¢))),
for a given allowable per-gate synthesis error e. We use
the latter method in our QRE studies due to its superior
scaling.

As explained in Refs. [28] B0, 5], Clifford operations
can be efficiently commuted to the end of the logical cir-
cuit by tracking a Clifford frame along the circuit. Some
of the resulting non-Clifford gates can be merged into
Clifford gates. Therefore, the process may be repeated
until convergence. We call this procedure transpilation
as explained in Appendix The outcome of transpi-
lation is a sequence of non-Clifford gates in the form of
multi-qubit 7/8 Pauli rotations that must be executed
using magic state injection. Therefore, the design of a
fault-tolerant architecture that efficiently implements a
given quantum algorithm reduces to constructing magic
state factories (MSF) that can distill magic states of a
target distance and fidelity at a rate on par with the
fault-tolerant execution of non-Clifford gates. More de-
tails about the design of MSFs and the additional compo-
nents of the layout are provided in Appendix[B2 In Ta-
ble [[V] we report the expected physical runtime and the
number of physical qubits required for a fault-tolerant
implementation of a quantum circuit when using hard-
ware either with baseline or target parameter values, as
well as for the Ajg noise model (representative of a de-
sired hardware).

To test the usefulness of parallelization and other
optimization techniques, we ran smaller sample cir-
cuits through the resource estimation pipeline (see Ap-
pendix and estimated the resource requirements at
various stages during the optimization. We found that
the number of 7/8 rotations before and after optimization
differed only by a small factor, and that the dependency
graph of the operations was nearly linear, indicating that
there is no significant parallelization potential when this
circuit is routed on the 2D layout. Consequently, for all
circuits for which we provide resource estimates in Ta-
ble [[f]] and Table [[V] a single auto-correcting buffer is
used in the last stage of the MSF (see Appendix for
details). We note that more parallelizable circuits can
be synthesized for the same quantum simulation via re-
orderings of the terms in the product formula. However,
this can saturate the error bounds in the circuit decom-
position and therefore may create nontrivial trade-offs
that are interesting avenues for future research.

We plot the results of our QRE studies, including
both the runtime and the number of physical qubits, in
Figure alongside estimates for the runtime for two
classical algorithms, the variational numerically exact
full configuration interaction (FCI) computation and the
heuristic density matrix renormalization group (DMRG)
method [I39], which were calculated by extrapolating the
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Molecule Specification

Logical Resources

Active space Number of

e = 1.0 mHa ¢ = 0.1 mHa

orbitals, Norb

# Qubits # T gates # Qubits # T gates
g
£ | p-benzyne, HL+2 6 12 9.5 x 10° 12 4.1 x 10
& | p-benzyne, HL+6 14 28 9.5 x 10*! 28 3.8 x 10"
| p-benzyne, HL48 18 36 4.1 x 10*2 36 1.6 x 1014
b%o p-benzyne, HL+12 26 52 3.6 x 103 52 1.4 x 10*°
g
£ | p-benzyne, HL+2 6 12 5.4 x 10% 12 2.5 x 10%°
& | p-benzyne, HL+6 14 28 5.8 x 10° 28 4.0 x 10!
& | p-benzyne, HL#8 18 36 1.7 x 101° 36 8.0 x 10*!
' |p-benzyne, HL+12 26 52 4.4 % 10'° 52 2.3 x 10*2
m
5
2 | p-benzyne, HL+2 6 303 7.8 x10° 341 9.0 x 108
= | p-benzyne, HL+8 18 527 3.9 x 10° 568 4.6 x 1010
£ |p-benzyne, HL£12 26 701 1.5 x 10'° 748 1.8 x 10!
c FeMoco [36] 76 1792 1.3 x 10" 1972 1.4 x 103
S
=)

Table III: Logical resource estimates for electronic-structure quantum computations for two molecules, p-benzyne and FeMoco, and for two
precisions in energy estimation: qualitatively accurate computation within a target error 1.0 mHa, and quantitatively accurate computation
within a target error 0.1 mHa, respectively, using a circuit-level error budget of 0.01. We report estimates for the number of logical qubits and
the number of T gates required for fault-tolerant implementations of the QPE algorithm on electronic spectra associated with various molecular
active spaces for p-benzyne specified by HL£2, 6, 8,12 (using HLEn to denote “HOMO—n and LUMO+n"; see Appendix for an explanation
of these terms) using the 6-31G basis to represent the fermionic orbitals, and the active-space model for FeMoco proposed in Ref. [36]. The sizes
of the active spaces are characterized by the number of orbitals No,1,. Logical resources are reported for three quantum algorithmic approaches to
implement QPE: a Trotterization approach based on using rigorous analytic bounds on the error resulting from the use of second-order
Trotter—Suzuki approximation (Rigor. Trotter); a Trotterization approach relying on empirically obtained Trotter numbers (Empir. Trotter); and
the double-factorized qubitization algorithm (DF Qubitization) of von Burg et al. [127]. The reported T-gate counts are obtained after circuit

synthesis over the Clifford+T gate set.

results of recent classical calculations [130} [140]. See Ap-
pendix [D] for details on this extrapolation.

This study demonstrates that ground-state energy esti-
mation for molecules involving active spaces with orbital
numbers in the range of 10 to 76 require a number of
physical qubits ranging from approximately 10° to 10%
and physical runtimes ranging from a few hours to sev-
eral years. Both the quantum algorithm used and the
hardware quality can have a significant impact on the re-
source requirements. On the algorithmic level, substan-
tial space—time trade-offs can be observed. Implementa-
tions of the QPE algorithm based on Trotterization typi-
cally yield high 7" counts resulting in long runtimes, while
the required number of qubits to run the algorithm is low,
whereas implementations based on qubitization result in
much lower T' counts and higher qubit counts. For both
algorithms, improving the hardware quality from baseline
to target results in a reduced runtime and qubit count
by approximately a factor of 5. Better algorithms run on
better hardware can result in a reduction in runtime of
up to two orders of magnitude. For example, an imple-
mentation of QPE with qubitization and target hardware
results in runtime reduction by a factor of 50 compared
to running QPE based on Trotterization (using empirical

bounds) on baseline hardware. We also provide results
using AzureQRE in Appendix

Furthermore, we observe that, for No, £ 25, quantum
simulations begin to outperform classical FCI computa-
tions. Linear variational post-Hartree—Fock approaches
based on the FCI method are designed to provide numer-
ically exact solutions, but their practical use is known to
be limited to molecular systems with few electrons and
small basis sets. Although some molecular systems are
classically tractable even at scales up to 100 orbitals, in
general, exact classical computations become nearly im-
possible beyond 25 orbitals, especially for highly corre-
lated systems. However, powerful classical heuristic algo-
rithms can push the quantum advantage to much greater
molecular sizes. For example, the DMRG method [I39]
run with parallel processing on HPC units can be sig-
nificantly faster than quantum simulations for molecular
active spaces involving up to Ny ~ 50 spatial orbitals,
as can also be observed in Figure a). Nevertheless,
DMRG methods eventually become increasingly unreli-
able for molecular systems involving a number of spatial
orbitals far beyond 50, as such systems are typically too
strongly correlated, requiring calculations with very large
bond dimensions, and thus intractable runtimes [35] [135].
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Baseline Parameter Set (A = 2.34) Target Parameter Set (A = 9.3) Desired Parameter Set (A =~ 18)
Target N 7+ Phys. Phys. QEC code 7+ Phys. Phys. QEC code 7## Phys. Phys. QEC code
error € * °P qubits time distances qubits time distances qubits time distances
< 6 | 3.1x107 5.3 days 15, 33,79 | 87  1.6x10° 1.3 days 11,29 | 33 6.6x10°  23.1 hours 23 | 25
5 EE 14 | 3.6x107 1.6 years 17,37,91 99  2.3x10°  142.2 days 13,33 |37 8.6x10° 111.5 days 25 | 29
by ) 18 | 3.8x107 7.3 years 17, 39, 95 | 103 2.7x10° 1.8 years 13, 37 | 39 1.1x10° 1.3 years 27 | 29
é‘? — 26 | 5.0x107  70.5 years 21, 39, 107 | 113 3.5x10%  15.5 years 15,3739  1.9x10°  12.3 years 11, 29 | 31
i
E?D
= K 6 | 3.5x107  248.1 days 17,37,87 |95 2.3x10°  58.2 days 13,33 |35  8.4x10°  44.9 days 25 | 27
g 14 | 4.7x107 76.6 years 21, 41, 97 | 117 3.4x10° 16.3 years 15, 37 | 39 1.8x10° 12.9 years 11, 29 | 31
- 18 | 4.3x107  323.2 years 19, 41, 103 | 117 3.3x10%  72.1 years 15,39 | 41  1.9x10°  58.0 years 11, 31 | 33
S 26 | 4.7x107 2839.9 years 19, 45, 107 | 119 3.4x10° 683.4 years 15,41 |45  2.6x10% 501.2 years 13, 31| 33
] 6 | 1.1x107 6.6 hours 29, 71 | 81 1.7x10% 1.5 hours 11,2729  5.5x10° 1.2 hours 21| 23
5 E 14 | 3.5x107 3.1 days 15,33, 77 | 85 1.8x10°  17.4 hours 11,29 | 31 7.1x10°  14.1 hours 23 | 25
= o 18 | 3.4x107  10.0 days 15,35,79 |91  2.1x10° 2.5 days 11,3335  7.3x10° 1.8 days 23| 25
& — 26 | 3.3x107  28.4 days 15, 35, 87 | 101 2.6x10° 5.9 days 13,3133  8.1x10° 4.8 days 23 | 27
=
o,
5 & 6 | 3.4x107  14.4 days 15, 35,81 |89 2.1x10° 3.4 days 13,2933  6.6x10° 2.6 days 23| 25
E 14 | 3.5x107  239.2 days 17, 37,87 |95 2.4x10°  56.1 days 13,3335 89x10°  43.3 days 25 | 27
- 18 | 3.6x107 1.4 years 17, 37,89 | 99 2.3x10° 120.3 days 13,33 |37  8.9x10° 94.3 days 25 | 29
S 26 | 3.8x107 4.2 years 17,39, 91 | 103 2.7x10°  346.7 days 13,3537  1.1x10%  271.7 days 27 | 29
< 6 | 1.5x107 5.4 minutes 25, 61 | 75 1.6x10% 1.2 minutes 23 | 27 8.9x10° 57.6 seconds 17 | 21
§ E 18 | 4.9x107 2.2 days 15,33, 75 | 91  4.0x10°  12.4 hours 11,29 | 33 2.1x10°  10.2 hours 21 | 27
s o 26 | 6.0x107  10.0 days 15, 33, 87 | 103 5.5x10° 2.3 days 11, 31|37  2.8x10° 1.7 days 23 | 27
-E — 76 | 1.2x10% 2.6 years 17, 37,93 | 109 1.5x107  234.1 days 13,33 143 8.0x10° 168.8 days 27 | 31
g’
e ] 6 | 2.3x107  12.6 hours 29, 77 | 91 3.0x10% 2.7 hours 11,2731 1.4x10° 2.2 hours 21 | 25
A IE 18 | 5.8x107  30.8 days 15, 35, 91 | 105 5.1x10° 6.5 days 13,3135  2.6x10° 5.4 days 23 | 29
- 26 | 7.9x107  132.1 days 19, 35, 85 | 115 6.8x10°  28.5 days 13,31 139  3.4x10°  21.2 days 25 | 29
S 76 | 1.5x10%  28.5 years 17, 41,99 | 119 1.8x107 6.5 years 15,35 |43  9.8x10° 5.0 years 29 | 33

Table IV: Physical resource estimates generated using the TopQAD toolkit [99] for implementing the QPE algorithm on electronic-structure
quantum circuits associated with the p-benzyne and FeMoco molecules, for two precisions in energy estimation: qualitatively accurate
computation within a target error 1.0 mHa, and quantitatively accurate computation within a target error 0.1 mHa, respectively, using a
circuit-level error budget of 0.01. The corresponding logical resource requirements are reported in Table m We report estimates for the physical
wall-clock time and the number of physical qubits required for fault-tolerant implementations of the QPE algorithm for electronic spectra
associated with various molecular active spaces with sizes specified by the number of orbitals Ng,,. The data for Ny, = 6, 14, 18, 26 correspond
to active space selections HL+2, 6, 8,12 (using HL+n to denote “HOMO—n and LUMO+n”; see Appendix for an explanation of these terms)
for p-benzyne using the 6-31G basis to represent the fermionic orbitals; the data for Ny, = 76 pertains to the active-space model for FeMoco
proposed in Ref. [36]. In addition, we also report the QEC code distances that are required for running the corresponding circuits fault-tolerantly.
For example, [17, 37, 93 | 109] means that the code distances d = 17, 37, and 93 are required for the first, second, and third magic state
distillation levels, respectively, while the QEC code distance d = 109 is needed to encode the logical qubits of the core processor. These choices
are determined by the architecture’s assembler [99] based on optimizations of the various trade-offs between the space and time costs proposed in
Ref. [50]. Physical resources are reported for the same three quantum algorithmic approaches as in Table The associated resource
requirements are reported for three hardware specifications, namely, baseline, target, and a desired hardware (i.e., the A;g model), as summarized
in Table El The results of this table are plotted in Figure

While there is no such sharp transition line between what V. TOWARD HIGH-PERFORMANCE HYBRID
is classically tractable and intractable (which highly de- QUANTUM-CLASSICAL COMPUTING
pends on the extent of quantum correlations in the stud-
ied systems), a quantum advantage gradually appears for
orbital numbers beyond Ny, /~ 50. These insights also
motivate future research, namely, developing quantum
heuristic algorithms that could bring the transition to a
quantum advantage down to smaller problem sizes. This
naturally follows the development of classical algorithms,
where the transition from the guarantees of FCI to the
heuristics of DMRG greatly reduced the necessary re-
sources.

Quantum computing has generated considerable inter-
est in the high-performance computing (HPC) commu-
nity as a promising extension beyond exascale systems.
As accelerators within HPC infrastructures, quantum
computers could perform specialized tasks rather than
replacing classical computers as general-purpose systems.
To reach utility-scale quantum computing, seamless inte-
gration with existing heterogeneous HPC infrastructures
and the development of a full hybrid quantum—classical
stack are essential.

Integrating quantum  computing with  high-
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(b) Quantitatively Accurate Simulation (0.1 mHa)
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Figure 29: Physical resource estimates for electronic-structure quantum computations for two molecules, p-benzyne and FeMoco, and for two
precisions in energy estimation: (a) qualitatively accurate simulation within a target error 1.0 mHa; and (b) quantitatively accurate simulation
within a target error 0.1 mHa, respectively, using a circuit-level error budget of 0.01. For both target precisions, we report estimates for the
physical wall-clock time (runtime) and the number of physical qubits required for fault-tolerant implementations of the QPE algorithm on
electronic-structure quantum circuits associated with various molecular active spaces with sizes specified by the number of orbitals Noyp. The
data for No,1, = 6, 14, 18, 26 correspond to the active-space specifications HL+2, 6, 8,12 (using HL+n to denote “HOMO—n and LUMO+n”; see
Appendixfor an explanation of these terms) for p-benzyne using the 6-31G basis set to represent the fermionic orbitals; the data for

Norp = 76 pertains to the active-space model for FeMoco proposed in Ref. [36]. Runtime and physical qubit counts are reported for three
quantum algorithms: Trotterization based on using rigorous analytic bounds on the error resulting from the use of second-order Trotter—Suzuki
approximation (Rigor. Trotter), thus yielding a worst-case number of Trotter slices in approximating the Hamiltonian evolution; Trotterization
relying on more-realistic, empirically obtained Trotter numbers (Empir. Trotter); and the double-factorized qubitization algorithm (DF
Qubitization) of von Burg et al. [127]. Furthermore, the associated resource requirements are reported for three hardware specifications: baseline,
target, and desired hardware (A1s model), as summarized in Table For comparison, for energy estimations within the target error 1.0 mHa,
predictions of CPU times are provided for classical algorithms based on either the full configuration interaction (FCI) method or the density
matrix renormalization group (DMRG) method run on a classical computer. These predictions were obtained by extrapolating the results of

recent classical calculations [130] [140].

performance computing (QC-HPC) presents several
challenges. On the hardware and system design
fronts, key differences between quantum and classical
components include physical scale, reliability, control
electronics, communication bandwidth, and operational
time scales.  Algorithmically, the challenges involve
memory access, data sharing and movement, and effi-
cient information extraction. Some quantum algorithms
lack clearly defined kernels to be off-loaded to QPUs.
For certain hybrid quantum-—classical algorithms, the
data movement overhead associated with offloading
portions to a quantum device could diminish or erase
performance gains the quantum algorithm could in

theory provide. This is especially true for variational
algorithms, where the quantum kernel is executed mul-
tiple times in tight interaction with a classical program.
These challenges must be factored into the practical
design and implementation of a hybrid quantum-HPC
system. Physically co-locating classical and quantum
computing resources within the same hardware node
might be necessary when classical and quantum com-
ponents need to exchange data with tight latency or
require frequent synchronizations. To enable low-latency
high-bandwidth communication, QPUs should be tightly
interconnected with multiple CPUs (cores) and other
accelerators such as GPUs and FPGAs, all sharing



the same system resources such as memory, cache, and
high-speed interconnects.

Beyond physical integration, it is necessary to ensure
the hybrid quantum-HPC system is easily programmable
for the end user. Considering QPUs as accelerators
and aiming for minimal changes to overall HPC pro-
gram structure can mitigate the risks of complicated sys-
tem development with specialized hardware. A natu-
ral solution is to integrate tools that program, compile,
and execute quantum circuits into current classical HPC
programming environments. Existing infrastructure for
HPC (e.g. data and user management, process schedul-
ing, control and networking) can then be leveraged for fu-
ture quantum-HPC systems. For many end users, access
at the HPC programming environment level will be famil-
iar and best. More advanced users, however, may want
access to the underlying physical hardware and cyber-
physical control system. Different levels of abstraction in
the quantum-HPC software portfolio should be harnessed
for the different needs of the end users.

Figure [I] illustrates the architecture diagram for a
comprehensive HPC software portfolio with extensions
toward a full quantum-HPC stack. The HPE Cray
Programming Environment (CPE) is a mature HPC
programming system that provides software develop-
ment toolchains supporting a full range of heterogenous
HPC platforms, hardware architectures, and processors.
CPE provides support for multiple programming en-
vironments including HPE Cray, AMD, Intel, Nvidia,
and GNU with compiler interoperability. Building on
top of CPE can significantly reduce development efforts
and enable rapid experimentation with different quan-
tum SDKs (e.g., CUDA-Q[I4I], Qiskit[142], Cirq|143],
Pennylane[I44], and Classiq[I45]) on available quantum
and quantum-inspired accelerators as well as simulators.
We can identify and target modular software capable of
adapting to emerging and increasingly powerful QPU
technologies, while at the same time leveraging exist-
ing NISQ QPUs as well as CPU/GPU cores for high-
performance simulation. The following section describes
these extensions to the HPC programming environment
in further detail.

A. HPC programming environment extensions

In this section we present a software integration strat-
egy and outline development efforts for extending quan-
tum computing capability within the HPE Cray Pro-
gramming Environment (CPE). We adopt a modular
hardware/device-agnostic approach with developments
for quantum programming, dispatching, and compila-
tion within CPE. The purpose is to provide users with a
unified programming environment and a full quantum-—
classical stack built upon existing HPC tools (compilers,
libraries, parallel runtime, and process scheduling). The
quantum computing capability extension includes devel-
opment in three tracks:
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e Quantum interface library with application pro-
gramming interface (API) extensions to enable
seamless invocation of quantum kernels from
vendor-specific quantum SDKs within HPC appli-
cations

e Quantum compiler and runtime extensions to en-
able performant language-level support for quan-
tum constructs and to address the bottlenecks in
compile-time with increasing circuit size

e Adaptive quantum circuit knitting hypervisor for
quantum workload distribution to enable scalabil-
ity with finite size (NISQ or error-corrected) quan-
tum processors

With diverse quantum hardware including supercon-
ducting qubits, trapped ions, neutral atoms, and pho-
tonic qubits, various quantum software packages focus
on different aspects of quantum computing. This may in-
clude circuit synthesis or optimizing complex design pro-
cesses including qubit allocation, auxiliary qubit reuse,
error mitigation, or quantum error correction. These
quantum software packages are developed in different
programming models and have parallelism models sup-
porting different backends. For example, CUDA-Q sup-
ports both task-based and distributed parallel circuit exe-
cution models and provides multi-GPU, multi-node state
vector and tensor network simulation backends on Nvidia
GPUs[146]. Pennylane Lightning, as another example,
provides state vector simulators that can be executed on
both AMD and Nvidia GPUs[I47].

To enable seamless invocation of quantum kernels from
different quantum SDKs within HPC applications devel-
oped in C/C++/Fortran, a quantum API-CPE Quantum
Interface Library (CPE-QIL) is implemented in C, which
can be seamlessly interfaced with Fortran applications
using the iso_c_binding module. Application develop-
ers can use high-level, portable invocation of quantum
algorithm libraries from a variety of third party SDKs
within a classical HPC application in their programming
language of choice. Figure [30] provides a schematic for a
hybrid quantum-HPC development workflow within CPE
with the quantum interface library.

Circuit synthesis and execution time in quantum com-
puting can vary significantly based on the complexity of
the algorithm and the number of qubits involved. Differ-
ent SDKSs offer various levels of optimization and distinct
approaches to handling quantum gates, scheduling, and
resource allocation, all of which impact the time and effi-
ciency of circuit synthesis and execution. Each quantum
SDK (e.g. Qiskit, CUDA-Q, etc.) has its native gate
set optimized for the underlying hardware. The choice of
gate set impacts synthesis complexity since some SDKs
might require multiple gates to synthesize specific opera-
tions efficiently, while others may directly support them.
Decomposition of high-level operations into hardware-
native gate sets is usually required. For example, syn-
thesizing a rotation or controlled operation might require
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Figure 30: Schematic of a hybrid quantum-HPC application development workflow utilizing the CPE quantum interface library. HPC
applications in Python or compiled languages (e.g. C/C++) can call different quantum SDKs (via quantum interface library) and still link with
other libraries, e.g. Cray Science and Math Library (CSML). Circuit synthesis is then available from a variety of quantum SDKs—CUDA-Q,
Qiskit, Pennylane, Classiq, etc. Synthesized quantum circuits can be subsequently executed on various supported quantum hardware and

simulators hosted remotely on cloud or on-premise. Simulation results

multiple CNOT gates and rotations, affecting both gate
count and execution time. Many SDKs provide optimiza-
tion levels to minimize circuit depth, gate count, or over-
all execution time. These optimizations directly influence
both the synthesis time (by making trade-offs for synthe-
sis overhead) and execution time on supported simula-
tors and hardware. An example of time ranges is given
in Section [VTA] where circuit synthesis for Trotterization
is found to take on the order of milliseconds.

Different quantum SDKs also vary in their approaches
to gate scheduling, particularly for parallel gate execution
across qubits (when the hardware supports it). Efficient
scheduling reduces overall circuit execution time. Some
SDKSs optimize for parallelizable gates to reduce circuit
depth, reducing execution time especially on hardware
with limited coherence times. Different SDKs are tai-
lored to different backends, with constraints on qubit con-
nectivity, gate fidelities, and coherence times. Efficient
SDKs take these constraints into account during synthe-
sis to minimize gate count and depth based on hardware
capabilities. Some SDKs are tightly coupled with spe-
cific hardware, while others support multiple hardware
backends, including simulators. SDKs that are hardware-
agnostic may have longer synthesis times due to added
compatibility layers. See Section [VIA]for an example of
circuit simulator execution times, which are found to be
on the order of seconds.

Quantum interface library with API extensions:
The quantum interface library extension within CPE has
the following advantages: 1) the ability to support and
interact with a range of quantum SDKs and backends
from different vendors through a standardized interface,
2) data and functionality of other software systems are
available while implementation details are abstracted, fa-
cilitating efficient and secure application development, 3)
support for compiled languages commonly used in mas-

are sent back as return values to the HPC applications.

sively parallel HPC applications which could allow large-
scale system modeling and computation with large data
sets, and 4) direct utilization of the existing HPE Cray
MPI, which offers "GPU aware" MPI support and hetero-
geneous workload and resource managers such as Slurm
and PBS (Portable Batch System) [148] [149].

The CPE quantum interface library has been utilized
to deliver two hybrid quantum-HPC applications in both
Python and C/C++ with quantum kernels for circuit
synthesis and execution provided by Classiq’s Python
based quantum SDK [145]. One example consists of
solving linear systems of equations with the Harrow-
Hassidim-Lloyd (HHL) algorithm[I50]. The solution was
compared with the CPE BLAS library and showed less
than 2% deviation. Another example considers the quan-
tum approximate optimization algorithm (QAOA) for
solving the MaxCut problem of partitioning a large graph
into smaller sub-graphs, which can each be represented
on current quantum devices. The workflow is well suited
for a hybrid classical-quantum execution on supercom-
puters, where various sub-problems can also be solved
classically if there is an advantage. Initial investigations
have been conducted by HPE and Classiq and published
at IPDPS24 [I51]. For a simplified problem, this hybrid
workload was demonstrated at ISC24 using a 20 qubit
IQM quantum device accessed from the LUMI supercom-
puter in Finland. Understanding the latency implications
in accessing a remote quantum device was one of the main
goals of this investigation; the communication overhead
was typically found to be on the order of seconds. This
latency could be reduced for tightly integrated machines.

Figure presents a detailed illustration of hybrid
quantum-HPC application development and execution
within CPE with the quantum interface library and HPC
workload management. Within CPE, users can auto-
matically utilize debugging and profiling tools as well as



math and communication libraries with chosen compil-
ers. These compilers (for Fortran, C, and C++) are de-
signed to extract maximum performance from a variety
of architectures like ARM and x86-64 and devices like
AMD and Nvidia GPUs. In addition, users have access
to the HPE Cray Message Passing Interface (MPI), a
highly scalable implementation for collective communi-
cations. Applications developed in C/C++/Fortran are
compiled and linked within CPE, potentially including
other libraries such as the Cray Science and Math Li-
braries (CSML) if the HPC application requires it. The
quantum interface library is linked as a shared library
during the application build process. Hybrid executables
can be submitted and scheduled for parallel execution by
a workload manager such as Slurm or PBS. At runtime,
the interface library routes the quantum API calls from
the application to the respective vendor-specific quantum
SDKs with appropriate data handling (e.g. parameters
and return values). When a quantum API call provided
by the interface library is invoked by the application at
runtime:

e Arguments to the API are converted for passing on
to vendor-specific SDK;

e The interface library calls the relevant vendor-
specific SDK routines to compile the quantum
code into a quantum assembly language (such as
OpenQASM[I52], Quil[I53], etc.) for a given gate-
based quantum device or simulator;

e The interface library calls the vendor-specific SDK
routines to execute the quantum assembly on com-
patible QPUs or simulators on-premise or on re-
mote cloud-hosted resources; and

e The quantum circuit is executed (either on a quan-
tum device or simulator) and results are converted
and passed back to the application as return values
of the quantum API

Quantum compiler and runtime extensions:
With increasing qubit counts, higher gate fidelity, and
improved coherence times and scalability, compilation
bottlenecks and latency between classical and quantum
components become more apparent. When scaling to
large circuit sizes with ~100 or more qubits, declara-
tive frameworks struggle to handle compilation bottle-
necks and latency between classical and quantum compo-
nents in the program, even for NISQ systems. Leveraging
classical compilation tool chains such as Clang/LLVM is
crucial for developing large-scale hybrid quantum-HPC
workloads, and research efforts are moving in this direc-
tion [154] 155).

To enable performant language-level support for quan-
tum constructs and to address bottlenecks in compile-
time with increasing circuit size, we have on-going ef-
forts to build extensions on top of classical compilation
tool chains. Given the diversity of pulse-level quantum
instructions by different quantum hardware vendors, the

39

quantum assembly language OpenQASM and LLVM IR
with its extension to Quantum Intermediate Representa-
tion (QIR) [I56] are adopted as a middle ground for com-
parability with different quantum hardware and software.
We leverage codegen modules to emit machine-specific
native code for target architectures based on the LLVM
IR/QIR produced by different quantum software front
ends such as CUDA-Q. CUDA-Q provides the NVQ-++
compiler for quantum kernels lowering to QIR eventu-
ally, as well as a standard library of quantum algorith-
mic primitives with upcoming support for quantum error
correction primitives. Generated code, when linked with
appropriate quantum vendor-provided runtime libraries,
can be executed on target quantum devices or simulator
backends in a quantum-backend-retargetable manner.

Dynamic code generation techniques are adopted to
generate code at runtime based on specific characteristics
of the target quantum devices. In doing so, the compiler
can optimize the execution of quantum programs for dif-
ferent hardware generations or architectures. This low-
level integration at the IR level will ensure hardware sup-
port, software compatibility, and optimal circuit compila-
tion and execution performance for large-scale quantum-
HPC workload development.

Multi-QPU workload distribution hypervisor:
The final extension to the HPC programming environ-
ment aims to tackle the problem of quantum workload
distribution. For quantum computing to operate at scale,
it will be necessary to efficiently parallelize over many
QPUs, possibly of different hardware types, integrating
them as coprocessors within an HPC framework. We en-
able this integration by developing a novel adaptive cir-
cuit knitting strategy serving as a hypervisor for classical
and quantum communication between distributed clas-
sical and quantum compute nodes. Unlike traditional
circuit knitting, this strategy uses machine learning at
multiple levels to learn a quantum circuit decomposi-
tion capturing maximal quantum entanglement while en-
abling high-performance communication at scale. By in-
tegrating scalable message passing techniques within an
adaptive adaptive circuit knitting approach, we could ef-
ficiently learn how to perform distributed quantum sim-
ulation or distributed quantum machine learning over
quantum data generated by quantum processors them-
selves. We introduce this approach in the following sec-
tion.

B. High-performance quantum workload
distribution

Existing quantum processors have relatively few qubits
with low gate fidelity. With the current state of technol-
ogy, it is highly unlikely for NISQ devices to be scaled
to tackle utility-scale problems. While proof-of-principle
demonstrations of logical qubits are just starting to ap-
pear, even upcoming error-corrected quantum computers
will be very small with respect to the number of logi-



40

( Hybrid HPC applicati ) :
ybrid quantum- applications —> synthesize OO | Circuit synthesis
engine
)
Q| <
gl
C
©
E Quantum circuits (qasm)
=)
7) .
S execute O Ouan'r‘um device
L C/C++ ) o or simulator
m . .
Vs N g (Execution provider)
. [go]
HPE Qray Programming compile £
Environment (CPE) B Quantum simulation
v 5 output
[ CSML library ] [ Object code ] [ CPE guantum interface library ]- d P §
Hybrid how O
link executable show Visualization
(Web application)
\\§ J —/
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the HPE Cray Programming Environment (CPE). A hybrid executable is dispatched to a workload manager (e.g. Slurm or PBS) for parallel
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clusters.

cal qubits required for utility, according to all industrial
roadmaps. Recent resource estimates for FTQC indicates
that the required number of physical qubits are about
0.5M-2M for quantum dynamics, 1M-6M for quantum
chemistry, and 6M-30M for integer factoring [49]. At the
same time, the largest quantum processors to date are
on the order of hundreds of qubits, and even most opti-
mistic roadmaps do not anticipate more than 100k qubits
at a single QPU level. Consequently, to reach utility-scale
quantum computing, efficiently distributing computation
across multiple QPUs will be required.

Efficiently partitioning quantum systems has a rich
history in quantum science [I57HI59]. In recent years,
circuit knitting has emerged as a promising method to
partition quantum circuits, the primary goal being to
enable simulating large circuits on NISQ devices avail-
able today [29] B1]. In circuit knitting, a measured ob-
servable is reconstructed by sampling sub-circuits of the
original circuit multiple times. This partitioning was in-
troduced as an error mitigation mechanism by using a
quasi-probability decomposition to mimic the output of
a large noiseless quantum circuit by a number of smaller
noisy quantum circuits [30, [I60]. However, this recon-
struction comes at an exponential cost in the number of
samples that depends on the identity and number of gates
that have been cut out [31]. While recent efforts have fo-
cused on reducing this exponential overhead [I6IHI63],
further work is necessary to demonstrate the practical
advantage of circuit knitting.

To overcome the exponential classical post-processing
of circuit knitting, here we introduce a family of hybrid
quantum-—classical algorithms for heterogeneous quan-
tum ML /simulation. We recast this approach as Adap-
tive Circuit Knitting (ACK); see Figure ACK can

be understood as layer-wise circuit learning [164] [I65] of
quantum correlations employing both feedback and feed-
forward mechanisms. In this approach, we adaptively
learn which essential quantum correlations to keep and
which to ignore for minimizing the sampling overhead of
circuit knitting. The feedback mechanism could be par-
allel variational quantum circuit learning, or quantum
neural networks [166], over a given initial partitioning
choice which can be adaptively optimized via feedforward
mechanisms.

In Section[VIB] we present a concrete example of ACK
that consists of parallel inner-loop quantum ML and a
single outer-loop classical ML enabling a distributed sim-
ulation of a quantum many-body system. To initialize,
we choose a tensor network ansatz which suggests a par-
tition of a problem onto multiple QPUs by thresholding
local bond dimensions. We then variationally learn cir-
cuit parameters on all QPUs in parallel, each with circuit
depth M given a local bond dimension 2M, representing
the corresponding tensor-network states but with expo-
nentially fewer parameters. Next, we iteratively learn
a new tensor network architecture via Local Operations
and Classical Communications (LOCC) on each QPU
and off-line classical ML. Classical communication among
QPUs can be done with MPI. By using approximate ten-
sor network representations, one can go beyond the capa-
bilities of full state vector simulation techniques that are
limited to 40-50 qubits; see Section [VIA] In contrast to
other approximate circuit simulation schemes such as cir-
cuit knitting proposed by IBM[31], within ACK the gate
sequences and the number of qubits in each cluster could
be found dynamically, i.e. on-the-fly during simulation.
As an example, in Section [VIB]| each instance of a dis-
ordered quantum many-body system is partitioned sepa-
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Figure 32: Adaptive circuit knitting hypervisor for distributed quantum simulation/learning: layer-wise learning of quantum correlations with
feedforward mechanism could dynamically reveal an entanglement heat map. This information can guide which correlations to keep and which to
ignore (circuit cuts), thus minimizing the exponential classical post-processing corresponding to circuit knitting. The overall pipeline could act as
a quantum generative model which outputs quantum data that can be fed to other quantum processors.

rately. Moreover, in contrast to most alternative methods
that calculate expectation values of local observables, the
ACK framework can be used as a new quantum gener-
ative model. The generated quantum data can then be
fed to other QPUs for further processing.

The ACK framework can act as a hypervisor that
learns an efficient communication decomposition to sup-
port execution in a hybrid quantum-HPC ecosystem.
As shown in Figure [I] the hypervisor can be devel-
oped within CPE while adopting a hardware-agnostic
approach. HPE Cray MPI, which offers "GPU aware"
MPI support, can be used to handle message passing and
process management for distributed variational quantum
circuit execution across multiple nodes. Integration with
PennyLane and CUDA-Q can allow direct utilization of
state vector simulators and tensor network simulators
with multi-node/multi-GPU support as well as allowing
quantum circuits to be dispatched to multiple quantum
devices from different vendors.

We explore the efficiency of the ACK approach
for simulating disordered quantum spin-glass system
through integration with CUDA-Q within CPE, see Sec-
tion [VIB]Scalability and performance benchmarks can
be assessed across a variety of supercomputing systems
with different hardware architectures and processors. In
principle, ACK could allow approximate simulations of
disordered quantum many-body systems for up to thou-
sands of qubits, but the accuracy of such approaches
needs to be investigated.

C. High-performance quantum—classical workload
scheduling

Efficient utilization of quantum computing resources
is imperative due to their scarcity. This section explores
various factors contributing to the utilization of quantum
computers, especially when integrated into a multi-user
environment such as an HPC cluster.

Firstly, a significant portion of quantum computer uti-
lization is attributed to the time spent on calibration and
readiness for task execution. To ensure continuous cali-
bration, it is essential to efficiently execute the calibration
graph, especially on larger scale quantum processors. In
addition, it will be necessary to submit quantum bench-
marking tasks to provide the quantum computer manage-
ment software with information regarding its calibration
status and necessary re-calibrations.

Secondly, a considerable overhead in running hybrid
quantum—classical algorithms is associated with execut-
ing and loading quantum tasks, particularly when sub-
mitted by users. Quantum computing tasks exhibit sig-
nificantly different timescales compared to typical HPC
jobs, ranging from milliseconds to seconds. For instance,
tasks involving the measurement of parameterized cir-
cuits may take only milliseconds for certain modalities
like superconducting qubits, while other modalities with
longer shot times may take several seconds. Note that
a task duration may increase substantially when sub-
mitting a task that includes an entire iterative process.
Maintaining high utilization for such tasks necessitates
the implementation of an ultra-low latency interface be-
tween classical and quantum computation systems, ex-
emplified by the DGX Quantum system. Examples of
HPC jobs executing numerous short quantum tasks are
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Figure 34: Schematic representation of two Slurm heterogeneous jobs
requiring a quantum device that is exposed as a compute node. As
soon as the quantum device is no longer needed by the first
heterogeneous job it can be released while the classical part continues
to run. The second heterogeneous job can then start using the
quantum device.

hybrid algorithms with iterative quantum and classical
coprocessing. Such hybrid algorithms perform an itera-
tive process of measuring parametric circuits and subse-
quently calculating the next set of parameters based on
the obtained measured results. During the execution of
a single algorithm, the quantum computer often remains
idle while HPC nodes retrieve measurement results, per-
form calculations, and submit new quantum tasks. This
idle time between quantum tasks within the same HPC
job can be particularly prolonged in an interactive work-
flow, where user actions trigger the submission of subse-
quent quantum tasks.

To optimize quantum computer utilization, it is es-
sential to schedule tasks from different algorithms and
different HPC jobs concurrently, thereby minimizing idle
periods while the algorithm performs the classical com-
putations, as shown in Figure [33]

In the case where an optimal scheduling of classical
and quantum resources is not possible or not necessary,
block allocation of a quantum device by a single user is
legitimate, especially in the presence of several quantum
resources. This can be achieved by workload managers
(WLM/Scheduler) such as Slurm that are already present
in HPC environments (see Section[V A)). With a workload
manager, quantum resources could be exposed as regular
nodes encapsulated in a partition.

Figure [33] represents an example scenario in which
one or more classical applications running on multiple
nodes share the qubits in all/none fashion. This exam-
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ple originates from a demonstration at ISC23 where the
scheduling and inter-process communication was accom-
plished via the multiple data multiple program (MPMD)
paradigm in Slurm. This MPMD model is simple, but
has the drawback of blocking a quantum device for the
duration of the classical application, potentially wast-
ing resources. A reduction of this idle time can be
achieved through the Slurm support for heterogeneous
jobs (hetjobs) to split a job across differing hardware. A
simple scenario consists of two heterogeneous jobs, each
requiring classical and quantum computing resources. As
is typical in HPC, the two jobs are submitted to a queue.
Once resources are available, both the classical and quan-
tum parts of the job begin. At a crucial point in the ex-
ecution, a synchronization requires the classical part to
wait on results from its quantum counterpart. Once the
quantum computation is finished, the resource is freed
and then immediately consumed by the quantum part of
the next hybrid job, which has been waiting in the queue
for the resource to become available. The contemporary
start of the quantum and classical computations is not
always guaranteed.

In order to enable the efficient fine-grained scheduling
mentioned above, more intelligent adaptive and hetero-
geneous task scheduling algorithms need to be consid-
ered. These must account for quantum resource avail-
ability and dynamically adjust task assignments based
on runtime feedback. A customized Slurm plugin to dis-
cretize quantum workloads into pulse-level tasks needs
to be developed. It will also be necessary to adopt a
partition-based approach which allows the application to
split available qubits based on the underlying quantum
resources. A WLM for hybrid systems should enable the
allocation of available qubits among users across different
nodes containing QPUs. In the following section (Sec-
tion [VI) we provide a few examples of high-performance
distributed quantum simulations for studying dynamics
of quantum spin-glasses near quantum phase transitions.
These examples could provide useful testbeds for devel-
oping high-performance hybrid workload scheduling.

VI. A NEAR-TERM APPLICATION:
DISTRIBUTED QUANTUM SIMULATION

In the near term, quantum computers will continue to
have relatively few qubits with low gate fidelity. Dur-
ing this time, classical simulators of quantum comput-
ers, especially those optimized for performance on HPC
systems, are important for prototyping, benchmarking,
and quantum algorithm development. In this section we
present two examples that highlight the importance of
HPC systems in this development process, both targeting
near-term applications in condensed matter physics: dy-
namical quantum phase transitions in 2D transverse-field
(quantum) Ising models, and strongly-ordered quantum
spin glasses. In both cases, we discuss the importance of
distributed quantum simulation, either through classical



HPC or algorithms for quantum workload distribution
such as adaptive circuit knitting, and outline possible di-
rections for new research in this important area.

A. Multi-GPU: Dynamical quantum phase
transitions of 2D transverse-field Ising models

In this section we demonstrate the use of the multi-
node, GPU-accelerated CUDA-Q[140] state vector sim-
ulator to study exotic phenomena in quantum materi-
als. Studying such phenomena can help us better un-
derstand materials properties or even control physical/-
chemical systems in their condensed phase, aiding in the
design of new materials, e.g. for quantum sensors. This
work, carried out in collaboration with Nvidia, shows how
CUDA-Q can compile and execute distributed quantum
circuit simulations on HPC systems.

The transverse-field Ising model (TFIM), the quantum
analog of the classical Ising model, is a well-studied sys-
tem in the condensed-matter physics community. It de-
scribes a lattice of N spins with nearest-neighbor interac-
tions in the presence of an external magnetic field, with
a Hamiltonian given by

N
H=-JY oioi—g> ot (9)
(i) i=1

where (i, 7) denotes all nearest-neighbor pairs in the lat-
tice, 0* and ¢” are the Pauli Z and X matrices, re-
spectively, and J and g are parameters that control the
nearest-neighbor coupling and transverse-field strengths,
respectively. Despite its simplicity, the TFIM can exhibit
complex quantum phenomena that could be difficult to
simulate classically. This is especially true for 2D spin
lattices, which are thought to be beyond the capabilities
of approximate simulation methods like matrix product
states (MPS) and quantum Monte Carlo (QMC). Sim-
ulating many-body quantum systems (like the TFIM)
beyond 1D is an open challenge, especially for non-
equilibrium or excited-state properties. One such prop-
erty is dynamical quantum phase transitions (DQPT),
which are non-equilibrium phase transitions of quantum
systems in time [167].

Studying these systems is a promising use case for
circuit-based quantum computers because their contin-
uous time evolution, given by | (t)) = e~ t[1(0)), can
be simulated with a discrete-time digital circuit via the
Trotter procedure [168] 169]. In principle, this discretiza-
tion enables scaling up such simulations on fault-tolerant
quantum computers (see Section for a more thor-
ough discussion on this topic). For Hamiltonians like
the TFIM that can be written as the sum of local terms,
the time-evolved state can be approximated by

T

@) ~ | [Te7 =™ | w)  (10)
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where ¢/r is the timestep in the evolution. For large
enough 7, the product of matrix exponentials is a rea-
sonable approximation for the sum of matrix exponen-
tials. We find that a first-order Trotterization, e.g.
e HATB) ~ (emiAt/Te=iB/MY g sufficient for accurate
simulations of DQPTs in the TFIM.

A dynamical quantum phase transition occurs as a re-
sult of "quenching" a quantum system. The initial quan-
tum state |¢)(0)) represents the ground state of Hamilto-
nian Hy. (For example, a state with all spins up like the
one shown in Figure [35]is the ground state of the Hamil-
tonian with Jy = 1.0, go = 0.0.) The time-evolution is
then carried out under a different Hamiltonian H. This
forces the system to undergo a rapid phase transition in
time. The quantity of interest when studying DQPTs
is the Loschmidt amplitude G(t), which is the overlap
of the time-evolved quantum state with an initial state:
G(t) = (WO)(t) = ((0)le~}45(0)). The Loschmidt
echo L(t) is the probability associated with the ampli-
tude: L£(t) = |G(t)]?>. We can identify DQPTSs by tracking
the rate function, given by

At) = — Jim - log £() (11)

where N is the number of qubits. A DQPT occurs at
critical time ¢. where there is a non-analytical peak in
At).

While there have been recent demonstrations simulat-
ing DQPTs on both quantum devices (a subset of qubits
in a 22-qubit superconducting chip [I70] and 53 qubits in
a trapped ion experiment [I71]) as well as using numerical
classical simulators [167], these studies have been limited
to 1D. Understanding phase transitions in 2D is likely
key for designing real devices and materials. CUDA-
Q’s cuStateVec backend, which represents the entire 2V
state vector and can capture maximum entanglement,
enables accurately simulating 2D systems and comput-
ing the rate function A(¢) throughout the time-evolution.

We performed several simulations of 2D spin lattices
on various compute configurations ranging from a single
CPU to 512 GPUs across 128 nodes. Figure [35] shows
a DQPT discovered during the simulation of the largest
system studied, an 8x5 spin lattice (40 qubits). During
many of phase transitions simulated, the entanglement
entropy in the quantum system grows to near its maxi-
mum value, making them difficult to simulate classically
with tensor network techniques.

Circuit synthesis time for one Trotter time step ranges
from 0.2-0.4ms for 5-10 qubits to 2-bms for 25-33 qubits
on a single A100 GPU. Saving the previous state in GPU
memory instead of re-simulating all previous operations
at given time step will drastically reduce the circuit syn-
thesis time, keeping it flat with increasing circuit size as
time step increases.

Figure shows the performance comparisons for
multi-threaded CPU, single A100 GPU, and multiple
A100 nodes. Circuit execution time for one Trotter time
step ranges from 0.04s-4s for 20-25 qubits on a single
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Figure 35: Dynamical quantum phase transition observed at t. during
time-evolution simulation of a 40-qubit 2D Ising model with J = 1.0,
quenching from go = 0.0 to g = 5.0. Simulation comprised 100
timesteps executed on 512 A100 GPUs across 128 nodes on
Perlmutter.
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Figure 36: Performance of CUDA-Q simulation using multi-threaded
CPU, single GPU, and multi-GPU backends. Systems simulated are
2D lattices: 5x4, 5x5, 5x6, 5x7 and 5x8 qubits. Simulation time
reported is for one timestep in the time-evolution circuit (100 total
timesteps).

A100 GPU to 23s-33s for 35 qubits (distributed across
64 A100s) and 40 qubits (distributed across 512 A100
GPUs). For 20 to 30-qubit simulations, one A100 pro-
vided a 600x speedup over a multi-threaded CPU. Be-
yond 30 qubits, the exponential scaling of quantum sim-
ulation quickly outstrips the capabilities of a single pro-
cessor, but scaling to 40 qubits was possible by distribut-
ing the simulation across 128 nodes (512 A100 GPUs) on
the Perlmutter supercomputer. The 40-qubit simulation
took one hour, nearly two orders of magnitude faster than
a CPU simulation on 30 qubits. The performance results
on these larger qubit systems highlight the multi-node
parallel efficiency of both the software and hardware.

Simulations of many-body quantum systems like the
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ones shown here are important for the near-term bench-
marking of quantum computers—a high-performance
state vector simulator can enable the accurate study
of DQPTs in 2D spin lattices up to 40 qubits, a task
currently beyond the capabilities approximate methods.
This framework could be used to study other quantum
systems as well as study the effects of noise, a crucial
element for the development of near-term quantum de-
vices. However, state vector simulations much beyond
40 qubits are out of reach even for the most powerful su-
percomputers. Approximate methods such as tensor net-
work techniques become crucial. In the following section
(Section7 we provide an example of applying tensor
network techniques to an important problem for scaling
quantum computing: distributing quantum workloads.

B. Multi-QPU: Strongly disordered quantum spin
glasses

Section [VB]| introduced adaptive circuit knitting
(ACK) approaches for quantum workload distribution
that aim to overcome the exponential overhead of circuit
knitting. In this section, we present a concrete exam-
ple of ACK which decreases sampling overhead of circuit
knitting by cutting in locations that minimize entangle-
ment between partitions. We describe the method and
demonstrate its application simulating the dynamics of
quantum spin chains.

This particular ACK method draws from tensor net-
work (TN) approaches developed in the quantum physics
and quantum chemistry communities [I57, 158]. Ten-
sor networks represent quantum states in a compressed
form, and can provide structure to characterize entangle-
ment patterns. In the context of quantum circuits, a TN
can be efficiently expressed as circuit of linear depth as
was shown by Lin et. al [I72] for matrix product states
(MPS), a type of TN widely used to study 1D quantum
systems. Combining the structure of TNs with linear
depth quantum circuits is the basis for this ACK method.

circuit rep. of TN

QPU
U(6,)
TNansatz = ===—————e -
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Figure 37: Schematic of an adaptive circuit knitting method using
tensor networks. In the inner loop, a variational optimizer finds
circuit parameters for partitions of a quantum system (based on a
tensor network) in parallel. In the outer loop, an adaptive procedure
finds cuts which minimize entanglement between partitions. After the
best cuts are found, observables are reconstructed via circuit knitting.



Figure[37] provides a schematic for this adaptive circuit
knitting method. It begins with a TN representation of
a quantum state (in the figure, an MPS for a 2D spin
lattice). The TN is partitioned into N sub-networks,
drawn here with N = 4. In an inner loop, for each sub-
network the variational procedure outlined by Lin et al.
[I72] is followed and gates U(fy) are optimized for an
efficient circuit representation of each sub-network. Fol-
lowing this optimization, in the outer loop entanglement
measures (e.g., von Neumann entropy) are computed and
an entropy heatmap among the qubits is constructed. Al-
though this heatmap is partial (we do not have entropy
measures at the cuts between partitions), the information
available is used to update cuts to locations with low en-
tanglement. With new cuts on the following iterations,
the blind spots are revealed. The adaptive outer loop ex-
its when entanglement between partitions is minimized.
The inner loop can be parallelized since each sub-network
is independent, and both the inner and outer loop can be
executed using classical HPC. Once optimal partitions
have been found, a measured observable can be recon-
structed from the sub-circuits via circuit knitting [3T].
As we show below, cutting gates at locations of minimal
entanglement can substantially lower the classical over-
head of circuit knitting.

Simulating quantum systems for materials science or
quantum chemistry is one of the most promising appli-
cations for quantum computers. Spin-lattice systems are
well-studied in materials science, and despite their sim-
plicity can exhibit complex quantum phenomena that are
difficult to simulate classically, e.g. the dynamical quan-
tum phase transitions discussed in Sec [VTA] As a proto-
type system, we apply this ACK method to simulating
the non-equilibrium dynamics of a strongly-disordered
spin chain evolving under an Ising model with transverse
and longitudinal fields given by the Hamiltonian

N-—1 N N
H==3 Jiinoioi, —y_ giof =y hio} (12)
=1 =1 i=1

where 0% and 0% are the Pauli Z and X matrices, re-
spectively, ¢ indexes the lattice site, and Js, gs, and
hs are real-valued parameters. We study strongly dis-
ordered systems (where parameters are varied at each
lattice site) because they are important for understand-
ing exotic states of matter, they can be difficult to study,
and because they lead to many-body localization effects
which we suspect could be exploited for more-efficient
simulation.

Figure [38] provides a summary of the results for an
ensemble of 32-qubit spin chains, each time-evolving un-
der a Hamiltonian with different parameters chosen ran-
domly from a uniform distribution on [—1, 1] (excluding
0). For each spin chain, circuit optimization was car-
ried out at eight timesteps throughout the dynamics. We
partition each system into two sub-circuits and compare
the overhead cost of circuit knitting for a naive cut in
the middle of the chain (a “load-balanced” choice) ver-
sus a cut recommended by the entropy heatmap from
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the adaptive algorithm. Figure a) gives a schematic
for a single instance on a smaller 20-qubit system. Figure
b) shows the distribution of overheads for reconstruct-
ing a magnetization observable via circuit knitting for
the adaptive and load-balanced cuts. Both cuts achieve
similar accuracy in the observable, but in most cases the
adaptive cut results in a much lower overhead—the green
distribution is distinctly shifted to the left. On a case-by-
case basis, the median reduction in cost was 15x, while
the 75th and 95th percentiles were 59x and 450%, re-
spectively. While not shown in this figure, the gap be-
tween adaptive and load-balanced widens during the later
timesteps, indicating that for longer simulations the ben-
efits of adaptive circuit knitting will increase. As in Sec-
tion [VT'A] the cuStateVec simulator was employed to
enable performant execution of the 32-qubit simulations.
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Figure 38: (a) Example of a 20-qubit spin chain where the adaptive
cut is chosen at the minimum entanglement entropy. (b) Histogram of
sampling overheads resulting from adaptive and load-balanced
baseline cuts for an ensemble of 32-qubit strongly-disordered spin
chains.

Such initial results showing improvements in overhead
of one to two orders of magnitude suggest that this ACK
method could be used for efficiently partitioning quantum
circuits for near-term applications simulating condensed-
matter systems. However, more study is necessary to
demonstrate the practical utility of such a method. Fu-
ture work will include investigating fast entanglement
measures, exploring more sophisticated convergence cri-
teria, and studying 2D systems with higher order TN
techniques, as 2D systems are where many classical meth-
ods underperform and quantum computers could likely
provide the largest advantage (See Section for a
more general discussion of ACK techniques.) A high-



performance implementation in CUDA-Q could enable
fast prototyping of these methods for circuit sizes large
enough to capture interesting physics.

VII. TOWARD HETEROGENEOUS QUANTUM
AND PROBABILISTIC COMPUTING

Parallel to the development of NISQ devices and
FTQCs architectures, an emerging trend in comput-
ing has been to build quantum-inspired accelerators for
combinatorial optimization and sampling problems. A
notable example is the notion of a probabilistic com-
puter (p-computer) with probabilistic bits (p-bit) [I73-
I75]. It has been shown that networks of hardware p-
bits natively represent a wide class of probabilistic al-
gorithms typically implemented in software, with signifi-
cant energy and performance benefits [I75HI79]. From an
HPC perspective, domain-specific probabilistic comput-
ers can accelerate hard optimization and sampling tasks
by orders of magnitude. These accelerators can be in-
tegrated in a distributed fashion within heterogeneous
hybrid quantum—classical hardware architectures, which
we discuss further in Section

A. Probabilistic computing with intrinsic
higher-order interactions

p-computers implement a Markov chain Monte Carlo
algorithm called Gibbs sampling, achieved by a stochastic
activation and a local field calculation, given by:

m; = sgn(tanh(8I;) — ry), (13)

J

where m; represents the bipolar p-bit state (+1), ry is a
uniform random number between (—1,+1) and [J],{h}
are the weights and biases for a given problem and S is
the inverse temperature.

There are two immediate generalizations possible: (a)
p-bits can be extended to have multiple states. These
Potts spins have also been implemented in hardware [I80]
and shown to have better embedding than simple p-bits
for certain optimization problems such as graph color-
ing. (b) The graph connectivity defined by J;; can be
generalized to hypergraphs where the local field equation
becomes (e.g., for k = 4-local interactions)

I = Z Jijmj + Z Jijemimy + Z Jijrimimemy ,
J j<k J<k<l
(15)
where J;;i, and J;j;; denote the interaction coefficients
for three and four-local interactions respectively. These
can be generally extended to any k-local interactions
(Ref. [I79] demonstrates an implementation with k = 3
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Figure 39: Accelerating k—local interactions with in-memory
computing. The interactions in a SAT formula can be evaluated by
computing the Hamming distance between the input x and each one
of the clauses, mapped such as a Hamming distance of 0 corresponds
to a clause violation. Two coupling arrays are used to represent
primary and complementary interactions. A positive literal in a
clause, such as x; in the first clause, is mapped as 1|0 in the primary
coupling array and complementary coupling array, respectively;
negative literal, such as —z4 in the first clause is mapped as 0|1; and a
non-member literal, such as x3 in the first clause, as a 0|0. After the
interactions are computed, the Hamming distance output can be used
directly to compute high order gradients.

to solve the XORSAT problem). The binary nature of
p-bits significantly eases the implementation of k-local
interactions. Such k-local interactions greatly reduce
model embedding and complexity. We are not aware of
any programmable multi-qubits entanglement for k > 2
in quantum computers but for probabilistic computation
such hypergraphs can be constructed rather easily.

Recently, higher order k—local interactions architec-
ture without limits or scaling dependence on the or-
der k£ based on in-memory computing have been pre-
sented [IR1], [182]. In the proposed approach [181] [182],
the interaction between variables is computed before
computing the gradients by encoding the clause member
variables in an interaction matrix. In the case of k—SAT
problem with N variables and M clauses, a 2 x N x M
matrix is used for embedding interaction, where the fac-
tor 2 accounts for a primary interaction matrix and its
complementary as shown in Figure Member variables
in clauses are encoded with [1|0] and [0[1] for z and —,
respectively. A non-member variable is encoded as [0]0].
Considering the first clause of the 3-SAT formula y in Fig-
ure with N =4, y; = (z1 V x2 V —14), its encoding in
the interaction matrix I is I; = [1,1,0,0/0,0,0, 1]. Given
for example an input x = [1,0,0, 1], if the Hamming dis-
tance between ' = [z|-z| and I; , 6(2/,1;) > 0 the
clause is satisfied. In the example 6(z',I;) = 1, meaning
the clause is satisfied but only one literal (x1) is positive,
thus by flipping it the clause becomes unsatisfied.

Note that compared to traditional Quadratic Uncon-
strained Binary Optimization (QUBO) mapping, such as
the one used in conventional Ising machines, the higher-
order interactions allow for a native embedding of the
problem, without the need for auxiliary variables. Na-
tive mapping leads to improved convergence, no intro-
duction of artificial local minima and settle points due to
auxiliary variables [I83], and reduced hardware resource
utilization by O(k?).
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Figure 40: Distributed p-computers: a single large graph is partitioned
into multiple smaller subgraphs to distribute it across multiple
processing elements (PE) in the form of FPGAs/GPUs/TPUs. A
graph partitioning tool is used to ensure minimum cut across the
subgraphs to minimize communication overheads. Preliminary results
(in preparation) show over 1000 probabilistic flips per nanosecond
can be taken in these distributed systems, with about 2 orders of
magnitude improvement over single GPU/TPU implementations.

B. Hardware implementation of p-computers

Physical implementation of p-computers includes a
wide range of choices from noisy materials to analog and
digital CMOS. State-of-the-art p-computers demonstrate
nanodevice (magnetic tunnel junction, MTJ) based pro-
totypes [I78] [I84], where the natural noise of the stochas-
tic MTJ provides computational resources to solve a
small-scale problem. This prototype has shown the
promise of magnetic RAM technology, as a scalable path-
way to build energy-efficient p-computers. Magnetic
memory industry has achieved Gigabit densities of mag-
netic tunnel junctions embedded with CMOS transis-
tors in monolithic integrated circuits [I85]. Repurposing
these MRAM chips so that their stable MTJs become un-
stable (low-barrier) could lead to dedicated probabilistic
computers with tens of millions of integrated p-bits. Be-
fore an integrated p-computer using millions of stochas-
tic magnetic MTJs, however, digital emulators of p-bits
using powerful CMOS-based Field Programmable Gate
Arrays (FPGA) have been used to investigate the ar-
chitectural and algorithmic performance of p-computers
at large-scale [I75HI79, [I86]. Even single FPGA-based
implementations of p-computers have shown competitive
performance against the state-of-the art [I79].

C. Scaling up p-computers: a distributed approach

Very often the sizes of single processing elements (PE),
in the form of FPGAs/GPUs/TPUs, are not large enough
to encode practical problem sizes containing thousands to
millions of variables. To get around this problem, one so-
lution is to design distributed architectures where a large
problem is partitioned into smaller subgraphs housed in
distinct PEs (Figure [40). Preliminary results show that
as long as the communication links are faster than indi-
vidual p-bit clocks, distributed probabilistic computers
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Figure 41: Heterogeneous system architecture block diagram with
conventional approach (orange) and the decentralized peer-to-peer
(p2p) communications. (green). Removing the required
communication to CPU and main memory significantly improves the
performance allowing direct communication between multiple
accelerators. Heterogenous systems including conventional digital
accelerators (GPU), quantum processing units (QPU) and
probabilistic processing units (PPU) can be built to potentially enable
novel classes of heterogeneous classical/probabilistic/quantum
algorithms.

can create the “illusion” [I87] of a single PE that can
house a much larger graph. Sampling rates over 1000 flips
per nanosecond are feasible (in preparation), boding well
for hard combinatorial optimization and sampling prob-
lems.

More generally, many workloads in probabilistic
AT models, such as modern Energy-based Models
(EBM) [177, [I88], involve several linear algebra opera-
tions, mainly as matrix multiplies. Thus, to scale up
probabilistic architectures a heterogeneous approach in-
volving traditional digital accelerators (e.g., GPU) and p-
computers is desirable. The GPU can be used for a large
part of the forward operation, such as computing embed-
dings, the gradients, and loss optimization while the p-
computers (implemented for example on an FPGA) can
essentially implement the stochastic neuron operation.
Figure shows the example of a heterogenous system
architecture with multiple GPUs and FPGAs that can be
used for scaling up to a very large number of p-bits (e.g.
>1B) making it able to train and infer next-generation
EBMs.

Two natural concerns arise. First, given the EBM con-
sists of a lot of matrix operation, careful system-level
profiling should be performed to assess if the time for
sampling is the one to optimize by Amdahl’s law. Note
that in the generalized case of a fully connected model,
by scaling linearly the number of neurons the number of
synapses scales quadratically so at each step of an ex-
ponentially long sampling process, linear operations (i.e.
activations) are performed on neurons and quadratic op-
erations (i.e. matrix multiplies) on synapses.

Second, their PCle communication might bottle-
neck the heterogeneous approach with several, e.g.,
GPU2GPU, FPGA2FPGA, and GPU2FPGA calls. In
traditional architecture, every time a GPU communi-



cates with the FPGA it should access the main mem-
ory through PCle, as shown in the orange flow of Fig-
ure [A1] leading to significant overhead due to back-and-
forth communications. Architectures with Peer2Peer
(P2P) communication [I89] and disaggregated mem-
ory [190], 191] could potentially limit such bottleneck as
shown in the green logical flow of Figure {1 minimizing
this back-and-forth access through CPU where FPGA-
GPU can directly talk to each other through PCle avoid-
ing main memory access on CPU [192].

D. Quantum-assisted probabilistic computing with
custom-design accelerators

There are three complementary perspectives that we
can envision for the interplay of quantum fluctuations
and thermal fluctuations in a probabilistic computing
framework: within the problem space, the algorithm
space, and the solution space. Within the problem space,
as we described in Section (see Figure , we can
partition a general dense graph with higher order inter-
actions by sparsification techniques. During the proce-
dure we are iteratively creating conditional probability
distributions; i.e., by freezing or clamping a subset of
variables, and sampling over the rest of variables resid-
ing on a smaller and lower dimensional subgraph. This
technique can be used to reduce both the size and com-
plexity of the problem such that it can be easily em-
bedded on finite-size low-dimensional quantum accelera-
tors/solvers. These quantum solvers could be either ana-
log, based on quantum annealing [193, 194], or digital,
based on Quantum Approximation Optimization Algo-
rithm (QAOA) [69] [70]. Larger, denser, and/or highly
structured subgraphs can be sampled via p-computers
and the outputs can be used as boundary conditions (e.g.,
local fields for Ising machines) for potentially quantum-
prone subgraphs iteratively. Within the algorithm space,
we can understand the role of quantum solvers is to pro-
vide hot starts/seeds for classical probabilistic framework
and vice versa. This was originally introduced in the con-
text of creating non-trivial initial seeds for reverse quan-
tum annealing or MCMC sampling enabling quantum-
assisted parallel tempering [195)] or quantum-assisted ge-
netic algorithms [196].

Within the configuration space, we can see the role
of quantum fluctuations as a new mechanism to navi-
gate in the saddle regions or regions with shattered con-
figurations space with many unstructured shallow bar-
riers. Such effective quantum walks could in principle
lead to a quadratic speedup for diffusing in the configu-
ration space over a classical walk [67]. It should be noted
that these three perspectives are not mutually exclusive,
for example in the context of non-equilibrium non-local
Monte Carlo algorithm developed [197], one can discover
backbone or cores of frozen or rigid variables in a con-
figuration space near a phase transition (e.g., for k-SAT
problems near a computational SAT /UNSAT phase tran-
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sition). The backbones with a higher degree of connec-
tivity could be sampled with classical probabilistic ac-
celerators to induce large Hamming distance exploration
(O(N)) at scale. Then the new coordinates can be passed
to quantum accelerators to create smaller-scale (in Ham-
ming distance) nonlocal explorations over regions with
significant entropic barriers or shallower energy barriers
that would be prone to quantum tunneling on finite-size
quantum processors. On the other hand, the new lo-
cal minima found by a quantum processor can be im-
proved by classical fluctuations, especially those induced
by quantum many-body localization effects [198].

This hybrid algorithm can be incorporated within
the heterogeneous HPC computing platforms, with p2p
communications among various nodes including CPUs,
GPUs, FPGAs, QPUs, or other custom design acceler-
ators, see Figure In some implementations, both
quantum and classical processors can be placed on the
same chip to get additional performance benefits [I99]
(e.g., in hybrid quantum and classical superconducting
processors). This quantum-probabilistic framework can
enhance the diffusion in configuration and improve the
quality and diversity of solutions [200] 201] given a time
or energy budget, as new basins of attractions could be
found orders of magnitude faster and more energy effi-
ciently than using either probabilistic or quantum accel-
erators alone.

VIII. DISCUSSIONS

A. Supply chain management toward utility-scale

A utility-scale quantum computer should be character-
ized as a machine whose computational value surpasses
its total cost [6]. This cost encompasses not only man-
ufacturing and operational expenses but also the amor-
tized research and development investments. Achieving
the utility scale is a crucial milestone in quantum com-
puting, signifying the point at which these advanced sys-
tems become economically viable for practical applica-
tions. A key premise of our position is that leveraging
the existing semiconductor supply chain can help amor-
tize the cost of research and manufacturing. To further
this amortization, it is also important to ensure reusing
quantum modules and manufacturing technologies for as
many quantum applications as possible, with significant
computational demands.

Analysis of the semiconductor supply chain raises two
issues: 1) Is the supply chain competitive enough to re-
duce costs while avoiding dependence on a single source
or foreign-controlled manufacturing? 2) What existing
semiconductor research programs can be leveraged to re-
duce the research cost of a utility-scale quantum com-
puter within next 10 years? From a manufacturing cost
perspective, moving to semiconductor compatible fab-
rication processes is essential to drive down costs. A



number of 300-mm advanced fabrication facilities are be-
ing built in the U.S. through public-private partnerships
(e.g., the US CHIPS Act) which will reduce reliance on
single-source/foreign manufacturers. Although this ap-
proach would require upgrading the tooling of the semi-
conductor foundries, the upgrades are a fraction of the
cost of building a state-of-the-art 300-mm foundry. This
in turn will drive down the cost of the various components
needed to build a quantum supercomputer. Furthermore,
existing research fabs at locations such as Applied Mate-
rials and NY CREATESs could act as a stopgap fabrica-
tion facility prior to full commercialization of quantum
computing. Operating a quantum computer will likely
be roughly comparable with operating GPU racks in the
sense that quantum computers have sophisticated cooling
requirements and can also be energy-intensive to operate.
For example, today’s superconducting quantum comput-
ers require roughly 20 kW to operate, a majority of which
is consumed by the dilution refrigerator and microwave
electronics.

In this paper, we have outlined how a consortium
across semiconductor research efforts could lower re-
search costs: 1) the advancement to nanoscale transis-
tors requires atomistic control of fabrication parameters,
which in turn could allow suppression of two-level sys-
tem defects; 2) removing memory bottlenecks for larger
AT chips in turn enables cryogenic wafer-scale integration;
3) reducing AT chip energy consumption by means of cry-
oCMOS can be used for scalable RF control; 4) scaling
RF control for technologies like phase-array microwave
receivers can apply to scalable quantum control; and
5) integrating quantum computers with heterogeneous
high-performance computation powered by various clas-
sical hardware accelerators including GPU, FPGA, and
PPU (specialized ASICs and custom-designed hardware
for probabilistic computing) can provide an improvement
by orders of magnitude in speed and energy efficiency.
The benefits of integrating existing semiconductor re-
search into quantum computing can be mutual.

A natural follow-up question for utility-scale comput-
ing is the estimated timeline for development. This will
be addressed next.

B. Exponential scaling progress: A mirage or
reality?

Since the quantum supremacy milestone [4], there has
been an expectation that scaling the number of qubits
will follow a Moore’s law (exponential) growth over time
from ~50 qubits to a million qubits at the end of this
decade. This goal would mark the arrival of a practical
fault-tolerant quantum computer. We chart this progress
in Figure starting from 2014 when a repetition code
experiment was performed at UCSB (nine qubits) [202],
through the Google quantum supremacy on random cir-
cuits [4] (53 qubits), on to the most recent surface-code
error-correction experiment (105 qubits) [26]. Care must
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Figure 42: Schematic plot of the number of qubits from three
experiments at UCSB and Google over time, which describes a
Moore’s law growth in the number of qubits. After the quantum
supremacy experiment in 2019 [4], a target of one million qubits at
the end of the decade was projected by industry leaders. However, the
current pace of hardware progress suggests that goal might be
postponed by several decades, assuming an optimistic scenario that
none of the scaling challenges mentioned here slows or halts the
progress. To arrive at utility-scale quantum computers in the
2030-2035 time frame, we need a major increase in the rate of
progress over the next five years. Our thesis is that new fabrication
and systems design as well as full-stack HPC integration are required
to tackle this challenge. For estimates of future scaling, we suggest
using the number of qubits that can be entangled in practice (which
assumes sufficient qubit connectivity with multiqubit gates that are
fast and accurate enough)[I8].

be taken in plotting only the qubit quantity since this
ignores other important qubit metrics such as quality,
speed, and connectivity. Here, these data points repre-
sent qubit systems with some degree of consistency in
these four key metrics, thus it is a fairly reasonable plot.

The trajectory of these three data points appears to
follow an exponential improvement, but at a much lower
slope than is needed to reach one million qubits by 2030.
Larger numbers of qubits have been reported for su-
perconducting quantum processors, but even for these
more optimistic characterizations of functional qubits,
the scaling falls short of the original industry expecta-
tion. Will it be possible to greatly increase the slope over
the next five years, corresponding to a double exponen-
tial growth? We think this is unlikely because the added
challenges for scaling beyond 1000 qubits—detailed in
Section [[B}-—could hinder even staying on the current
growth path.

As we have outlined in this position paper, one way
to increase the rate of exponential growth is to identify
all major technical challenges that are blocking progress
and devise mitigation strategies. These include taking
a radically different approach to qubit fabrication and
developing a full-stack system integration with heteroge-
neous high-performance computing infrastructures.

We have also studied the detailed trade-off of physical
and computational resources for scalable error-corrected
quantum computers based on resource estimates of clas-
sically hard electronic structure calculations leveraging
realistic performance characteristics for superconducting



qubits. We showed for quantum simulations of FeMoco
with chemical accuracy e = 1.0 mHa, one requires hun-
dreds of millions of physical qubits and a minimum of 2.5
years to run with state-of-the-art hardware quality (base-
line hardware). The runtime can be reduced to approxi-
mately half a year and the qubit count to tens of millions
if the hardware quality is significantly improved towards
desired hardware. Improving the hardware quality from
baseline to desired values results in a reduced runtime
and qubit count of approximately a factor of five. Our
sensitivity analysis shows that improvements in the gate-
control errors yield the most significant impact, whereas
improvements in SPAM errors and coherence enhance-
ments are significantly less effective for achieving better
performance in error suppression. These findings sug-
gest that quantum gate fidelity improvements are much
more important than SPAM or idling qubit error rates
for scaling logical performance. Furthermore, we demon-
strate the robustness of lattice surgeries spread among
separate capacitively coupled QPU wafers and even sep-
arate QPUs distributed among multiple DRs. We con-
clude that distributed surface code architectures across
multiple DRs can tolerate two-qubit errors on the order
of 1% arising from noisy optical interconnects between
the DRs.

We have attempted to provide a comprehensive list
of all known technical challenges for scaling quantum
processors, the goal being to illuminate obstacles that
have been overlooked or addressed piecemeal in prior re-
search [THI]. Contemporary quantum computing plat-
forms have primarily concentrated on technical hurdles
at the hundred-qubit level, constrained by the quality of
individual qubits. By anticipating technical scaling chal-

a0

lenges from a thousand to a million qubits, our study
outlines a holistic system that could provide practical
quantum advantage. Not all of these challenges have
been addressed in detail in this paper. Our hope is that,
by publicizing the obstacles to scaling a quantum super-
computer, we can stimulate the discovery of innovative
solutions in both academia and industry. Future revi-
sions of this approach are expected with new discoveries
and collaborators.
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for quantum resource estimation
1. Workflows for generating logical circuits

In this section, we outline our workflow for generating
the logical quantum circuits that serve as input to the
resource estimation pipeline, which computes the asso-
ciated physical resource requirements. The circuits we
generate pertain to quantum simulations for estimating
the ground-state energy of molecules. We first specify the
quantum simulation algorithm used. We then discuss the
workflow for how we obtain the quantum circuits that im-
plement this algorithm from the basic specifications of a
molecule. Finally, we analyze the various bounds on the
errors incurred in the process of generating the logical cir-
cuits, and explain how these bounds need to be chosen
to ensure the quantum simulations achieve a given tar-
get accuracy. While in our study we use the p-benzyne
molecule as a concrete example, the described method-
ology applies to other molecules. Our analysis follows
closely the approach of Ref. [35].

The quantum phase estimation (QPE) algorithm [203],
204] is arguably one of the most rigorous quantum com-
putational approaches for estimating ground-state ener-
gies in quantum chemistry. Quantum phase estimation
is designed to sample in the eigenbasis of the molecu-
lar Hamiltonian H by measuring the phase accumulated
on an initial input quantum state acted upon by a uni-
tary operator whose eigenvalue spectrum is a function of
the spectrum of H. The standard approach is to imple-
ment QPE with the time-evolution operator exp(—iHt).
Even more advanced approaches have been proposed; for
example, the framework of qubitization [125] allows tak-
ing a Hamiltonian given by a sum of unitaries (which
is the typical case for quantum chemistry Hamiltonians)
and constructing a new operation called “qubiterate” that
has a functional dependence on the eigenvalues of the
Hamiltonian and thus can be used in QPE in place of
exp(—iHt) (see Ref. [133]). Nevertheless, our quantum
resource estimation (QRE) analysis pertains to imple-
menting the standard QPE algorithm, that is, we gener-
ate concrete QREs for implementing the time-evolution
operator exp(—iHt) by a quantum circuit. More specifi-
cally, for a given molecule, we generate QREs for Hamil-
tonian simulation based on the use of product formulas
(PF). In general, an operator S,(t) is called an order-
p product formula associated with the time-evolution
operator exp(—iHt) for a given Hamiltonian H if (cf.
Refs. [205] 206])

Sp(t) = exp(—iHt) + oty (A1)
Our resource estimation analyses are based on using ei-
ther the first-order Lie—Trotter formula or the second-
order Trotter—Suzuki formula, and the resource estima-
tions pertain to implementing a single Trotter slice based
on either of these formulas. In the framework of second
quantization, the electronic model Hamiltonian is typi-
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cally given as

N e 1 TN
H = Z hpqa;gaq + 5 Z hpqrsa;r,aiaqas ,

p,q p,q,7,8

(A2)

where af and , are the fermionic creation and anni-
hilation operators, respectively, associated with a given
basis set of spin-orbital basis functions {¢,(z)} (where
x = {r,0} summarizes the orbital and spin degrees of
freedom), and the scalar coefficients hpq and hpqrs are
the one- and two-electron integrals, respectively, over
the basis functions, computed using the kinetic term
and the nuclear and electron—electron coulomb poten-
tials. Numerous software tools exist to derive the second-
quantized Hamiltonian from the molecular specifications,
which include basic information to fully characterize the
system, such as the type of participating atoms and the
molecule’s geometry (typically summarized in an xyz
file), total charge, and total spin. For this study, we used
Tangelo which is an open source Python software package
for end-to-end chemistry workflows for quantum compu-
tation [123]. The p-benzyne molecule CgHy (which has
zero total charge) exhibits a biradical open-shell singlet
ground state (it has zero total spin), with two unpaired
electrons. Its geometry is specified by the xyz configura-
tion shown in table (cf. Section 19 in the supplementary
material of Ref. [207]).

C —-0.7396 —1.1953 0.0000
C 0.7396 —1.1953  0.0000
C 1.3620 0.0000 0.0000
C 0.7396 1.1953 0.0000
C —0.7396 1.1953 0.0000
C —1.3620 0.0000 0.0000
H 1.1999 —2.1824  0.0000
H —-1.1999 2.1824 0.0000
H 1.1999 2.1824 0.0000
H -1.1999 —-2.1824 0.0000

Table V: Molecular geometry of p-benzyne in &ngstréms, in terms of
the zyz file format; cf. Ref. [207].

In addition to the molecule specifications, we need to
select a basis set {¢,(x)}. Basis set selection can be
a challenging task. While theoretically an infinite basis
is required to represent the true molecular multi-body
wavefunction, in practice we cannot perform calculations
using an infinite number of basis functions and must
therefore rely on using a finite basis set. Numerous ba-
sis sets have been introduced and extensively studied in
quantum computational chemistry. The most common
minimal basis sets are the STO-nG basis sets, which are
derived from a Slater-type orbital basis set, with n de-
noting the number of Gaussian primitive functions used
to represent each Slater-type orbital. While minimal ba-
sis sets are computationally inexpensive, they typically
result in insufficiently precise computations. Pople basis
sets are a type of split-valence basis sets which use more
than one basis function to represent valence orbitals, be-
cause it is the valence electrons that typically contribute



to the molecular bonding. An entire hierarchy of Pople
basis sets have been studied. Importantly, as the basis
set grows larger, the resulting approximation gets closer
to the true wavefunction; however, increasing the basis
set size also results in increasing the required computa-
tional resources in space and in time. As a rule of thumb,
to achieve semi-quantitative energies, the minimum re-
quirement is to use double-zeta basis sets (such as, e.g.,
6-31G or cc-pvdz) [123]. For our QRE analysis, we used
the 6-31G basis set; this basis set yields a good trade-off
between accuracy and computation time.

Once a basis set has been selected, we can reduce the
size of the system (and thus the computational cost)
via active space selection. This concept relies on the
notion that, when only considering a subset of the full
active space, the resulting loss in correlations affecting
the energy computation can be small. For example, in
the so-called “frozen-core approximation”, low-lying oc-
cupied core orbitals (which typically do not mix with va-
lence orbitals) are “frozen”, that is, they are not included
in the computation. Choosing which molecular orbitals
to freeze is not a trivial task. Again, we used Tangelo,
which provides a means to identify the active space spec-
ified by the numbers of molecular orbitals to be included
that are energetically next to (i.e., below or above) the
highest occupied molecular orbital (HOMO) and the low-
est unoccupied molecular orbital (LUMO). For example,
the specification “HOMO—2 and LUMO+1” means that
we include two additional molecular orbitals below the
HOMO and one additional orbital above the LUMO. A
common choice is to employ an equal number of addi-
tional orbitals to be included next to the HOMO and
LUMO; this choice leads to lower energies as opposed to
active spaces with unequal numbers of orbitals next to
the HOMO and LUMO (cf. Ref. |208]). For example, for
the p-benzyne molecule, the full active space involves 68
active spin-orbitals for the ST0-3G basis and 124 active
spin-orbitals for the 6-31G, the frozen-core approxima-
tion involves 56 active spin-orbitals for the ST0-3G basis
and 112 active spin-orbitals for the 6-31G, while, for in-
stance, an active space selection ranging from HOMO—5
to LUMO+5 involves only 24 active spin-orbitals for both
basis sets. Note that the number of qubits required to en-
code the system equals the number of active spin-orbitals.

Once both the basis set and the active space have been
selected, we can generate the associated second quantized
Hamiltonian, as given in eq. (A2). The last step is to
translate the model Hamiltonian from the second quan-
tization framework to a framework suitable for the quan-
tum circuit model. This step uses a fermion—to—qubit
mapping, which is typically either the Jordan-Wigner or
the Bravyi-Kitaev transformation, to obtain the Hamil-
tonian in the Pauli-product form. For a Hamiltonian
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acting on n qubits, it can be expressed as

L L
H = ZHe = ZwP(Z), where
(=1 =1

PO .=pPO o PP .. .gP®

n
P {1, X.Y, 2}, (A3)
and 7, € R are real coefficients. This Hamiltonian can be
directly translated into a quantum circuit implementing a
single Trotter slice for a PF associated with the time evo-
lution exp(—iHt) as part of QPE using well-established
quantum circuit decomposition methods. This circuit
typically consists of a sequence of single- and two-qubit
Clifford gates and L arbitrary-angle single-qubit rota-
tions acting on the qubits involved. This circuit is output
as a qasm text file and used as input to the QRE pipeline.

2. Analysis of Trotter errors and
their propagation into phase estimation

We now discuss the various errors incurred in the pro-
cess of generating the logical circuits and how we can
guarantee quantum simulations within a given target ac-
curacy by satisfying certain error bounds, which in turn
must be within given error budgets. On the logical level,
there are three sources of error in implementing the QPE
algorithm with Hamiltonian simulation based on using
PFs. The first error source is the actual use of an order-p
PF, which results in an additive error O(t**1) in rep-
resenting the time evolution exp(—iHt); the additional
Trotterization is a technique for dividing the evolution
time into many smaller time steps that reduce this er-
ror by a constant referred to as “the number of Trotter
steps” (or slices). The second error source is associated
with circuit synthesis: each term in a PF is implemented
by a circuit consisting of single- and two-qubit Clifford
gates (such as H, S, Pauli, and CNOT gates) and some
arbitrary-angle, single-qubit rotation Rz(6,) (with an-
gle 6, related to the coefficient v, in the Hamiltonian
in eq. ) The latter is approximated by some se-
quence of the form HTHST' ... HS. This approxima-
tion is found using circuit synthesis tools based on either
the Solovay—Kitaev (SK) algorithm or the Ross—Selinger
(RS) algorithm [I37,[138| that achieves a more favourable
scaling in terms of the T gate count. Either of the cir-
cuit synthesis methods incurs an error associated with
the approximation. The third error source is associated
with the precision of estimating the phase in the actual
QPE algorithm. In what follows, we elaborate on these
errors and provide useful analytic error bounds, which
serve to guarantee that some error budgets in our QRE
analysis are satisfied.

Our circuits pertain to the first-order Lie-Trotter for-
mula or the second-order Trotter—Suzuki formula, defined



ISt (t) — exp (—itH)|| < —
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la=l1+1 1=l +1
where Cj; = 1 if [PV, PO] # 0, and Cy =
0 if [P(j),P(l)} = 0; similarly, Cj, = 1 if

[P(l?’), [P(IZ), P(ll)]] # 0, and Cy, 1,1, = 0 otherwise. The
first expressions, in terms of commutators, have been
proven to be tight bounds for the order-1 and order-2
PFs, respectively [205].

The standard Hamiltonian simulation based on PFs
approximates the unitary time evolution by splitting it
into r Trotter slices:

exp (—itH) = [Sp(t/r)]" + O (T(t/r)pH) )

The smaller the time 7 := t/r for a single Trotter
slice is, the better the approximation associated with
Trotterization becomes. Note that lim, . [S,(t/r)]" =
exp (—itH). Each term U,(1) := exp (—iTH,) for the
order-1 PF (or Uy(r):=exp(—iTH;/2) for the order-
2 PF) is implemented by a circuit consisting of single-
and two-qubit Clifford gates along with an additional
arbitrary-angle single-qubit rotation; the latter needs
to be decomposed and approximated by some sequence
of the form HTHST'... HS using the SK algorithm
(or the RS algorithm). The incurred error of approx-
imation is required to be bounded by some error bud-
get per gate. More precisely, we let the effective uni-
tary Ug(7) denote the approximation of U,(7) by a
circuit consisting of gates from the standard gate set
{H, S, T, Pauli gates, CNOT} after running the SK al-
gorithm and using other circuit synthesis tools, and let
A, .. denote the maximum circuit synthesis error in this
approximation in terms of the spectral norm. We then

(A8)
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as [205]
L
Sy(t) = [ exp (—itHe) (A4)
=1
1 L
So(t) := <H exp(—itHg/2)> (Hexp (—itHg/2)> .
{=L =1 (A5)

Using Propositions 9 and 10 from Ref. [205], we obtain
the following analytic error bounds in terms of the spec-
tral operator norm:

(A6)
=1 j=I+1
3 L

e 2

I1=1 lo=l1+1

(A7)
l1=11l3=l1+1

(

define the error budget per gate for the SK algorithm, de-
noted by J, to be a given upper bound on the allowable
circuit synthesis error:

A nen = max Ue(T) — ﬁg(T)H <94. (A9)

Similar to the approach in Ref. [35], we define, for any ¢ >
0, an effective Hamiltonian associated with the resulting
quantum circuit:

H..(t) :=iln ([ (T)} )/t where
L
= 1o
H@(t)) (ﬁ Uem). (A10)
=L =1

The operator logarithm is well-defined, because
- r

[Sp(r)} , which is a product of unitary operations, is
The operator H.q(t) is the effective Hamil-
tonian associated with the effective unitary U(t) =

invertible.

exp <7itﬁcﬁ-(t)> that symbolically represents the circuit

resulting from two procedures: (i) the use of a PF along
with Trotterization and (ii) circuit synthesis involving
especially the SK algorithm. When we run the QPE
algorithm, we use circuits effectively represented by con-
trolled applications of the unitary U(t), that is, the quan-
tum circuit implementation of the QPE algorithm is de-
signed to estimate the energy eigenvalues of the effective



Hamiltonian H.4(t) (rather than those of H). Since U(t)
represents a perfect circuit consisting of gates from the
standard gate set, the only additional error incurred is
that associated with the accuracy of the actual phase
estimation in the inference process of the eigenvalues of
).

We aim to bound [Ey — Eq4),0l, which is the differ-
ence between the ground-state energy Fy of H (which
we aim to estimate) and the lowest eigenvalue of
H.(t) (which we actually estimate). According to
Lemma 3 in the supplementary material of Ref. [35],
for any given target error bound €, ||[H — H.g(t)|| < ¢
also implies |Ey — Eeﬂ(t)’0| < €. Moreover, accord-
ing to Lemma 4 in Ref. [35], the assumption that
|lexp (—itH) — exp (—itHoq(t))]] < v(t)t is true for some
nondecreasing continuous function ~(¢) on [0, c0) implies
|H — H.4(t)]] < ~(t). We can use these implications to
deduce a relation between the error in energy estimation
and the errors associated with the Trotter—Suzuki ap-
proximation and the circuit synthesis as follows. Using
the triangle inequality multiple times and the analytic
bounds given in Equations and , we may infer
the following;:

o8

where
L L
ABrgy(t) =7y > Ciiluvl (A12)
1=1 j=l+1

Ciaty15 171,712 V15 |

(A13)

Moreover, by repeated use of the triangle inequality, we
can prove by induction that

llexp (—itH) — [S, ()]"|| = N
= lfexp (—i(t/r) ] =[S, (¢/r)]| lis, o = [3,0] ]| < {LQLl A
< 1 llexp (—i(t/r)H) — S, (t/r)]] r2L = DA forp=2.
— rflexp (—iHT) — S, (7)] (A14)
P Hence, using the triangle inequality, we may infer the
=: ABrgp) ()t (A11) following;:
|
Jlexp (=it = [S, (D] || < Nlexo (=itH) — 18, ()| + |1, (DI = [$, (7)]
< AEpgn(t)t +rLA forp=1, (A15)
AFBErgp(t)t+7(2L — 1)ALum  for p=2.

Thus, according to Lemmas 3 and 4 and Theorem 1 in
the supplementary material of Ref. [35], we can conclude

J

|E0 _ | < AETS[I] (t) + TLAsynth/t
-0 AFErgp)(t) +7(2L — 1)A,um/t  for order-2 PF.

Similar to the approach used in Ref. [35], we define
€1:= AErgp), €2 := LA/t or €2 := r(2L—1)A 0/t
depending on whether we use the first-order or second-
order PF, and €3 to be the error in phase estimation.
For chemical significance, the total overall target error
€ := €1 + €3 + €3 should be at most 0.1 millihartrees, that
is, our ideal overall error budget is ¢ = 10~* hartrees.

(

that the error in the ground-state energy that results
from such a simulation is at most

for order-1 PF, (A16)

(

The split of the total error budget into three parts is non-
trivial; in our QRE analysis, we have treated €7, €5, and
€3 as parameters and optimized the error budget alloca-
tion to these three parts so as to minimize the expected
T gate count.

Finally, to determine an appropriate evolution time
for the unitary exp (—itH), we require that the phase



that we estimate using QPE, 0 := Eyt (where Ej is the
ground-state energy), is within [0, 27]. Since we do not
have knowledge of the eigenvalues of H, we require that
||H||t < 2m. As we do not have knowledge of the spectral
norm of the Hamiltonian (which is equal to the largest
eigenvalue) either, we use I := >, || > ||H|| and choose
t =27 /T < 2x/||HJ. This choice of ¢ implies that, when
using the first-order Lie-Trotter formula, the number of
Trotter slices is given by

L L
: C, .
= max {1’ ’VWZZJ Z]:z+1 5J|’Y£’YJ|-‘ } (A7)

L
€1 Ze:1 |ve=1]

which directly follows from Equation . A similar
expression for r can be derived when using the second-
order Trotter-Suzuki formula by using Equation .
The parameters r and L determine the size of the logical
quantum circuits. From the knowledge of r and L, we can
also infer the error budget per gate for the SK algorithm
as defined in Equation , that is,

_J2mey/(rLl)
Asynth <= {QWEQ/[T(2L - l)r]

for order-1 PF,
for order-2 PF.

(A18)
Estimations of Trotter errors via rigorous analytic upper
bounds can be loose, which can result in overestimating
the number of Trotter slices by many orders of magni-
tude. For this reason, several recent studies instead have
attempted to predict the number of Trotter slices prac-
tically required using various heuristics, such as those
based on Monte Carlo sampling. Following this trend,
we have conducted an additional empirical QRE analysis
based on more-realistic Trotter numbers that we inferred
through extrapolation. More concretely, we empirically
computed the Trotter error ||exp (—itH) — [S2 (7)]"| via
full numerical computations for p-benzyne Hamiltonians
pertaining to small active spaces HL+n for n = 0, 1, 2.
We inferred the corresponding required evolution time 7
for a single Trotter slice and the associated Trotter num-
ber 8 := 1/7 to satisfy an error budget associated with a
constant accuracy in the energy estimation. Based on the
obtained data, we then inferred the approximate scaling
of B as a function of the number of active spin orbitals.
We found the inferred scaling to be consistent with the
results of a prior empirical study based on Monte Carlo
sampling [209]. Based on the deduced scaling, we have
estimated [ values for larger active spaces via regression.

3. Propagation of errors in qubitization

In the qubitization approach, there are three main
sources of error, as in [I127]. The first arises from truncat-
ing the small eigenvalues of the double-factorized Hamil-
tonian, but by keeping track of the value of the trun-
cated eigenvalues it is possible to bound the 2-norm dif-
ference between the original Hamiltonian an the trun-
cated Hamiltonian. The second source of error arises
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from approximations in the implementation of the qubiti-
zation operator, and can be decomposed into two terms.
Namely, when approximating coefficients used during the
summing of operators in the LCU decompositions, as well
as in the rotation angles in the diagonalization operations
in the innermost decomposition of the double factorized
Hamiltonian with finite bits of precision. However, by
increasing the number of bits used to implement these
operations the error terms can be driven to zero. The
final contribution to the error is the imprecision in the
QPE, as in the PF approach, but this error and requi-
site number of logical ancillary qubits can be bounded
using the total number of repetitions of the qubitization
operator.

At the logical level, it is possible to breakdown the
error in QPE of the qubitization approach as in Equation
(23) of [64]. Namely, the output energy of the QPE is
within

2
AFE < )\\/<27:n) + (ey + 7T6QPE)2 (Alg)

of the Hamiltonian used in the qubization approach,
where ) is the 1-norm of the Hamiltonian, m is the num-
ber of bits in the QPE, eqpg is related to the error in
implementing the QPE and is usually negligable, and ey
is related to the 2-norm difference between the qubitiza-
tion operators of the double factorized Hamiltonian and
its implementation.

Following the analysis from [64], we can bound the
error contributed from the finite bit precision approxi-
mations. The error in the qubitization operator is given
by

€< ||€Z arccos(H/\) _ ei arccos(I:I/)\)”
< || arccos(H/\) — arccos(H /\)||

- (2p — 1) N
< Z A2p+1 T ”Hzpﬂ o H2p+1”
= Il

2 () (A20)

The term || H*P*" — H2 1 | can be bounded by (2p +
V([ — H| + | H|)* (| H — H)), giving us

(2p+ 1)(1H — H|)**!

> (2p — 1!
€< Z 2p+1
£ AL (2p + 1)(2p)!!

~ 2
1_CW%WH—M>
A

Let ' = ||H—H|. Solving for T in the above inequality,
we obtain

R 1/2
_lE- A

<M (A21)

(A22)

< _\V2AE (_HHIP)
r T a(1+45) =)



Thus, if we aim the error contribution from implement-
ing qubitization to be within AFE, then we must choose
the bit precisions to be large enough that the 2-norm
difference satisfies the above.

Appendix B: Quantum resource estimations
using TopQAD

Once a target logical quantum circuit has been gener-
ated, we construct a fault-tolerant architecture that can
implement this circuit to conduct a QRE analysis us-
ing the TopQAD toolkit [99]. The software’s approach
to creating a fault-tolerant architecture is described in
Ref. [50]. For a given quantum circuit and success prob-
ability, we generate an architecture that would feasibly
run the computation at the requisite precision. This ar-
chitecture is one that allows us to estimate the resources
required for a specific quantum circuit using hardware
that can implement a rotated surface code layout. By
abstracting the hardware away, we are able to focus on
the layout and from there construct an architecture that
can be used to implement those operations required for
FTQC.

1. The compilation process

The main idea behind this construction is to trans-
form the given circuit into an optimized sequence of
7m/8 Pauli rotations, and then to process these rota-
tions using multi-qubit lattice surgery to connect distant
qubits [28, [49, 5I]. These 7/8 Pauli rotations can then
be implemented on the underlying architecture, where
magic states are distilled and consumed through specific
applications of lattice surgery. This procedure results in a
very nontrivial simultaneity condition, as the bus qubits
used in the lattice surgeries can only be used for a sin-
gle rotation at a given point in time. Additionally, there
are several conditions for how the bus qubits can interact
with qubits storing data for the circuit, leading to com-
plications in the underlying architecture. However, once
these conditions have been taken into account, various
classical scheduling processes can be used to generate the
necessary schedule of operations that we then implement
via lattice surgery.

The pipeline followed to generate the QREs for a given
quantum circuit and a target success probability starts by
transforming the circuit into one in which only Clifford
and T gates are used. This requires some algorithm to
decompose an arbitrary gate into known elements. The
most well-known of such procedures is an implementation
of the SK theorem, which, while efficient in a complex-
ity theoretic sense, is actually quite costly in practice.
A different procedure with slightly less applicability is
the RS algorithm, which results in significantly shorter
circuits. Additionally, such implementations quickly be-
come a bottleneck in terms of the reachable error rates, as
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the per-gate error budgets for the SK algorithm quickly
approach machine precision.

Given that the architecture considered requires that
quantum operations are represented by Pauli rotations,
the next step is to transpile the circuit consisting of Clif-
ford and T' gates into a circuit consisting of Pauli rota-
tions. The circuit described in the Clifford + T gate set
is first converted to a sequence of w/4 (Clifford) and 7/8
(non-Clifford) Pauli rotations according to the conversion
rules described in Ref. [28]. After conversion, a procedure
is run to remove the Clifford operations from the cir-
cuit using commutation rules, leaving only 7/8 rotations.
This procedure can be run efficiently using the symplectic
representation of Clifford gates [5I]. Additionaly, since
commutable 7/8 rotations can be reordered such that
adjacent 7/8 rotations with same axis of rotation can
be combined, this allows us to perform operations cor-
responding to multiple rotation commutations in a sin-
gle step effectively reducing the T' count. As discussed
in Ref. [51], this transpilation procedure drastically de-
creases the overall running time of the circuit even if the
resulting circuit makes the operations less parallelizable
due to its increased density.

2. The assembly process

At this point, we have constructed a logical circuit tai-
lored to an implementation on a surface code encoding
logical qubits. The next step in the pipeline to generate
the QREs is the assemble of the structures required for
FTQC that will allow the scheduling of the 7/8 Pauli
rotations in the circuit. As illustrated in fig. the
architecture considered for the scheduling of the logical
operations features a core processor, comprising a mem-
ory fabric with two-tile two-qubit patches of data qubits
and an auto-correcting buffer, which is connected to the
MSF using bus qubits, mirroring the configuration used
in Ref. [28§].

Central to our approach is the utilization of a multi-
level MSF for magic state distillation, where the fidelity
of magic states undergoes iterative enhancement across
successive distillation levels. Low-fidelity magic states
are created from operations on physical qubits at magic
state preparation units following a magic state prepa-
ration protocol [97, 98| as described in Then, at
each distillation level, the MSF used the lower-fidelity
magic states to create higher-fidelity magic states that
are dispatched to a dedicated area where magic states
can be enlarged to the required code distance that in-
terfaces with the next round of distillation. A 15:1 dis-
tillation protocol is assumed to be used by the distil-
lation units at all levels due to its capacity to improve
magic state fidelity in O(P3), where Pr is the logical er-
ror rate for input magic states [49]. The uppermost level
of the MSF connects to the memory fabric via a buffer
space that allows magic states to be temporarily stored
before being consumed within the memory fabric. This



space is designed to incorporate auto-correcting buffers,
named for their capability to execute corrective measures
concurrently with magic state consumption, notably en-
abling the auto-correcting of 7/8 operations. The auto-
correcting buffers and the memory fabric comprise the
core processor of the device.

The scheduling methodology employed in the studied
topological architecture is presented in Ref. [51] and ad-
dresses the sequencing of operations and the allocation
of logical resources required for establishing connections
between distant qubits in the core processor as needed.
Due to the reduced parallelization potential of the 7/8
operations, we assume a serial scheduling is employed in
the QREs presented here. If nonrestrictive availability
of magic states is ensured, and considering that the ex-
pected time to execute a 7/8 rotation is equal to one
logical cycle because of the auto-correcting buffers, the
minimum number of logical cycles required to execute
the entire circuit in a serial scheduling is equal to its T
count, ignoring the warm-up time. Each logical cycle re-
quires performing d.,.. parity checks, where d o is the
code distance of the logical qubits in the core processor,
each taking a time Thy + 475 + 211 4+ Ty + tg, consid-
ering the measurement time t;;, the reset time tg, the
single-qubit gate time t;, and the two-qubit gate time
to. Therefore, while it is easy to generate time estimates
for circuits scheduled in serial, generating the space es-
timates require creating a MSF with enough distillation
units capable of distilling magic states quickly enough to
keep the core processor constantly busy.

The assembler of the quantum architecture described
requires minimizing the space (i.e., the physical qubits
required) under a given error budget. The decisions to
be made are related to sizing the components of the ar-
chitecture, i.e., the core processor and the MSF, while
ensuring fault tolerance. The given error budget is dis-
tributed between errors that arise in the execution of
quantum operations in the core processor, Fcore, and in
the distillation of magic states in the MSF, Fysp. There-
fore,

Ecore + Emsf < L. (Bl)
The errors of the core processor and the MSF are modeled
and predicted following the pipeline described in [50].
Since we provide QREs for the case with a never idling
core processor, the accumulated errors in the core are
only resulting from the Clifford operations required for
the multi-qubit lattice surgeries performed and the pro-
tection of the idling data qubits while lattice surgeries in-
volving other data qubits are occurring in the core. The
accumulated errors in the core processor is approximated
as

Ecore ~ (2Q + V 8Q + 29)T’emem7core-

which assumes that all (2Q + /8Q + 29) logical qubits
in the core processor (approximated size of the mem-
ory fabric and buffer) following the design presented in

(B2)
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Figure where ) is the number of data qubits in
the circuit, are susceptible to result in an error with
probability emem,core during all the T' logical cycles re-
quired to run the circuit. The error rate emem,core iS
derived from emulations of the FTQC protocol for quan-
tum memory. These emulations establish the correla-
tion between code distance and logical error rates based
on a given choice of physical parameters, resulting in a
predictive model obtained by regression from numerical
simulations at low code distances, using efficient stabi-
lizer circuit simulators [102] following the descriptions in
Section [[ITB] In the MSF, the error rate of output magic
states is resulting from the preparation, distillation and
expansion procedures. Following [50], considering epyep
as the error rate for the magic states prepared from physi-
cal qubits and that the Clifford and growth accumulated
errors can be approximated to the memory errors, i.e.,
Ecliff = €grow = €mem, the magic state error rates of the
entire MSF using 15:1 distillation units can be calculated
recursively as follows:

e Input to level 1: ein 1 = €prep;
e Output from level [ for all [ € {1,...,L}:

3 .
€out,l = 356111’[ + 7~1emem,la

e Input to level [+ 1 for all l € {1,...,L}:
€in,l+1 = 1-— (1 - eout,l)(l - 6mem,l)-

Therefore, the error rate of the magic state input to the
COre ProCessor iS ecore = €in,,+1 for an MSF with L distil-
lation levels. Given that T magic states needs to be dis-
tilled for the entire execution of the quantum program,
we have that

Enst = €cored. (BS)
The choice of hardware parameters to determine the re-
quired number of distillation levels L and code distances
di,¥Vl € 1,..., L+ 1, which includes the core processor as
Il = L+ 1, is such that it must reach the target logical
error rates based on Equations (B1)) to (B3]). The process
followed to make these decisions is described in Ref. [50].
In summary, the core processor’s code distance dyyq is
minimized, assuming Fs = 0. Then, it sets the first
level code distance d; considering the residual error bud-
get left after the core level logical encoding is decided,
ie., Fhgt < E— Ecore. Next, it determines the number of
distillation levels L required to meet the magic state error
rate requirement e.... derived from for the residual
error budget. Finally, if L > 1, it calculates the code
distances d; for all levels that can meet the error bud-
get using the minimum number of physical qubits across
the whole architecture. Once these decisions have been
made, the assembler determines the number of distilla-
tion units required for a steady flow of magic states to
the core processor such that the distillation rate of magic



states output from the MSF matches the consumption
rate of magic states in the core processor.

While it is possible for each distillation level to contain
only a single distillation unit, such a configuration intro-
duces significant idling time, thereby prolonging the ex-
pected runtime of executing quantum circuits in our pro-
posed architecture. In addition, although having fewer
units implies that there are fewer logical qubits, this so-
lution potentially increases physical space requirements
due to the larger code distances resulting from the ad-
ditional overhead incurred from logical operations ex-
ecuted on data qubits to mitigate decoherence during
idling time [50].

3. Comparison with the AzureQRE toolkit

To provide additional logical and physical resource es-
timates, we use the Azure Quantum Resource Estimator
(AzureQRE) [112, 210]. We used the surface code op-
tion within AzureQRE and the hardware parameters of
Table [] and estimate the resources required only for the
double-factorized qubitization algorithm. We refer the
reader to Refs. [2I0] and [49)] for full details about the
architectural assumptions, but briefly highlight Azure-
QRE assumes a 2D nearest-neighbor layout which has the
ability to perform parallel operations and utilizes 15-to-1
magic state distillation. We show the results for physical
resource estimates in Table [VI, where we have also in-
cluded the results from TopQAD’s resource estimates for
the DF qubitization algorithm in Table [[V]for easy com-
parison. Compared with the estimates based on TopQAD
presented in the main text (see Section , AzureQRE
finds that the baseline parameter set is not below the sur-
face code threshold, specifically because of the measure-
ment error rate. The TopQAD suite’s QRE pipeline in-
cludes more-advanced FTQC protocols, including magic
state factories and space-time trade-offs [50] compared
with those implemented in AzureQRE. For the target
and desired hardware parameter sets, TopQAD’s esti-
mates are about an order of magnitude lower in terms
of the number of physical qubits and by around a factor
of 3 lower in terms of the runtime than AzureQRE, due
to its use of more advanced FTQC protocols.

Appendix C: Double-factorized quantum chemistry

The standard quantum chemistry Hamiltonian is

H = Zh”a Uio + Z h”klaw ]pakpalo., (C1)

ij,0 zjkl op

where h;; and hgjr; are the one- and two-electron inte-
grals, ¢ and p index spin, and ap, are fermionic cre-
ation and annihilation operators. To implement the time
evolution of this Hamiltonian on a quantum computer,
double-factorization can be used as a resource-efficient
alternative to Trotterization [21T].
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The fourth-order Coulomb tensor h;jr; can be writ-
ten as a N2/4 x N2 /4 electronic repulsion integral (ERI)
matrix, A, where N, is the number of spin orbitals. A is
positive semi-definite and generally has a rank L = O(N)
for chemical systems. We can diagonalize A, leading to
a decomposition in terms of an auxiliary tensor £ such
that [212):

A= ZN

Each matrix £ can then be be further decomposed,

L—-1N/2-1

Z Z E a akaTal

0=0 ijkl=0

(C2)

giving a set of eigenvalues {)\%)} and a diagonalizing uni-
tary U@ . This leads to the double-factorized form of the
Hamiltonian Hpp:

Hpr = Zﬁija'ira-aja‘f'

iJ,0

+-= Z Z Z )\(e) Um ZUr(,f)Jamajg ,

ij,o0 m
(C3)

where iLZ‘j = hyj — % >, hiuj comes from the reordering of
the creation and annihilation operators. By truncating
some of the eigenvalues, a low-rank approximation can
be obtained. There exists efficient walk operators, W,
which implement this Hamiltonian as a quantum circuit,
as described in Ref. [211].

Appendix D: Runtime of classical algorithms for
quantum chemistry

To provide realistic estimates of the classical resources
required for various classical quantum chemistry algo-
rithms, we extrapolate the results of recent publications
that use full configuration interaction (FCI) [I40] and
density matrix renormalization group (DMRG) [I130].
For the FCI calculations, we note that Ref. [I40] re-
ports running their largest system of C3Hg in an STO-
3G basis, which has 26 electrons in 23 orbitals, a cal-
culation involving 1.3 trillion determinants, took 113.6
hours using 512 processes, a total of around 58k CPU
hours. Assuming quadratic scaling with number of de-
terminants (O(N2,,)) scaling for the FCI algorithm, we
use this single data point to compute a realistic prefac-
tor for the computational time scaling. Note that the
number of determinants scales exponentially with num-
ber of orbitals. We then take the worst-case number of
determinants for each number of orbitals, where the num-
ber of electrons (V) is equal to the number of orbitals
(N,), and calculate the total number of determinants as
Nger = (NO!/(NO — Ne)!Ne!)2 and, assuming a factor of
1000 in parallelism, compute the time for various num-
bers of orbitals, consistent with the 512 CPUs used in
Ref. [140].
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Baseline Parameter Set (A = 2.34)

Target Parameter Set (A = 9.3)

Desired Parameter Set (A =~ 18)

Target N 7+ Phys. Phys. QEC code 7+ Phys. Phys. QEC code  # Phys. Phys. QEC code
error € * °P qubits time distances qubits time distances qubits time distances
< 6 - - - 1.2x107  28.8 minutes 7 4.1x10% 16.1 minutes 43
EE 18 - - - 2.4x107 1.2 days 91 7.8x10%  15.7 hours 51
E:J o 26 - - - 3.3x107 4.8 days 95 1.0x107 2.7 days 53
o — 76 - - - 1.0x108 1.4 years 111 3.2x107  289.0 days 63
[}
!
N
< < 6 - - - 1.6x107 6.1 hours 85 5.0x10° 3.4 hours 47
ma 18 - - - 3.0x107 15.0 days 97 9.4x10° 8.5 days 55
- 26 - - - 4.1x107  62.1 days 103 1.3x107  34.4 days 57
S 76 - - - 1.3x10%  21.0 years 119 4.0x107  11.8 years 67
] 6 | 1.5x107 5.4 minutes 25, 61| 75 1.6x10% 1.2 minutes 23 | 27 8.9%10° 57.6 seconds 17| 21
E 18 | 4.9x107 2.2 days 15,33, 75|91 4.0x10°  12.4 hours 11,29 | 33 2.1x10°  10.2 hours 21| 27
o p 26 | 6.0x107  10.0 days 15, 33, 87 | 103 5.5x10° 2.3 days 11, 31|37 2.8x10° 1.7 days 23 | 27
é ~ 76 | 1.2x10% 2.6 years 17, 37,93 | 109  1.5x107  234.1 days 13,3343 8.0x10°  168.8 days 27 | 31
&
2 < 6 | 2.3x107  12.6 hours 29, 77| 91 3.0x10° 2.7 hours 11,2731  1.4x10° 2.2 hours 21|25
m& 18 | 5.8x107  30.8 days 15, 35, 91 | 105  5.1x10° 6.5 days 13,3135 2.6x10° 5.4 days 23 | 29
— 26 | 7.9x107  132.1 days 19, 35,85 | 115 6.8x10° 28.5 days 13,31 |39  3.4x10° 21.2 days 25 | 29
S 76 | 1.5x10%  28.5 years 17, 41,99 | 119 1.8x107 6.5 years 15,35 | 43 9.8x10° 5.0 years 29 | 33

Table VI: Physical resource estimates generated by TopQAD [99] and AzureQRE [112] for implementing the QPE algorithm on
electronic-structure quantum circuits associated with the p-benzyne and FeMoco molecules, for two precisions in energy estimation: qualitatively
accurate computation within a target error 1.0 mHa, and quantitatively accurate computation within a target error 0.1 mHa, respectively, using a
circuit-level error budget of 0.01 using the double-factorized qubitization algorithm. We report estimates for the physical wall-clock time and the
number of physical qubits required for fault-tolerant implementations of the QPE algorithm for electronic spectra associated with various
molecular active spaces with sizes specified by the number of orbitals No;,. The data for Ny, = 6, 18,26 correspond to active space selections
HL+2,8,12 (using HL+n to denote “HOMO—n and LUMO+n"; see Appcndix for an explanation of these terms) for p-benzyne using the
6-31G basis to represent the fermionic orbitals; the data for Noyp, = 76 pertains to the active-space model for FeMoco proposed in Ref. [36]. In
addition, we also report the QEC code distances that are required for running the corresponding circuits fault-tolerantly. Here, physical resources
are reported only for the quantum circuits based on running the DF qubitization algorithm. The associated resource requirements are reported
for three hardware specifications, namely, baseline, target, and desired hardware (A1s model), as summarized in Table[l] Note that the symbol “-”
represents that AzureQRE estimates that the baseline parameter set is above the QEC threshold.

For the DMRG calculations, we assume cubic scaling
with bond dimension (O(x?)). Note that there is no
definitive scaling of bond dimension x with number of or-
bitals for generic quantum chemistry problems, but it is
generally expected to scale exponentially for strongly cor-
related systems. Ref. [130] reports estimates of the neces-
sary bond dimension for various homogeneous catalysts
as well as runtimes for smaller bond dimension DMRG
calculations. Using the data in Table 3 of Ref. [130],
specifically the data which was run on a computer clus-
ter, we fit parameters ¢ and b in the scaling function
f(x) = ax® + b and then use those coefficients to predict
the runtime necessary for the reported bond dimensions
necessary to reach chemical accuracy, assuming a factor
of 100 parallelism, consistent with the 40 CPUs used in
the Ref [130].

Appendix E: Circuit-level noise model

We employ a circuit-level depolarizing noise model for
the benchmarking and sensitivity analysis simulations
in Section [[ITB] It consists of three types of errors: gate
errors, idling errors, and state preparation and measure-
ment (SPAM) errors, where the strength of each type is

determined from the hardware noise parameters, such as
those found in Table [l

Imperfect gates are modeled by adding a depolarizing
noise channel at rate p to the gate qubits after the ap-
plication of each gate. For one-qubit gates, the noise
channel randomly applies one of X, Y or Z, each with
probability p/3. Similarly, for two-qubit gates, the noise
channel applies one of the 15 two-qubit non-identity Pauli
gates, each with probability p/15. The rate p is deter-
mined by utilizing the formula for the depolarizing chan-
nel’s average gate fidelity,
(2n — 1)2"

22n — 1
where n is the number of gate qubits.

Any qubit that is idling experiences an error, depen-
dent on both the decoherence time 77 of the qubit and
the time ¢ it takes to apply the gate(s) to the active
qubits. The error is modeled with a single-qubit depo-
larizing noise channel with rate equal to

= 3fi-mo(4)]

The errors in state preparation and reset are captured
by assuming that with rate p the orthogonal state is pro-
duced, i.e., |0) is prepared instead of |1) and vice versa.

Fdep,n =1- D, (El)

(E2)
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Similarly, measurements in the Z basis are flipped at rate from which we directly determine the rate p = 1— Fspam-
p. In all three cases the fidelity of the operation is

P(0[0) + P(1]1)

T, (3)

Fspam =



