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We report results from an analysis aimed at detecting the trispectrum of the kinematic Sunyaev-
Zel’dovich (kSZ) effect by combining data from the South Pole Telescope (SPT) and Herschel-SPIRE
experiments over a 100 deg2 field. The SPT observations combine data from the previous and
current surveys, namely SPTpol and SPT-3G, to achieve depths of 4.5, 3, and 16 µK-arcmin in bands
centered at 95, 150, and 220 GHz. For SPIRE, we include data from the 600 and 857 GHz bands. We
reconstruct the velocity-induced large-scale correlation of the small-scale kSZ signal with a quadratic
estimator that uses two cosmic microwave background (CMB) temperature maps, constructed by
optimally combining data from all the frequency bands. We reject the null hypothesis of a zero
trispectrum at 10.3σ level. However, the measured trispectrum contains contributions from both
the kSZ and other undesired components, such as CMB lensing and astrophysical foregrounds, with
kSZ being sub-dominant. We use the Agora simulations to estimate the expected signal from CMB
lensing and astrophysical foregrounds. After accounting for the contributions from CMB lensing and
foreground signals, we do not detect an excess kSZ-only trispectrum and use this non-detection to
set constraints on reionization. By applying a prior based on observations of the Gunn-Peterson
trough, we obtain an upper limit on the duration of reionization of ∆zre,50 < 4.5 (95% C.L). We
find these constraints are fairly robust to foregrounds assumptions. This trispectrum measurement
is independent of, but consistent with, Planck’s optical depth measurement. This result is the first
constraint on the epoch of reionization using the non-Gaussian nature of the kSZ signal.

Introduction . — The kinematic Sunyaev-Zel’dovich
(kSZ) effect originates when electrons with bulk motion
Compton-scatter cosmic microwave background (CMB)
photons [1]. Detecting the kSZ signal can provide cru-
cial insights on both structure formation [2, 3] and the
physics of reionization [4–9]. This is because the source
of the kSZ signal can be decomposed into two main cat-

egories: a low-redshift (z <∼ 3) component referred to
as homogeneous- or post-reionization kSZ and a high-
redshift (z >∼ 6) component referred to as inhomogeneous
or reionization-kSZ. The post-reionization kSZ signal is
due to the bulk flow of halos with free electrons in the
local Universe. The reionization kSZ, on the other hand,
is due to motion of the ionized bubbles containing free
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electrons during the epoch of reionization (EoR). Several
observations [e.g, 10–12] suggest that the energetic ul-
traviolet light from the first stars and galaxies at z >∼ 6
was responsible for ionizing the neutral hydrogen in the
early Universe—although more data is required to pre-
cisely understand the process, timing, and duration of the
EoR [13]. From the CMB data, besides kSZ, the EoR can
also be probed using the large-scale bump in the CMB
EE/TE power spectra [14]. Measurements of the large-
scale (ℓ <∼ 10) modes from ground-based experiments,
because of the limited sky coverage, will be dominated
by the sample variance which reduces the sensitivity to
the low-ℓ EE/TE reionization bump. In addition to this,
the low-ℓ bump is not sensitive to the details of the pro-
cess of reionization and cannot distinguish between dif-
ferent reionization histories [see Fig. 4 of 15]. Hence, it is
important to explore other probes of EoR, like the kSZ.

The kSZ signals are sub-dominant compared to other
signals in maps of total intensity and detecting them has
proved to be challenging. In the past, the kSZ signals
have been detected through cross-correlation of CMB
maps with galaxy surveys [16–21] but these measure-
ments only probe the post-reionization kSZ signal. Al-
though cross-correlations with high redshift galaxy cat-
alogs are in principle possible for the reionization kSZ,
the expected signal-to-noise (S/N) is small (2−3σ) even
for future Stage-4 experiments because of the difficulty
in obtaining galaxy catalogues at z >∼ 6 [22]. Hence,
forecasts for kSZ constraints on the EoR have typically
relied on kSZ power spectrum (2-pt function) measure-
ments or reconstructions of the optical depth [23]. The
kSZ 2-pt function, however, receives contributions from
both of the kSZ components and disentangling the two
is difficult due to their similar shapes and amplitudes
[24, 25]. The presence of astrophysical foregrounds in
the CMB maps, especially thermal SZ (tSZ) and cosmic
infrared background (CIB) signals, complicates the in-
terpretation of the kSZ power spectrum further as these
foreground signals are much brighter than kSZ [26, here-
after RO23]. As a result, EoR constraints from recent
measurements of the total kSZ power spectrum [27, 28]
have been limited by knowledge of the foreground and
post-reionization kSZ signal.

Smith and Ferraro [29, hereafter SF17] proposed a
novel method of using the kSZ trispectrum (4-pt func-
tion) to probe the physics of reionization [also see 30, 31].
Since the reionization kSZ signal depends on both the free
electron density and the velocity, the small-scale fluctua-
tions in electron density due to inhomogeneous reioniza-
tion will get modulated on larger scales by the velocity
field, leading to position-dependent non-Gaussianities in
the CMB maps. Thus, the kSZ non-Gaussianity arises
due to the large scale correlations of small scale clus-
tering of halos, similar to CMB lensing [SF17]. How-
ever, in our case the large scale correlations are due to
the bulk velocity flow in the Universe rather than due to

gravitational lensing [32]. Although the post-reionization
kSZ also starts out as a non-Gaussian signal at different
epochs, the comoving line-of-sight distance over which it
gets integrated in the local Universe is much larger and
the signal ends up being Gaussian based on the central
limit theorem. This characteristic allows the two kSZ
components to be easily distinguished using the trispec-
trum [see Fig. 2 of SF17]. Despite this advantage, the
constraints on reionization from kSZ 4-pt alone are not
expected to be as competitive as the optical depth mea-
surements from Planck even for future CMB surveys, due
to the degeneracy between the parameters that govern
reionization. However, as demonstrated by Alvarez et al.
[31], the joint constraints from kSZ 4-pt, Planck primary
CMB, and kSZ 2-pt can effectively break that degener-
acy, resulting in a significant improvement on reioniza-
tion compared to what can be achieved individually by
any of these probes.

In this work, we present results from an analysis aimed
at detecting the kSZ trispectrum using CMB tempera-
ture maps obtained by combining South Pole Telescope
(SPT) and Herschel-SPIRE datasets. The observed
trispectrum receives a contribution from reionization
kSZ but is dominated by CMB lensing and astrophysical
foreground signals. We build a template for the latter
using the Agora simulations [33]. Given the difficulties
in correctly modeling the foreground signals and the
lower amplitude of the kSZ signals compared to the
other undesired signals, we adopt different strategies
to handle the foregrounds. In the baseline case, we
marginalize over the amplitude of the CMB lensing and
foreground signals. We also take the approach of fixing
the CMB lensing and foreground signals. In neither
case do we observe an excess kSZ trispectrum. We
use this non-detection along with a prior based on the
measurements of the Gunn-Peterson (GP) trough to set
upper limits (95% C.L.) on the duration of reionization
∆zre,50 corresponding to the difference in redshifts at
which the Universe has been 25% and 75% reionized. We
show that our results are consistent with Planck’s optical
depth measurement. We do not combine our results with
the kSZ 2-pt measurements from the literature [27, 28]
owing to assumptions made about foregrounds and the
post-reionization kSZ signals made in those works.

CMB maps. — This work uses data from two
different experiments: SPT [34, 35] and Herschel-SPIRE
[36, 37]. For SPT, we use data from two surveys: SPTpol
[38] and SPT-3G [39–41]. The SPTpol observations were
carried out between 2012 and 2016, and in this work
we only use the 150 GHz observations [42] since the
noise level of 95 GHz SPTpol is roughly ×3 higher than
the equivalent SPT-3G data. The SPT-3G observations
used in this work were carried out between 2019 and
2020, and we include data from all the three bands:
95, 150, and 220 GHz. After combining SPTpol and
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SPT-3G, the map depths for the three bands are: 4.5,
3, and 16 µK-arcmin respectively. For Herschel-SPIRE,
we use the data from 600 GHz (500 µm) and 857 GHz
(350 µm) bands. Since Herschel-SPIRE is primarily
used for CIB mitigation and since the CIB-decorrelation
between SPT bands and Herschel-SPIRE’s 1200 GHz
(250 µm) band is high [43], we do not use the 1200
GHz band in this work. We limit the SPT footprint in
this work to the region that has overlap with Herschel-
SPIRE, which is a roughly 100 deg2 region centered
at (RA, Decl.) = (23h30m, -55◦). We provide details
about the data processing in the Appendix. In short,
the raw SPT data is filtered and binned into maps
with a pixel resolution of 0.′5. The effect of filtering is
accounted for by using the transfer function (TF) calcu-
lated from simulations. The individual frequency maps
are then calibrated by cross-correlating with Planck.
The SPIRE and calibrated SPT maps are combined to
produce a minimum-variance (MV) map which has an
unbiased response to CMB temperature. This is done
using a scale-dependent linear combination technique
[44], and we refer to the product as the MV-LC.

K̂(n̂) and ĈKK
L measurements. — We briefly de-

scribe the methods to extract reionization kSZ infor-
mation from the CMB maps and refer the reader to
Appendix B for more details. Following the work of
SF17, we develop a quadratic estimator (QE) to recon-
struct K̂(n̂) which captures the degree-scale correlations
of small-scale clustering of the kSZ signal. The desired
kSZ trispectrum ĈKK

L = δ(L− L′)K̂LK̂
∗
L′ is the power

spectrum of the reconstructed K̂(n̂) map [SF17] after re-
moving an estimate of the mean-field which arises due to
masking. For ĈKK

L measurement, we set a bin width of
∆L = 50 in the range L ∈ [50, 300]. Besides the desired
kSZ signal and the mean-field, the reconstructed map re-
ceives contributions from the following: N̂

(0,KK)
L which

is the Gaussian disconnected piece arising due to chance
correlations of the two CMB maps used in the QE; and
the systematics from CMB lensing and foregrounds. We
use AMBER (Agora) simulations to model the reioniza-
tion kSZ (CMB lensing and foregrounds) and assume a
Gaussian likelihood to derive constraints on reionization.

The left panel of Fig. 1 shows the K̂(n̂) reconstructed
from a single non-Gaussian simulation run while the right
panel is for data. We note that the statistical properties
look qualitatively similar between the panels. The sim-
ulation includes CMB, foregrounds, and noise but does
not contain the reionization kSZ signal. The similarity
between the simulation and data suggests that our re-
constructed K̂(n̂) should be dominated by N̂

(0,KK)
L and

foregrounds, and the kSZ signal must be sub-dominant.
In Fig. 2 we present the ĈKK

L measurements from sim-
ulations and data. These correspond to the results with
our fiducial filter choices (ℓmin, ℓmax) = (3300, 4300) in
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(n̂
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FIG. 1. Mean-field subtracted K̂(n̂) maps from a single sim-
ulation run in the left panel and data in the right panel. Both
the panels have been smoothed using a Gaussian beam with
θFWHM = 30′. The figure illustrates that our data and sim-
ulations have qualitatively similar-looking features. The sim-
ulation only contains CMB, foregrounds, and noise. It does
not include the reionization kSZ signal. The similarity of the
simulation with the data map suggests that the reconstructed
K̂(n̂) is dominated by N̂

(0,KK)
L and foregrounds. We also pro-

vide quantitative comparison between the data and the sim-
ulations in the text.
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4 ]

N̂(0,KK)
L

Simulations (ĈKK
L,sys)

Data: SPT+Herschel-SPIRE

1 5 10 15
∆zre,50

kSZ: zmid
re = 7.69

FIG. 2. Reconstructed ĈKK
L signals: The violins represent

the scatter in the measurements from the 100 non-Gaussian
(reionization kSZ-free) simulations in each L bin and green
data points represent data. The mean of all the simulations
(ĈKK

L,sys) is shown in black. The band around the black curve
indicates the systematic uncertainty in the template obtained
by scaling the tSZ signal in the input simulations by ±20%.
For each curve, the estimate of N̂

(0,KK)
L (blue dash-dotted

curve) has been removed. For reference, we also show the
expected kSZ signal from AMBER simulations for zmid

re = 7.69
and different values of ∆zre,50 in shades of orange. From the
figure, it is evident that the data is consistent with the non-
Gaussian simulations, which do not contain any reionization
kSZ signal, in agreement with the K̂(n̂) maps in Fig. 1.
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Eq.(1). The result from data (green circles) is consis-
tent with the distribution of the simulations represented
by the violins. With our data, we reject the null hypoth-
esis of a zero trispectrum at 10.3σ. This raw S/N has
been calculated just with the Gaussian covariance Σ̂KK

Gau

in Eq.(5). The mean of all the simulations, which we use
as the estimate of ĈKK

L,sys is the black solid curve. The
semi-transparent band around the mean is the system-
atic uncertainty in ĈKK

L,sys obtained by scaling the tSZ
signal in the input simulations by ±20% roughly consis-
tent with the uncertainty in the hydrostatic mass bias
parameter [45]. The impact of this systematic on our
constraints is presented in Fig. 3 and Fig. 5. The change
in the results is only marginal if we scaled the CIB instead
of the tSZ. The blue dash-dotted curve is N̂

(0,KK)
L cal-

culated using 250 simulations, and it has been removed
from all the other curves in the figure. The error bars in-
clude contribution both from the scatter in the Gaussian
N̂

(0,KK)
L and the non-Gaussian signals. For reference, we

also show the expected kSZ 4-pt function signal in shades
of orange. These assume a fixed midpoint zmid

re = 7.69
and different values of duration ∆zre,50 ∈ [1, 15].

The probability to exceed (PTE or p-value), obtained
by comparing the individual simulations (distributions
shown using the violins) and data (green) with the ĈKK

L,sys

template (black) and computing p = χ2
sims ≥ χ2

data is
p = 0.23 indicating the consistency between the data
and the simulations. Note that, similar to Fig. 1, the
simulations do not include the reionization kSZ signal.
This suggests that the reionization kSZ signal must be
sub-dominant compared to N̂

(0,KK)
L and 4-pt function

contributions from CMB lensing and foregrounds ĈKK
L,sys.

Indeed, when we remove the ĈKK
L,sys estimate from data,

the residual ĈKK
L measurement is consistent with a null

signal with p = 0.39.

Reionization constraints. — We compare the ĈKK
L

measurements obtained above to the expected kSZ sig-
nal from AMBER to place constraints on the EoR pa-
rameters. We fit for three parameters [zmid

re , ∆zre,50, and
ACMB−FG] where ACMB−FG is the amplitude term for
the Agora ĈKK

L,sys template. In the Appendix, we use
simulations to show that this approach is robust to the
assumptions about the ĈKK

L,sys template and returns un-
biased results on simulated data.

In Fig. 3, we present the constraints on ∆zre,50 and
zmid
re for different dataset combinations. As evident from

the figure, the two parameters are degenerate for the
kSZ 4-pt-only case shown in the 2D posterior. On the
other hand, evidence based on the measurements of GP
trough [10, 11] in the spectra of high redshift quasars
suggest that hydrogen in the Universe must be fully ion-
ized by z ∼ 5 − 6. We use this information to set a
binary GP-based prior (brown) on the reionization his-
tories Xe(z) from AMBER. To this end, we remove re-

5 10

Duration ∆zre,50

5
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15

M
id

po
in

tz
m

id
re

Excluded by
observations of GP trough

0 0.5 1

L: kSZ 4-pt

5 10 15

Midpoint zmid
re

kSZ 4-pt
Planck
GP-prior
kSZ 4-pt + GP-prior
kSZ 4-pt + Planck
All

FIG. 3. Constraints on EoR parameters (∆zre,50 and zmid
re )

for different dataset combinations after marginalising over
ACMB−FG: We present both 2D and 1D posteriors. The two
parameters are highly degenerate for kSZ 4-pt alone, as shown
in the 2D posterior plot. The black line represents the 68%
C.L. joint upper limit to the two parameters in the 2D plot
and the marginalized 1-parameter posteriors in the 1D plots.
The green lines show the analogous curves after applying a
prior based on GP trough measurements which removes re-
gions where reionization ends later than z = 6. For reference,
the GP-prior is shown in brown. We adopt these as our base-
line constraints, and for this case we set a 95% C.L. upper
limit of ∆zre,50 < 4.5. We also show 68% C.L. allowed 2D
regions and 1D posterior curves derived from Planck’s low-ℓ
optical depth measurement (blue dash-dotted curve) and from
combining Planck and kSZ 4-pt with (without) the GP-based
prior in red (pink). The band around the combinations that
include kSZ 4-pt data represents the uncertainties in ĈKK

L,sys

template. To avoid cluttering, we show the band only in the
1d posteriors.

gions in the (zmid
re − ∆zre,50) plane where reionization

ends later than z < 6 by setting their prior to zero. We
define the end of reionization as the redshift at which
Xe(z) > 0.95. The kSZ 4-pt result combined with the
GP-based prior is shown in green, and we adopt this as
our baseline result. For this case, we are able to set an
upper limit on ∆zre,50 of < 4.5 (95% C.L.). Modifying
the GP-based prior to have the reionization end at z < 5
rather than z < 6, slightly increases the upper limit to
∆zre,50 < 5 (95% C.L.).

We also show constraints based on the Planck opti-
cal depth measurement (blue dash-dotted curve) as well
as the kSZ 4-pt measurement + Planck with and with-
out the GP-based prior (pink and red curves respec-
tively) in Fig. 3. As expected, Planck (blue) tightly con-
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strains the upper tail of the midpoint of reionization but
is not sensitive to the duration with an upper limit of
∆zre,50 of < 13.0 (95% C.L.). Adding kSZ 4-pt to Planck
without the GP-based prior (pink) leads to marginal
(< 10%) changes in the results. On the other hand, by
including the GP-based prior to kSZ 4-pt + Planck (red),
we set an upper limit on ∆zre,50 of < 2.6 (95% C.L.) and
obtain zmid

re = 7.4± 0.6. This combination is dominated
by Planck and the GP-based prior, and kSZ 4-pt only
adds marginal improvement, however, and we do not
quote it as our main result.

For the amplitude of the CMB lensing and fore-
ground template, we obtain a best-fit amplitude of
ACMB−FG = 1.25± 0.32. The detection significance for
ACMB−FG is consistent with what we expect from simu-
lations shown in the inset plots of Fig. 4. As shown in
Fig. 5, we do not observe a strong degeneracy between
ACMB−FG and the EoR parameters.

To summarise, we quote the constraint from kSZ 4-pt
with the GP-based prior (green curves in Fig. 3) as
our baseline result and we set an upper limit on the
duration of reionization of ∆zre,50 < 4.5 (95% C.L.).
These are the first constraints on EoR parameters using
the non-Gaussianity of the kSZ signal.

Foreground uncertainties. — In Fig. 3, the band
around the dataset combinations that include kSZ 4-pt
data represents the uncertainties in ĈKK

L,sys propagated
to uncertainties in the parameter constraints. These are
obtained by scaling the tSZ signal in the simulations
by 20% (semi-transparent black band around ĈKK

L,sys in
Fig. 2). As evident from the figure, the uncertainties in
ĈKK

L,sys have negligible effect indicating constraints are
robust to assumptions about the CMB+FG template.
For example, the 95% C.L. of ∆zre,50 changes by ∼ 7%

when the ĈKK
L,sys is modified to take the uncertainties

into account. The above results are for our fiducial
values for (ℓmin, ℓmax) = (3300, 4300) with ∆ℓ = 1000.
We find these values to be optimal both in terms of
S/N and the foreground biases. In the Appendix, we
justify this by discussing the changes to S/N and the
impact of foregrounds when the values of ℓmin, ℓmax,∆ℓ

are modified. We also show that the systematics due to
uncertainties in beam and TF to be negligible.

Conclusion . — In this work, we reported results from
an analysis aimed at detecting the non-Gaussian nature
of the kSZ signal from reionization. We combined data
from SPTpol, SPT-3G, and Herschel-SPIRE surveys in a
100 deg2 field. Using MV-LC map and a QE, we detected
the total trispectrum ĈKK

L at 10.3σ. The measurement is
dominated by N̂

(0,KK)
L bias from the disconnected term,

and the contributions from CMB lensing and foreground
signals. After accounting for these undesired signals, we
do not measure an excess kSZ trispectrum and our re-

sults are consistent with a null signal (p = 0.39). The
results from data are consistent with the expectations
from simulations (p = 0.23). We quantified the biases
due to uncertainties in instrumental beam and TF, and
found them to be negligible. We also thoroughly checked
the biases due to mismatch between the Agora fore-
ground template and data, and found that our results
are robust to uncertainties in both amplitude and shape
of the template.

We found that the constraints on zmid
re and ∆zre,50 are

highly degenerate from kSZ 4-pt alone. Hence, we ap-
plied a loose prior based on GP trough measurements on
the reionization histories from AMBER to remove zmid

re

and ∆zre,50 from the parameter space where the reion-
ization ends later than zend = 6. With this prior, we set
a upper limit (95% C.L.) of ∆zre,50 < 4.5. This result
is independent of, but consistent with, the optical depth
measurement from Planck. This work represents the first
constraints on EoR parameters using the trispectrum of
the kSZ signal.

In the current work, we have used simulations to model
the contributions from lensing and foregrounds. There
are other potential strategies to mitigate them at the ex-
pense of a penalty in S/N . These include bias-hardening
[46–48] and delensing [49, 50], which might be particu-
larly relevant for the future surveys and should be ex-
plored further. Furthermore, we do not include informa-
tion from kSZ power spectrum here, owing to the un-
certainties in the contribution from the post-reionization
kSZ signal to the total kSZ power spectrum. In the
future, however, our understanding about the post-
reionization kSZ signal is expected to improve, thanks
to the synergies between CMB and galaxy surveys. An-
other potential approach is to use the cross-correlation
between CMB and galaxy surveys for “de-kSZing” the
post-reionization kSZ signal [51].

Besides the kSZ measurements, the high redshift mea-
surements of quasars [recently, 52, 53] from JWST [for a
review, see 13], the upcoming 21cm measurements from
experiments like HERA and SKA [54, 55], and the cross-
correlation between multiple probes [for example, 56–58]
are all expected to significantly enhance our understand-
ing of the physics of EoR in the next decade. The kSZ
results are also expected to improve with the upcoming
low-noise multi-frequency CMB datasets; namely from
the full-depth SPT-3G and SPT-3G+ [39, 40, 59], Si-
mons Observatory [60], CCAT [61] and CMB-S4 [62] sur-
veys, which all cover much wider sky area compared to
this work. Interpretation of results from the future mea-
surements will necessitate the development of more kSZ
simulations like 21cmFAST [63] and AMBER [64]; and
also new and multiple realizations of the correlated ex-
tragalactic skies like Agora [33], Sehgal [65], and Web-
sky [66]. The combination of kSZ 4-pt function mea-
surements from the upcoming surveys along with high-
significance measurements of the kSZ power spectrum
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[RO23] and optical depth measurements from LiteBIRD
[67] can help to break degeneracies between zmid

re and
∆zre,50 [31] forming a powerful probe of the epoch of
reionization. This work forms a key first step towards
such future high precision measurements.

The data files and plotting scripts used in this work
are available from this link�.
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APPENDIX

A. Data processing

A.1. Map making

The mapmaking procedure for both the SPTpol and
SPT-3G surveys is similar to previous SPT works [42,
68, 69] and we direct the readers to those works for more
details. Briefly, the time-ordered data (TOD) from each
detector are binned using a flat-sky approximation in the
Sanson-Flamsteed projection [68, 70] with a pixel reso-
lution of 0.′5. We employ the following filtering schemes
to the TOD before binning them into maps. First is the

removal of the common-mode, which corresponds to the
mean signal from detectors in a given band. Next, to re-
move excess noise in the scan direction ℓx, we fit for and
remove a combination of Legendre polynomials (up to
7th order) and sines and cosines (up to an effective high-
pass cutoff of ℓx = 300. Finally, to prevent the aliasing
in the step of binning into map pixels, we low-pass filter
the TOD at a frequency equivalent to ℓx = 13000. The
Herschel-SPIRE maps used in this work are the same as
those used in previous SPT works [43, 71] and we refer
the reader to those works for more details. We calculate
the effect of the above TOD filtering using end-to-end
simulations. We make Gaussian realizations of an under-
lying power spectrum and mock-observe them with our
map-making pipeline. The ratio of the power spectrum
of the output maps over the input maps – filter transfer
function (TF) – captures the effect of filtering. To ac-
count for anisotropic filtering in SPT data, we compute
the TF in the 2D as a function of ℓx and ℓy. We denote
the azimuthal average of the 2D TF as Fℓ. We use 250
mock observations of a white noise power spectrum with
∆T = 10µK-arcmin to estimate the TF. We do not note
significant differences in TF when we replace the white
noise mocks with CMB and foregrounds realizations. The
TF is slightly different at low ℓ for SPTpol and SPT-3G
because of the size of the focal-plane, but the Fℓ is close
to 95% and roughly flat for all the SPT bands in the
range ℓ ∈ [3000, 5000], which is the ℓ range most relevant
to this analysis. For Herschel-SPIRE data, a high-pass
filter along both |ℓx| <∼ 200 and |ℓy| <∼ 200 has been ap-
plied to remove excess large-scale noise. This, however,
has negligible impact on Fℓ which is unity in our de-
sired ℓ range [See Fig. 2 of 72]. The SPT beam window
functions Bℓ are measured by combining dedicated ob-
servations of planets and point source signals from CMB
field data [42, 69]. The real-space beams roughly corre-
spond to Gaussians with θFWHM = 1.′7, 1.′2, 1′ in the 95,
150, and 220 GHz bands, respectively, though we use the
measured Bℓ in this analysis. For Herschel-SPIRE, we
approximate the beams as Gaussian with θFWHM = 36.′′6
and 25.′′2 for the 600 and 857 GHz bands [43].

A.2. Post-map processing

We obtain the calibration factor Tcal for SPT maps by
cross-correlating them with Planck individual frequency
maps. Since the SPT filtering will affect this cross-
correlation estimate, we mock-observe the Planck maps
using our map-making pipeline. The value of Tcal de-
pends on the frequency band and the SPT survey. It

is obtained as Tcal =
CSPT×Planck

ℓ

CSPT−H1×SPT−H2
ℓ

averaged in the

multipole range ℓ ∈ [100, 1500]. Note that we use SPT
observations from the two halves (H1 and H2) to remove
the effect of noise bias.

https://github.com/sriniraghunathan/kSZ_4pt_SPT_SPIRE
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We optimally combine the calibrated maps from SPT
and SPIRE observations using a harmonic space linear
combination technique Sℓ =

∑Nbands

i=1 wi
ℓM

i
ℓ,m [44]. In this

study, we work with a minimum variance MV-LC map
for which the frequency-dependent weights correspond to

wMV
ℓ =

C−1
ℓ AS

A†
SC

−1
ℓ AS

, where Cℓ is the covariance matrix

containing the covariance between maps in multiple fre-
quencies at a given ℓ and has dimension Nbands ×Nbands

and AS = [1...1] is a 1×Nbands vector containing the fre-
quency response vector of the CMB. Since the SPT noise
is anisotropic, with strong features along the scan direc-
tion, we perform this combination using a 2D-LC and
the weights are a function of both ℓx and ℓy modes. We
deconvolve the beams and the TF from individual bands
before the linear combination step and apply an effec-
tive beam (Bℓ,eff) corresponding to the beam of the 150
GHz channel of the SPT-3G survey (B150,SPT−3G

ℓ ) to the
MV-LC map.

The covariance matrix Cℓ = Castro
ℓ +Nℓ receives con-

tribution from both astrophysical signals and the exper-
imental noise terms. For the signal portion Castro

ℓ , we
make use of the Agora simulations. We do not find a
significant difference in the residuals when we switch the
Agora-based covariance to data-based [see Appendix C
and Fig. C4 of RO23]. The noise power spectra Nℓ for
different bands are obtained using sign-flip realizations
[69].

Given that the weights are applied in Fourier space, the
presence of bright point sources and clusters in our maps
can introduce artefacts. Moreover, like in CMB lensing,
source masking can also lead to significant mean-field bias
[73]. To mitigate such effects, we use the inpainting1

technique [73, 74] and reconstruct the primary CMB at
the location of sources and clusters. The radius used for
inpainting depends on the flux level of the source and the
size of the clusters. We inpaint locations of point sources
detected in our maps with S/N >∼ 5 which corresponds
to a flux level of S150 ≥ 2 mJy and clusters detected
with S/N ≥ 4.5. The S/N thresholds are determined
based on a matched-filtering approach to optimally ex-
tract clusters and mm-wave point sources. More details
about the techniques can be found in Archipley et al.
[75], Kornoelje et al. [76]. The masked point sources and
clusters are uncorrelated with the reionization kSZ and,
as discussed in Appendix B.1, we correct the ĈKK

L for
the fsky,lost = 0.18 due to masking. While the masking
slightly (∼ 10%) reduces the S/N , it helps in reducing
the level of the foreground signals significantly. For ex-
ample, in ℓ ∈ [3300, 4300] the point source power drops
by ×10 when we replace the masking threshold from
S150 ≥ 20 mJy to S150 ≥ 2 mJy. Similarly, masking

1 � https://github.com/sriniraghunathan/inpainting

the detected (S/N ≥ 4.5) clusters reduces the tSZ power
by ≥ ×1.5 [77].

B. Methods

B.1 Quadratic estimator for K̂(n̂)

To reconstruct the K̂(n̂), we follow the work of SF17
and develop a quadratic estimator (QE). The QE is sim-
ilar to the one used for CMB lensing reconstruction but
here the estimator looks for the velocity-induced, rather
than lensing-induced, correlation between the otherwise
independent ℓ modes.

The QE works by computing the product of two
Wiener-filtered CMB temperature maps X(n̂) and Y (n̂)
to construct K̂(n̂) = X(n̂)Y (n̂) or equally in harmonic
space as K̂L =

∫
d2ℓXℓY

∗
ℓ−L. The Wiener filter Wℓ is

employed to down-weight the modes contaminated by
sources such as CMB, astrophysical foregrounds, and in-
strumental noise. As mentioned previously, we use the
MV-LC map for both X(n̂) and Y (n̂). Given that the
CMB is much brighter than the kSZ on large scales, we
explicitly zero modes in our maps at ℓ < ℓmin, follow-
ing SF17. Similarly, we also remove the contribution
from small scales ℓ > ℓmax as they are dominated by
foregrounds and instrumental noise. The values used for
ℓmin and ℓmax are different from SF17, though, and are
based on a thorough investigation of the impact of fore-
ground signals as discussed below. The combination of
these bandpass filters and the Wiener filter for the MV-
LC map yields

Wℓ =


CkSZ

ℓ

(CkSZ
ℓ + CCMB

ℓ +NMV−LC
ℓ )

, ℓ ∈ [ℓmin, ℓmax]

0 , otherwise

(1)

where CkSZ
ℓ is the expected total kSZ power spectrum

which we assume to be flat in DkSZ
ℓ ≡ ℓ(ℓ + 1)CkSZ

ℓ /2π
with an amplitude of 3 µK2 [25, 27], CCMB

ℓ corresponds
to the lensed CMB power spectrum calculated using CAMB
[78], and NMV−LC

ℓ is the residual noise and foreground
power spectrum in the MV-LC map. The noise power
spectrum used for NMV−LC

ℓ is calculated using the sign-
flip noise maps from data and the foreground power
spectrum is computed using Agora simulations. We
set ℓmin = 3300 and ℓmax = 4300 as the fiducial val-
ues and discuss more about this choice in the Appendix.
Replacing the flat DkSZ

ℓ power spectrum assumption by
Dℓ = AkSZ

(
ℓ
ℓ∗

)αkSZ with amplitude AkSZ = 3 µK2, pivot
ℓ∗ = 3000, and slope αkSZ = [−1,−0.5, 0.5, 1] results in
negligible < 2% shifts in the final parameter constraints.

The desired kSZ trispectrum ĈKK
L = δ(L− L′)K̂LK̂

∗
L′

is the power spectrum of the reconstructed K̂(n̂) map
[SF17] after removing an estimate of the mean-field that

https://github.com/sriniraghunathan/inpainting
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arises due to masking. We debias ĈKK
L to account for

the above filtering Wℓ, the effective beam Bℓ,eff of the
MV-LC map, TF Fℓ and the sky fraction lost (fsky,lost)
due to masking by dividing the measured ĈKK

L by F̄ 2

where

F̄ = f−4
sky,final

∫
W 2

ℓ B2
ℓ,eff Fℓ d2ℓ

(2π)2

= f−4
sky,final

∫
W 2

ℓ B
2
ℓ,eff Fℓ (2π)ℓdℓ

(2π)2

= f−4
sky,final

∫ (
ℓ

ℓ

)
W 2

ℓ B
2
ℓ,eff Fℓ ℓdℓ

(2π)

and setting
dℓ

ℓ
= dlnℓ, we obtain

F̄ = f−4
sky,final

∫ (
ℓ2

2π

)
W 2

ℓ B2
ℓ,eff Fℓ dlnℓ (2)

with fsky,final =
100
4π

(
π

180

)2
(1− fsky,lost). As mentioned

before, besides kSZ, the measured trispectrum ĈKK
L con-

tains contributions from CMB lensing (CKK
L,κCMB

) and
foreground (CKK

L,FG) signals. There is also contribution
from the Gaussian disconnected piece arising due to
chance correlations of the two CMB maps, which we rep-
resent as N̂ (0,KK)

L to continue with the CMB lensing anal-
ogy. Together, the total measured ĈKK

L can be defined
as

ĈKK
L = CKK

L + ĈKK
L,sys + N̂

(0,KK)
L . (3)

The second term on the right is the systematic
ĈKK

L,sys = CKK
L,κCMB

+ CKK
L,FG + CKK

L,κCMB−FG where
CKK

L,κCMB
is the lensing power spectrum, CKK

L,FG is the fore-
ground trispectrum which consists of both unlensed and
lensed foreground signals, and the CKK

L,κCMB−FG is the
CMB lensing-foreground bispectrum. The foregrounds
correspond to auto- and cross-trispectra from CIB, tSZ,
and radio galaxies. We discuss these contributions in
the Appendix. In this work, we ignore higher-order bias
terms like N

(1,KK)
L , N

(2,KK)
L , N

(3/2,KK)
L , some of which

are important for CMB lensing reconstruction with
current low-noise CMB datasets [for definitions of each
term, see 79]. We calculate the bias terms N̂

(0,KK)
L and

ĈKK
L,sys using simulations described below.

B.2 Simulations

As mentioned before, we use the Agora [33] simula-
tions to model the effects of astrophysical foregrounds
(both lensed and unlensed) and CMB lensing. Agora is
a simulation suite containing correlated multi-component
extragalactic sky maps, namely lensed CMB, CIB, kSZ,
radio, and tSZ. The components are also correlated

across the different bands. It has been generated using
the dark matter particles and halo catalogs from Multi-
Dark Planck 2 (MDPL2, Klypin et al. 80). Note that the
kSZ map in Agora corresponds to the post-reionization
kSZ signal due to halos in the local Universe and not the
reionization kSZ.

To model the reionization kSZ, we use the Abundance
Matching Box for the Epoch of Reionization (AMBER2)
simulation package [64, 81]. AMBER has the capability
to produce the reionization kSZ signal as a function of
the following parameters: midpoint of reionization zmid

re ;
duration3 ∆zre,90; asymmetry of reionization Az with re-
spect to zmid

re ; minimum halo mass Mh
min used for reion-

ization; and the opacity of the ionized bubbles param-
eterized using mean free path λMFP. We find that the
changes in the kSZ 4-pt function are negligible when we
tweak the parameters θ ∈ [Az, log(M

h
min), λMFP] and fix

them to Az = 3, log(Mh
min) = 8, and λMFP = 3[81].

We set the boxsize to 1 Gpc/h with 512 particles corre-
sponding to a resolution of ∼ 2 Mpc. We do not find a
significant change in the kSZ 4-pt function signal when
we increase the boxsize by a factor of ×1.5 at fixed reso-
lution.

Upon running AMBER for different values of zmid
re and

∆zre,90, and averaging over 10 realizations, we find that
the average kSZ 4-pt function in L ∈ [50, 300] can be de-
scribed by

LCKK
L = A

[
∆zre,90
∆z∗re,90

]α [
zmid
re

zmid∗
re

]β
(4)

with A = 2.73 × 10−5, α = 1.74, and β = 2.52 for pivot
points ∆z∗re,90 = 4 and zmid∗

re = 8. We convert ∆zre,90 to
∆zre,50, the standard definition in literature, using the
relation ∆zre,50 = 0.387∆zre,90 + 0.009 for Az = 3 [81].

To test our pipeline we require multiple realizations
of the reionization kSZ and the astrophysical foreground
signals. While the former is easier to generate using AM-
BER, generating multiple realizations of correlated non-
Gaussian foregrounds is computationally expensive. In-
stead we add the AMBER-kSZ signal to the single avail-
able Agora full-sky map and extract 100 different sky
patches corresponding to the size of our field. Given that
our field is only 100 deg2, the 100 patches have no over-
lap, and we treat each of these patches as a separate sky
realization.

We also generate 250 correlated Gaussian realizations
of lensed CMB and foregrounds using the power spectra

2 https://github.com/hytrac/amber/tree/main
3 In AMBER, the default parameterization of the duration of

reionization ∆zre,90 is the period corresponding to the differ-
ence in redshifts at which the Universe has been 5% and 95%
reionized.

https://github.com/hytrac/amber/tree/main
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Cℓ estimated from Agora simulations. These realiza-
tions are used to estimate the mean-field, N̂ (0,KK)

L , and
the covariance. We also include the reionization kSZ with
the above simulations. This is done by creating Gaussian
realizations using the power spectrum of the AMBER
kSZ map with ∆zre,50 = 4 and zmid

re = 8. Modifying the
values of ∆zre,50 and zmid

re has negligible impact on the
above terms.

We filter the simulations using the 2D TF calculated
from mock observations. The filtered simulations are
then convolved with the beam corresponding to each
band. Next we add noise to the simulations obtained
using the sign-flip realizations. The simulations are pro-
cessed in the same way as the data (see Appendix) and
then we construct the MV-LC maps from both the non-
Gaussian and Gaussian versions.

B.3 ĈKK
L estimation and Likelihood

We pass the MV-LC maps from both data and the
two sets of simulations through the QE pipeline to re-
construct the K̂(n̂) maps and estimate ĈKK

L . As de-
scribed in the main text, for the likelihood calculation,
we use ĈKK

L in the range L ∈ [50, 300] with ∆L = 50,
since beyond that the kSZ 4-pt function is expected to
be sub-dominant compared to other components [SF17].
We assume a Gaussian likelihood of the form

−2 lnL(d|θ) =
∑
LL′

(
ĈKK

L − CKK
L

)
Σ̂KK−1

LL′

(
ĈKK

L′ − CKK
L′

)
,

(5)
where ĈKK

L is the reconstructed 4-pt containing the in-
put kSZ, CMB lensing and foregrounds after removing
N̂

(0,KK)
L ; CKK

L (θ) ≡ CKK
L is the model vector as a

function of parameters θ ∈ [zmid
re ,∆zre,50]; and Σ̂KK

LL′ is
the covariance matrix. While we have assumed a Gaus-
sian likelihood for the current work, the shape of the
non-Gaussian covariance might become important for
the future surveys. Subsequently, techniques such as
likelihood-free or simulation-based inferences, which can
model any arbitrary distribution, might be better suited.

B.4 Mean-field, N̂ (0,KK)
L , ĈKK

L,sys and Σ̂KK
LL′

Similar to CMB lensing reconstruction, the presence
of point source masks, boundary masks, and spatially
varying signals will result in a non-zero “mean-field” bias.
Note that we do not use point source masks as we inpaint
the locations of detected point sources and clusters, and
our noise is uniform across the 100 deg2 field. As a result,
our mean-field should be dominated by our boundary
mask. We derive the mean-field by averaging the K̂(n̂)
maps from 250 Gaussian realizations. This estimate is
subtracted from all the K̂(n̂) before computing ĈKK

L .

The ĈKK
L from 250 Gaussian realizations is averaged to

estimate the disconnected Gaussian piece N̂
(0,KK)
L .

We use the non-Gaussian realizations to build a tem-
plate for ĈKK

L,sys. Specifically, we estimate it as the mean
reconstructed 4-pt function of all the 100 simulations.
Given the imperfect knowledge of foregrounds, we also
estimate a systematic error on this template by scaling
the tSZ/CIB signals in the input Agora simulations by
20%. As we show later, these uncertainties do not have
a significant impact on our results.

The covariance matrix used for likelihoods is computed
using ĈKK

L measurements from the non-Gaussian real-
izations. This takes into account the scatter from both
the Gaussian disconnected terms and the non-Gaussian
signals. We also compute the covariance from the Gaus-
sian realizations Σ̂KK

Gau which we use to report the raw
detection significance of the trispectrum measurement.

B.5 Pipeline validation

We use simulations to validate our pipeline and the
ĈKK

L,sys template. The distribution of ĈKK
L from the sim-

ulations are shown as the violins in Fig. 2. The sim-
ulations contain noise, and the the non-Gaussian CMB
and foreground signals. But for these tests we also in-
ject a reionization kSZ signal assuming zmid

re = 7.69
and ∆zre,50 = 4 to the above simulations. We report
the results using constraints on the ∆zre,50 parameter.
Since zmid

re and ∆zre,50 are highly degenerate, for these
tests we also apply a Gaussian prior on zmid

re centred at
zmid
re = 7.69± 0.715. This prior roughly corresponds to

Planck’s measurement based on the low-ℓ E-mode reion-
ization bump. We do note that Planck’s optical depth
measurement error cannot be directly translated into a
flat prior on zmid

re since that conversion depends on the
reionization history Xe(z). For the simulations, however,
the signal is injected assuming a fixed zmid

re = 7.69 and
not based on τre, and as a result this flat prior on zmid

re

should not bias the results. We follow two approaches to
account for the potential mismatch between the ĈKK

L,sys

from data and Agora.

• Case (1): In this approach, we remove the ĈKK
L,sys

template computed using Agora from the mea-
sured ĈKK

L and only fit for the two EoR parame-
ters θ ∈ [zmid

re ,∆zre,50]. This is optimistic in terms
of S/N .

• Case (2): In the second approach, we use the
Agora ĈKK

L,sys template but rather than remov-
ing it, we fit for an additional amplitude term
ACMB−FG. In this case, we fit for three parame-
ters θ ∈ [zmid

re ,∆zre,50, ACMB−FG]. We assume a
flat prior on ACMB−FG ∈ [0, 5]. This is our base-
line approach.
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FIG. 4. Marginalized posterior distributions from simulations for ∆zre,50 for Case (1) in the left panels and the baseline Case
(2) in the right panels. The gray curves represent the individual simulations and the orange curve is the combined posterior
from 100 simulations. In the top panels, the template matches the input simulations (i.e:) ĈKK

L,sys is the mean of all the 100
simulations in Fig. 2. The bottom panels are for the case when the input simulations have the tSZ signal scaled by ×1.2 but
the templates used are the same as in the top panels. In both the top panels, when the templates match, the orange curve
recovers the input ∆zre,50 = 4 (green dash-dotted curve) in an unbiased way. We also note that the width of the orange curve
in the right panel is wider when ACMB−FG is marginalized compared to when it was fixed in the left panel. In the bottom
left panel, however, when the templates are mis-modeled, the orange curve is significantly biased (5.5 − 6σ) when ACMB−FG

is fixed. But in the bottom right panel, we again recover unbiased results. Also shown in the inset plots are the marginalized
posterior for ACMB−FG parameter. We note in the bottom right, the orange curve shifts slightly to higher values compared to
the top right to account for the enhanced tSZ signal in the input simulations.

The results are presented in Fig. 4. The individual
simulations are in grey and the combined likelihood from
all the 100 simulations is in orange. In the figure, left
and right panels correspond to Case (1) and Case (2)
described above. The simulations used in the top panels
are the fiducial 100 non-Gaussian simulations from Fig. 2
while in the bottom panels we scale the tSZ portion of
the simulations by ×1.2. The templates used are always
the same – the black curve from Fig. 2 which is the mean
of all the 100 simulations –.

In the top panels, the orange curve recovers the
input in both Case (1) and Case (2) with values

∆zre,50 = 3.9± 0.5 and ∆zre,50 = 4± 1.2, respectively.
The error on σ(∆zre,50) is higher for Case (2) because
of the additional degree of freedom, as expected. In the
bottom panel, however, the orange curve in the left panel
is significantly biased (5.5− 6σ) while the right panel, in
which we fit for the amplitude of ACMB−FG, returns an
unbiased result. The inset plots in the right panels show
the marginalised posteriors for ACMB−FG. The combined
posterior shifts slightly to higher values in the bottom
panel compared to the top panel to account for the en-
hanced tSZ signal in the simulations. We also note that
the joint likelihood from the 100 simulations in the top
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panel results in ACMB−FG that is smaller than 1 and this
could be due to the mismatch in the template shapes be-
tween different simulations. This parameter, however, is
not of interest and the shift should be much smaller for
a single simulation run. Moreover, this does not cause
any impact on the recovered ∆zre,50 and hence we do
not investigate this further.

Given these results, we choose Case (2) as our base-
line approach. For both Cases (1) and (2), the detection
significance for data or equivalently a single simulation
run is roughly 7.8σ/

√
100 and 3.4σ/

√
100 which are both

< 1σ. Subsequently, we do not expect a detection of
∆zre,50 and only place upper limits (95% C.L) in this
work.

Below, we discuss more about how the biases change
when the CIB and tSZ signals are further modified, and
also when ℓ ranges used for the filter in Eq.(1) are mod-
ified.

C. Importance of ℓ ranges to maximize S/N and
mitigate biases

The choice of ℓmin and ℓmax in Eq.(1) depends on two
things: the measurement S/N and the systematic biases
arising from CMB lensing and foregrounds. The value
for ℓmin is primarily motivated to reduce the contribu-
tion from CMB to the N̂

(0,KK)
L and ĈKK

L,sys estimates.
Similarly, the value for ℓmax is chosen to reduce the
contribution of foregrounds, which tend to increase on
small scales. Like CMB, foregrounds also impact both
the N̂

(0,KK)
L and ĈKK

L,sys. While the bias from the CMB
lensing term is relatively easy to model, thanks to high-
significance measurement of CMB lensing from SPTpol
in our 100 deg2 field [82, 83], modeling the foreground
4-pt function signal is hard as it involves understanding
each of the foregrounds (tSZ, CIB, and radio) individu-
ally and also the correlation between them.

As described above, we use the MV-LC map without
explicitly projecting out any foreground components us-
ing, e.g., constrained-ILC (cILC, Remazeilles et al. 84).
While removing the tSZ signal can be helpful for tSZ-
induced biases, the process can enhance the CIB residu-
als significantly [See Fig. 3 of RO23]. Similarly, nulling
the CIB signal enhances the tSZ residuals. The process
of foreground removal also generally increases the noise
in the final ILC maps. Another approach is to plug in
different cILC in the two legs of the QE as proposed by
RO23, although this operation also increases the noise in
the reconstructed K̂(n̂) map. Instead, we use different
ℓ cuts on the MV-LC map to minimize the foreground
contamination.

Besides the CMB lensing and foreground 4-pt function,

which are both positive4, there is also a bispectrum bias
arising from the correlation of CMB lensing and fore-
grounds which is negative on large scales [See Fig.14 of
85]. If this negative bispectrum bias dominates our mea-
surement, a non-detection of the kSZ 4-pt function can-
not be used to set upper limits on the EoR parameters
without a proper model for the bispectrum bias. In the
absence of the negative bispectrum bias, however, fore-
ground modeling is not necessary to set place upper limits
on EoR using the measured 4-pt function signal.

Our choice of the fiducial ℓmin = 3300 and ℓmax = 4300
is based on the above arguments. Reducing ℓmin increases
the contribution due to CMB lensing. Although that can
be modeled as stated above, it also significantly increases
the N̂

(0,KK)
L and the scatter due to sample variance of

the CMB from these large scales. Similarly, increasing
ℓmax increases the contribution from foregrounds. In the
case where the CMB lensing and foregrounds can be per-
fectly modeled in the simulations, we do not expect any
bias. However, given that the foregrounds modeled us-
ing Agora can be different from data, we estimate the
biases due to imperfect modeling of the simulations as
a function of different ℓmin and ℓmax values. Below, we
quantify these biases and the impact on S/N when the
filter ℓ ranges are modified.

C.1. Impact on S/N

Here we discuss the changes to S/N when we mod-
ify our fiducial values for (ℓmin, ℓmax) = (3300, 4300) and
∆ℓ = 1000. We limit this test to Case (1) where the
CMB+FG is fixed. When we reduce ∆ℓ from 1000 to 700
(500) keeping the ℓmin and ℓmax values fixed, the best-fit
∆zre,50 from the combined 100 simulations is 3.8 ± 0.6
(3.8 ± 0.7) compared to 3.9 ± 0.5 using ∆ℓ = 1000, im-
plying a reduction in the S/N by roughly 20% (40%)
for the reduced ∆ℓ values. This is not surprising given
the reduced number of modes used for K̂(n̂) reconstruc-
tion. Similarly, we also checked the effects of sliding the
(ℓmin, ℓmax) values lower or higher keeping the ∆ℓ = 1000
fixed. Moving them to lower values (large scales) with
(ℓmin, ℓmax) = (3000, 4000), reduces the S/N by 14% due
to the increased sample variance of CMB. Sliding the fil-
ters to higher values with (ℓmin, ℓmax) = (3700, 4700) and
(3500, 4500) also reduces the S/N by 5% and 14% respec-
tively due to the increased scatter from foregrounds and
noise on small scales.

4 Note that some of the foreground cross-correlations terms can be
negative but the total foreground trispectrum is positive.
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C.2. Bias due to mismatch in ĈKK
L,sys template

Now, we discuss the bias in the recovered ∆zre,50 from
the mismatch between the true CMB+FG 4-pt function
ĈKK

L,sys template and the one estimated using Agora. We
perform this test for both Case (1) and Case (2) using
simulations where we modify the tSZ or the CIB signals
in the input simulations by ×1.2. The ĈKK

L,sys template
used for the fitting process, however, does not include the
tSZ or CIB scaling.

For the combined 100 simulations in Case (1), we see
a ∼ 5.5 − 6σ shift due to the mismatch in the tSZ sig-
nal used for input and fitting (see bottom left panel of
Fig. 4). While this is large, note that the bias in a sin-
gle simulation run is much smaller at ≤ 0.5σ. Sliding
the filters to larger scales (ℓmin, ℓmax) = (3000, 4000) re-
sults in a slightly smaller (2%) level of bias. Moving
the (ℓmin, ℓmax) values of the filters to higher values in-
creases the bias with roughly 0.73σ for (ℓmin, ℓmax) =
(3700, 4700). The biases are ∼ 10% higher when the CIB
signal is scaled by ×1.2 rather than the tSZ. When we
reduce the scaling to ×1.1, the bias goes down, as ex-
pected.

For Case (2), when we fit for the amplitude of
ACMB−FG, however, we do not observe any bias (see bot-
tom right panel of Fig. 4). When we use the baseline
ĈKK

L,sys template without tSZ scaling to analyse the results
from simulations where the tSZ is enhanced by ×1.2, we
recover ∆zre,50 = 4±1.3. At this juncture, we would like
to emphasise that we do not simply mismatch the ĈKK

L,sys

template by a simple amplitude scaling but instead mod-
ify the tSZ or CIB signal to generate ĈKK

L,sys. This process
also changes the shape of the ĈKK

L,sys template.
Based on these results, we claim our baseline approach

Case (2) is not affected by the mismatch in the shape of
the template used.

C.3. Bispectrum bias from CMB lensing and
foregrounds

While the bias due to tSZ and CIB is 2% smaller
when sliding the filters towards lower ℓ for (ℓmin, ℓmax) =
(3000, 4000) compared to the fiducial (3300, 4300), as de-
scribed above, the S/N goes down for the former by
14%. Another important factor to be considered when
sliding the filters to larger scales is the bispectrum bias
due to the correlation between CMB lensing and fore-
grounds [85]. We estimate this by running two sets of
non-Gaussian simulations. The first case is our baseline
100 simulations from Agora where the lensed CMB and
foreground signals are correlated. For the second case,
we randomize the lensed CMB signals, thus removing
the correlation between CMB lensing and foregrounds.
Next we compare the ĈKK

L measured from the mean of

the 100 simulations using the two sets. The CMB lens-
ing and foreground 4-pt function signals should be the
same in both the sets but the second set should not have
the bispectrum bias. Subsequently, when we subtract the
latter from the former, we should obtain negative signals
if the bispectrum bias dominates the measurement. For
all our filter choices ℓmin ∈ [3000, 3300, 3500, 3700] with
∆ℓ = 1000, the difference between the two sets are con-
sistent with a null signal indicating that the bispectrum
bias is negligible.

Based on the above arguments, our fiducial choice of
(ℓmin, ℓmax) = (3300, 4300) is an optimal choice in terms
of both the S/N and biases. While it is possible to set
∆ℓ > 1000 retaining the fiducial ℓmin = 3300, we do not
do so because of the potential issues due to foregrounds
on smaller scales.

D. Other systematic checks

We now estimate the systematics due to other sources
namely the uncertainties in beam and TF. As mentioned
previously, the SPT-3G beams are obtained by combin-
ing measurements of planets and point sources in our
field. While planets have a higher S/N , we find issues
due to detector nonlinearities near the peak response and
we use stacked observations of point sources in those re-
gions. Modifying the radius where these two observations
are combined results in differences in beam Bℓ which is
close to 2% for 90 and 150 GHz bands in our fiducial
(ℓmin, ℓmax) = (3300, 4300) range. In the same spirit, we
also modified Herschel-SPIRE beam by assuming conser-
vative errors of 5% and 10%. This alters the Bℓ in the
desired ℓ ∈ [3300, 4300] by ≤ 1%. We also introduced
beam ellipticity ϵ as 1 − ϵ = a/b where a and b are the
semi-major and semi-minor axes. We use the following
values for ellipticity: ϵ ∈ [0.1, 0.15]. All of these are con-
servative assumptions and consistent with the numbers
reported by SPIRE5 experiment in Swinyard et al. [86].
Similarly, for the simulations used in this work, we have
approximated the TF for all SPT bands to the 150 GHz
SPT-3G TF. In the desired ℓ range, we find that there are
∼ 2 − 5% differences in TF (in power units). We check
the impact of these using simulations and find negligible
shifts (0.05− 0.2σ) in the recovered ∆zre,50 values.

E. Constraints on EoR and CMB+FG template
from kSZ 4-pt

Here we present the constraints on both EoR and
ACMB−FG parameters, in particular to argue that they

5 https://www.cosmos.esa.int/web/herschel/spire-overview

https://www.cosmos.esa.int/web/herschel/spire-overview
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FIG. 5. Constraints on EoR (∆zre,50 and zmid
re ) and ACMB−FG parameters from kSZ 4-pt only. Similar to Fig. 3, we present

both the 1d and 2D posteriors, and the curves in the 2D plots correspond to the 68% C.L. allowed regions. We do not observe a
strong degeneracy between ACMB−FG and EoR parameters. The green curves correspond to the results with the fiducial ĈKK

L,sys

while blue (yellow) correspond to low (high) ĈKK
L,sys after scaling the tSZ signal down (up) by 20% in the Agora simulations.

are not degenerate. Given this is the case, we do not
report the constraints on ACMB−FG after including the
GP-based prior. This is also evident from the differ-
ences in shapes between the AMBER kSZ 4-pt (in or-
ange shade) and the ĈKK

L,sys (black) in Fig. 2. While it
is true that we could better constraints on ACMB−FG by
including higher multipoles L, given that the degener-
acy between zmid

re ,∆zre,50 and ACMB−FG is not strong
and the fact that kSZ 4-pt is small compared to fore-
grounds, we do not extend the multipole range for pa-
rameter constraints. We present constraints for three
cases. Green curves for the fiducial ĈKK

L,sys template and
in this case we obtain ACMB−FG = 1.25 ± 0.32. The
blue (yellow) curves are when we scale the tSZ signal
low (high) by 20% in the Agora simulations during
the template construction. As expected, switching to

a low (high) ĈKK
L,sys results in higher (lower) values of

ACMB−FG = 1.49± 0.32 (0.88± 0.31).
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