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Ignasi Pérez-Ràfols ,36 Graziano Rossi,37 Eusebio Sanchez ,38 David Schlegel,6 Neelima Sehgal ,39
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ABSTRACT

We measure the growth of cosmic density fluctuations on large scales and across the redshift range
0.3 < z < 0.8 through the cross-correlation of the ACT DR6 CMB lensing map and galaxies from the
DESI Legacy Survey, using three galaxy samples spanning the redshifts of 0.3 ≲ z ≲ 0.45, 0.45 ≲ z ≲
0.6, 0.6 ≲ z ≲ 0.8. We adopt a scale cut where non-linear effects are negligible, so that the cosmological

constraints are derived from the linear regime. We determine the amplitude of matter fluctuations over
all three redshift bins using ACT data alone to be S8 ≡ σ8(Ωm/0.3)0.5 = 0.772±0.040 in a joint analysis
combining the three redshift bins and ACT lensing alone. Using a combination of ACT and Planck

data we obtain S8 = 0.765± 0.032. The lowest redshift bin used is the least constraining and exhibits
a ∼ 2σ tension with the other redshift bins; thus we also report constraints excluding the first redshift
bin, giving S8 = 0.785 ± 0.033 for the combination of ACT and Planck. This result is in excellent
agreement at the 0.3σ level with measurements from galaxy lensing, but is 1.8σ lower than predictions

based on Planck primary CMB data. Understanding whether this hint of discrepancy in the growth
of structure at low redshifts arises from a fluctuation, from systematics in data, or from new physics,
is a high priority for forthcoming CMB lensing and galaxy cross-correlation analyses.

1. INTRODUCTION

The standard cosmological model, known as ΛCDM,

has provided a remarkably successful framework for un-
derstanding the large-scale structure and evolution of
the universe. One of its successes is its predictive power

over a wide range of redshifts. The way in which struc-
ture grows and clusters from initial primordial seeds de-
pends sensitively on the parameters of the model, on the
underlying theory of gravity (e.g., Wenzl et al. 2024),

and on the details of the expansion history (e.g., Sailer
et al. 2021). Thus, measuring the large-scale structure
growth in the universe and comparing it with an extrap-
olation from CMB data is a powerful test for cosmolog-
ical models.
Multiple observables of cosmological large-scale struc-

ture provide a measure of density fluctuations at low red-
shifts. Some of these observables include gravitational
lensing measurements, Sunyaev–Zeldovich (SZ) effects
(Carlstrom et al. 2002; Horowitz & Seljak 2017; Bol-

liet 2018), redshift-space distortions (Ivanov et al. 2020;
d’Amico et al. 2020; Colas et al. 2020), galaxy cluster
counts (Ade et al. 2016; Haan et al. 2016; Abbott et al.

2020; Salcedo et al. 2023; Bocquet et al. 2024) and pecu-
liar velocities (Howlett et al. 2022; Saulder et al. 2023;
Stahl et al. 2021). These analyses cover a broad range

of scales and redshifts, and are subject to different sys-
tematic effects. For ease of comparison, it is conven-
tional to report the amplitude of matter fluctuations as

σ8 or S8 ∼ σ8

√
Ωm/0.3, where σ8 is defined as the root-

mean-square amplitude of linear fluctuations at present,

smoothed on scales of 8h−1Mpc.
Several recent measurements have reported values of

S8 approximately 2 − 3σ lower than predicted from a

ΛCDM fit to the primary CMB (e.g. S8 = 0.830±0.013
from Planck PR4: Rosenberg et al. 2022), raising ques-
tions about a potential breakdown of the ΛCDM model
at low redshift. Examples of such results yielding low
values of S8 include galaxy weak lensing (in particular,
the combination of cosmic shear and galaxy clustering):
the Dark Energy Survey (DES), the Kilo-Degree Sur-
vey (KiDS), and the Hyper Suprime-Cam (HSC) obtain
S8 = 0.782± 0.019, S8 = 0.765+0.017

−0.016, S8 = 0.775+0.043
−0.038,

respectively (Abbott et al. 2022; Heymans et al. 2021;

Sugiyama et al. 2023). A joint reanalysis of the DES and
KiDS cosmic shear data (Abbott et al. 2023a) results in
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a slightly higher S8 = 0.790+0.018
−0.014. Cross-correlations

between Planck CMB lensing and DESI Luminous Red
Galaxy (LRG) targets (White et al. 2022) or galax-
ies from the Baryonic Oscillation Spectroscopic Survey
(BOSS) also indicate S8 values that are 2 − 3σ low
(Singh et al. 2020; Chen et al. 2022). Results from the
cross-correlation between various data sets from DES
and CMB lensing from the South Pole Telescope (SPT)
and Planck (Chang et al. 2023; Abbott et al. 2023)
have also found discrepancies at the 2.2 and 3σ level.
A similar result is found with some cross-correlations
with ACT; albeit with large uncertainties, CMB lens-
ing from ACT DR4 and Planck correlations with galaxy
shear from KiDS-1000 (Robertson et al. 2021), found
S8 = 0.64 ± 0.08. A similar cross-correlation but using
galaxy clustering from DES-Y3 (Marques et al. 2024)
instead results in S8 = 0.75+0.04

−0.05. Shaikh et al. (2024)
performed cross-correlation of ACT DR4 CMB lensing
and DES galaxy shear, resulting in S8 = 0.782± 0.059.

This collection of S8 measurements that consistently re-
turn values lower than those measured by the primary
CMB is known as the S8 tension; while none of them are
inconsistent with Planck at high statistical significance,

it is striking that they all tend to measure a low S8.
It is however worth pointing out that not all low red-

shift measurements find low values of S8. Notably, the

CMB lensing auto spectrum is in excellent agreement
with the primary CMB predictions, CMB lensing is ar-
guably one of the cleanest probes of low redshift matter

fluctuation, given that it probes directly the gravita-
tional potential on mostly linear scales across a large
range of redshifts (z ≈ 0.5 − 5), and is based on ro-
bust and well-understood statistical properties of the

CMB. Recent measurements from the Atacama Cosmol-
ogy Telescope (ACT; Qu et al. 2023; Madhavacheril
et al. 2024) and Baryonic Acoustic Oscillation (BAO)

data results in S8 = 0.840± 0.028 from ACT alone and
S8 = 0.831±0.023 in combination with the latest Planck
PR4 lensing (Carron et al. 2022). Similar consistent
measurements are obtained with SPT-3G (Pan et al.
2023): S8 = 0.836± 0.039.
Furthermore, some improved analyses including more

data of previous datasets suggesting low S8 values have
found less discrepant results compared to earlier mea-
surements. Examples include the cross-correlation be-
tween CMB lensing from ACT DR6 and Planck with

unWISE galaxies (Farren et al. 2024), which resulted in
S8 = 0.810±0.015, the cross correlation between Planck
PR3 lensing and DESI LRGs with S8 = 0.763 ± 0.023
(Sailer et al. 2024; Kim et al. 2024), and the cross-
correlation between DESI Bright Galaxy Survey (BGS)
and LRG, and the DES Year 3 galaxy shear in Chen

et al. (2024), with S8 = 0.850+0.042
−0.050. We refer the inter-

ested reader to Fig. 17 to a summary of the relevant S8

measurements.
The present paper is especially concerned with a fur-

ther CMB lensing cross-correlation measurement that
reported a low normalization. Hang et al. (2021)
measured the cross-correlation between Planck and
the Dark Energy Spectroscopic Instrument (DESI)
legacy galaxy catalog, divided into four tomographic
bins; from this, they inferred a constraint on S×

8 ≡
σ8(Ωm/0.3)0.79 = 0.758±0.023, which is 2.8σ lower than
the Planck CMB prediction. Here, we re-examine the
constraints obtained by Hang et al. (2021), motivated
by the availability of lower noise CMB lensing maps
from ACT DR6 and Planck PR4. In addition to these
new datasets, we provide improved treatment of mode
couplings across bandpowers due to the presence of a

mask, a more accurate estimation of the covariance ma-
trix based on simulations, a large suite of systematic
tests, and use more conservative scale cuts choices used.

The paper is structured as follows: In Sec. 2 we present
the datasets used in this analysis. In Sec. 3 we discuss
our measurement pipeline and scale cuts. The verifi-

cation of the pipeline and the covariance matrices are
described in Sec. 4. We present a series of null and con-
sistency tests in Sec. 5. In Sec. 6 we discuss the modeling
of the angular power spectra. Our results are given in

Sec. 7, and we place these measurements in context in
Sec. 8.

2. DATA USED

We use the photometric DESI Legacy Imaging Survey
galaxy catalog described in Hang et al. (2021) and the
corresponding galaxy density contrast maps in four to-

mographic bins. We conservatively restrict our analysis
to linear scales (see Sec. 3.1) and therefore we exclude
the lowest tomographic bin (bin 0) where all bandpowers
receive significant non-linear contributions. In Sec. 2.1
we briefly describe this dataset, and refer the interested
readers to Hang et al. (2021) for more details. We then
describe in Sec. 2.2 the lensing convergence map ob-
tained using the ACT DR6 data and in Sec. 2.3 the
lensing convergence from Planck PR4.

2.1. DESI Legacy Imaging Surveys DR8

The DESI Legacy Imaging Surveys (Dey et al. 2019)
are the union of three public imaging galaxy surveys:

the Dark Energy Camera Legacy Survey (DECaLS;
Flaugher et al. 2015; The Dark Energy Survey Collabo-
ration 2005), the Mayall z-band Legacy Survey (MzLS;
Dey et al. 2016), and the Beijing-Arizona Sky Survey
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Datasets used

DESI ACT Planck

Figure 1. Overlap of the DESI imaging galaxies with the ACT DR6 lensing map (area within the blue contours) and the
Planck PR4 lensing footprint (black contours). The overlaid grayscale background is a Galactic dust map from Planck (Planck
Collaboration et al. 2016a).

0.0 0.2 0.4 0.6 0.8 1.0
z

0

2

4

6

p(
z)

DESI Legacy Survey
bin 0
bin 1
bin 2
bin 3

Figure 2. The calibrated photometric redshift distribution
of each tomographic bin of the DESI Legacy Imaging galaxy
sample from Hang et al. (2021).

(BASS; Williams et al. 2004), altogether covering a to-
tal area of ∼ 14, 000 deg2. The photometry was mea-
sured in grz bands, with the addition of the WISE fluxes
(W1, W2, W3) from the 4-year NEOWISE-Reactivation

imaging, force-photometered in the unWISE maps at
the location of the Legacy Survey sources (Wright et al.
2010; Schlafly et al. 2019). This paper uses the pub-
lic DR81 data, the first release to include both images
and catalogs from all three of the Legacy Surveys. Note
that this data set has been superseded by the subse-

1 http://legacysurvey.org/dr8/

quent data releases, DR9 and DR102. The major up-

dates include more recent data releases from the DE-
CaLS, BASS, MzLS, and the NEOWISE-Reactivation,
and additionally, DR9 improved in reduction techniques

and procedures, and DR10 included additional DECam
data from NOIRLab in griz bands. Notably, DR9 was
used to select DESI targets. Because the purpose of this
paper is to update the measurements from Hang et al.

(2021) with ACT DR6 CMB lensing, for consistency, we
adopt the galaxy data from Hang et al. (2021) instead
of using a more recent data release.

The galaxy sample was selected with g < 24, r < 22,
and W1 < 19.5. Pixels contaminated by bright stars,
globular clusters, and incompleteness in optical bands
are masked by bitmasks3 supplied by the Legacy Sur-
vey pipeline, with bits = (0, 1, 5, 6, 7, 11, 12, 13). From
this, the survey completeness map was computed which
indicates the geometric completeness of the observation
in the range [0, 1], with 0 indicating no observation and 1
indicating full coverage of the pixel. Regions with com-
pleteness < 0.86 were masked. This particular choice of

completeness cut is based on the binned relation between

2 https://www.legacysurvey.org/
3 See http://legacysurvey.org/dr8/bitmasks. The different ‘bits’
are flags at pixel level indicating different reasons for masking,
e.g. bright stars or saturation at a certain band.

http://legacysurvey.org/dr8/
https://www.legacysurvey.org/
http://legacysurvey.org/dr8/bitmasks
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the completeness and mean galaxy number density, such
that the variation of the average δg is the galaxy over-
density in bins of completeness is < 0.1.
Photometric redshifts were calibrated using the fol-

lowing spectroscopic datasets: GAMA (DR2; Liske
et al. 2015), BOSS LOWZ and CMASS samples (DR12;
Alam et al. 2015), eBOSS LRG and ELG samples
(DR16; Ahumada et al. 2020), VIPERS (DR2; Scodeg-
gio et al. 2018), DEEP2 (Newman et al. 2013), and
COSMOS (Ilbert et al. 2009, ; with a magnitude cut
of r MAG APER2 ≤ 23). Notice that most of our calibra-
tion samples overlap with the DECaLS footprint, while
the BASS + MzLS footprint is only partially covered by
the BOSS sample. We bin their spectroscopic redshifts
in g− r, r− z, and z−W1 color space with a bin width
of about 0.03. We additionally use the DESY1A1 red-
MaGiC sample (Cawthon et al. 2018) to fill in the color
cells that do not have galaxies, thanks to their highly ac-
curate photometric redshifts. The color cells populated

with less than 5 objects are excluded. For the remain-
ing cells, we compute the average spectroscopic redshifts
and their standard deviation. We do not apply further
selections to the cells based on e.g. the standard devi-

ation of the cells. This could potentially be applied to
further increase the photometric redshift accuracy. Fi-
nally, the Legacy Imaging Survey galaxies are binned

into the same color grid. They are either assigned with
the mean redshift of the cell with spectroscopic samples
or excluded from the analysis. This process acts effec-

tively as an additional selection, and we retain 78.6%
of the above-selected galaxy sample. Finally, we se-
lect galaxies with photometric redshifts consistent with
those estimated in ?, with a criterion of |∆z| < 0.05,

further removing 23.4% of our galaxy sample. The total
number of galaxies after these cuts is 20, 120, 352 from
DECaLS and 7, 117, 218 from BASS + MzLS.

We split the galaxies into four tomographic bins with
redshift bin edges: [0, 0.3, 0.45, 0.6, 0.8]. We construct
maps of the galaxy density contrast, δg = n/n̄ − 1, in
HEALPix (Górski et al. 2005) format with pixel reso-
lution Nside=1024. Here, n is the number of galaxies
in each pixel, and n̄ is the mean number of galaxies per
pixel within the mask. The redshift distribution, n(z),

of each tomographic bin is then further calibrated using
a ‘self-calibration’ scheme, where the galaxy cross-power
spectra between different tomographic bins were fitted
simultaneously.
The photometric redshift scatter is characterised by a

modified Lorentzian function,

L(z) =
L0

[1 + ((z − z0)/σ)2/2a]a
, (1)

where z0, σ, and a are free parameters for each to-
mographic bin, and L0 is the normalisation such that∫
L(z) dz = 1. We also impose

∑
i z

i
0 = 0 for each bin

i, such that the mean redshift of the full sample is not
changed. This gives a total of seven nuisance parame-
ters. The calibrated n(z) is computed by the convolu-
tion of the raw nraw(z) with L(z):

ncal(z) =

∫ ∞

−∞
nraw(z

′)L(z − z′) dz′. (2)

In practice, the convolution can result in non-zero val-
ues of ncal(z) at z < 0, but this is in general negligi-
ble and thus set to zero (ncal(z) is always normalised
to
∫
ncal(z) dz = 1). In Hang et al. (2021), we jointly

constrained these nuisance parameters and galaxy bi-

ases using the galaxy auto- and cross-spectra. We found
that marginalising over these free parameters gives the
same posterior on the lensing amplitude, at fixed cos-
mology, as using the maximum a posteriori probability

(MAP) estimate. Hence, in this work, we adopt the best-
fit model for the n(z), as found in Hang et al. (2021).
As shown in Hang et al. (2021), the cross-correlation co-

efficients, rijℓ = Cij
ℓ (Cii

ℓ C
jj
ℓ )−1/2, from neighboring to-

mographic bins i and j are quite flat up to ℓmax = 500.
This means that the redshift calibration, which takes

most information from these cross terms, has little de-
pendence on the scales, and is independent of linear bias.
Magnification was not included in the calibration, but
there is little correlation between the highest and the

lowest tomographic bins, suggesting that the effect is
small. We also found that marginalising over the nui-
sance parameters made little change to the final result

compared to simply adopting their best-fit values. Here,
we additionally check that the assumption of the fiducial
Planck cosmology does not affect our redshift calibration
process. We verify the n(z) calibration dependence on
cosmology via variations in rijℓ . We find that by adopt-
ing the Planck 2018 and DES Y3 best-fit cosmologies,
the change in rijℓ < 2%. We explore cases where we

apply a shift in the mean redshift of all bins and the
impact on cosmology in Appendix D.
Fig. 2 shows the calibrated redshift distributions of

the galaxy samples used in this analysis. In this work,
we omit the lowest redshift bin (bin 0) in Hang et al.
(2021) due to the choice of scale cuts (see Sec. 3.1), and
refer to bins 1 - 3 as z1 − z3 hereafter. We also compute
and show in Table 1 the effective redshift for the angular
auto-spectrum Cgg

ℓ and cross-spectrum Cκg
ℓ

zxyeff =

∫
dχz(χ)W x(z)W y(z)/χ2∫
dχW x(z)W y(z)/χ2

, (3)
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Figure 3. The DESI Legacy Survey galaxy sample used in this paper in colour-colour and colour-magnitude space. The black
lines indicate DESI LRG selection cuts, where the LRG sample is defined to the left of the lines in the first and third panel, and
to the right of the line in the middle panel. DECaLS galaxies are shown in blue and BASS-MzLS galaxies are shown in orange.

where x, y ∈ {g, κ} and W x(z) corresponds to the win-
dow function of the field that we will define in Sec. 6.

Note that these redshifts are quoted to aid the interpre-
tation of the typical distance at which a given galaxy
signal arises – but they are not used in the modeling,

which employs the full redshift distribution for each to-
mographic slice.
The shot noise and the effective redshifts of the galaxy

samples used are summarised in Table 1. The similarity
between the zggeff and zκgeff justifies the use of a constant
effective galaxy bias for each redshift bin in Sec. 6.
Two systematic corrections were applied at the level of

galaxy density maps for each tomographic bin. Firstly,
the correlation between the observed galaxy density and
survey completeness was accounted for by including a

completeness weight, defined as the inverse of the sur-
vey completeness for each pixel within the mask. Be-
cause the completeness is purely geometrical, it does

not fully account for the number density variation with
stellar density or extinction. Therefore, we apply a sec-
ond correction to remove correlations with stellar den-
sity using the ALLWISE total density map. The stellar
density map was originally in Nside = 512, and then up-
graded to the required Nside = 1024. Because of the
relatively smooth, large-scale variation in number den-

sity, we do not think the difference in the initial Nside

poses significant bias in our correction procedure. We fit
the correlation between completeness weighted density
δg and stellar number Nstar with a 5th-order polyno-
mial4. The particular choice of the functional form is
simply to capture the smooth variation between δg and
the systematics. The mean density of the galaxy field is

4 The high order polynomial is used here to provide a smooth in-
terpolation between the δg vs Nstar relation.

computed using regions where completeness > 0.95 and
Nstar < 8.52×103deg−2 (about 70% of the total Legacy

Survey footprint). Appendix A shows that the level of
stellar density correlation with the galaxy density maps
within the DESI × ACT footprint is about 0.1% at the
scales we are interested in. We further exclude pixels

with stellar density Nstar > 1.29 × 104 deg−2 where the
average |δg| > 0.05 in bins of Nstar. Finally, we checked
that the correlation between density fluctuations and

the Milky Way extinction E(B − V ) map (Green 2018)
is consistent with zero.
We note that a possible consequence of applying the

corrections directly to the density maps is introducing
monopole power, which is coupled and propagated into
higher ℓ-modes via the mask. We checked that after
applying the correction, the monopole is < 0.3%, and

we subtract the monopole before the analysis.
For comparison with Sailer et al. (2024), Fig. 3 shows

the selection of our galaxy sample compared to the DESI

LRG target selection cuts. The major difference of the
two samples are found in the r − W1 and W1 space.
Our sample is deeper in W1 compared to DESI LRGs.
Compared to the full LRG sample, our sample is also
at slightly lower redshifts - the sample drops off sharply
beyond z = 0.8, whereas the DESI LRG has a tail be-
yond z = 1.2. Our sample is also 2 − 3 times denser

than the DESI LRG. The redshift ranges of our sample,
excluding bin 1, are most closely matched to redshift
bins 1 and 2 in Sailer et al. (2024); Kim et al. (2024).
This shows that we are not in the shot-noise dominated
regime, and if the two samples are tracing the same large
scale structure, we expect the cosmological results to be
consistent in the two studies.

2.2. ACT CMB lensing
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Table 1. Summary of the DESI legacy sample properties, with the DESI x ACT mask. The effective redshift zeff is calculated
with Eq. (3). The shot noise SN is measured for each redshift bin from 4πfsky/Ngal. The mean galaxy number density, n̄,
is shown in unit deg−2. The best-fit galaxy bias, bbfit, for each bin is shown with the 1σ uncertainty, marginalised over all
model parameters. The magnification bias slope, s, is defined by d logN/dm, where N is the number of galaxies and m is the
magnitude limit adopted. ℓmax is the maximum multiple in the galaxy auto power spectra.

Sample zggeff zκgeff 107 SN n̄ [deg−2] bbfit s ℓmax

z1 0.37 0.36 6.58 460.8 1.39+0.94
−0.37 0.29 154

z2 0.51 0.51 5.27 579.6 1.37+0.92
−0.35 0.41 221

z3 0.65 0.65 8.41 363.6 1.72+1.12
−0.48 0.57 283

Our baseline analysis utilizes the CMB lensing map
produced in the sixth data release of the Atacama Cos-
mology Telescope (Qu et al. 2023; Madhavacheril et al.
2024, hereafter DR6 lensing map). This lensing map
is produced using night-time only CMB measurements
made between 2017 and 2021 in the frequency bands of
90 GHz and 150 GHz. The lensing map covers 9400 deg2

of the sky and is signal-dominated on scales of L < 150.
Among many improvements, this map is produced us-

ing a cross-correlation-based estimator that makes use
of several time-interleaved splits with independent in-
strument noise in each split to ensure that the lensing

bias subtractions are insensitive to the modeling of the
noise.
The CMB scales used for the lensing analysis range

from 600 < ℓ < 3000. The large scales of the in-

put CMB maps are excluded due to the presence of
an instrument-related transfer function (Naess & Louis
2023), Galactic foreground and large atmospheric noise.

The cut on ℓ > 3000 was chosen to minimise con-
tamination from extragalactic foregrounds like the ther-
mal Sunyaev–Zeldovich effect (tSZ), the cosmic infrared

background (CIB), and radio sources. Extragalactic
foregrounds are further suppressed through the use of
a profile-hardened lensing estimator (Sailer et al. 2020,
2023). This involves assuming a typical cluster profile

for the tSZ and constructing a quadratic estimator that
is insensitive to the CMB mode couplings arising from
objects with radial profiles similar to the tSZ. In Sec. 5.3
we use simulations to show that the residual extragalac-
tic contamination is negligible in our cross-correlation
measurements.
The baseline ACT DR6 lensing mask is constructed

from a Galactic mask that selects 60% of the sky with
the lowest dust contamination and is apodized using a
cosine roll-off along the edges. For consistency tests, we

also employ lensing maps produced using only 40% of
the sky, the region with the lowest dust contamination,
or a slightly more restrictive 60% mask compared to the
baseline 60% mask in order to remove dust clouds along
the edges of the baseline mask when using CIB deprojec-
tion for foreground mitigation. We will subsequently re-

fer to these masks as the 60%, 40% and CIB-depj masks,
respectively.

2.3. CMB Lensing from Planck

The PR4 Planck lensing maps utilize CMB scales from
100 ≤ ℓ ≤ 2048 using the standard quadratic estimator
(Carron et al. 2022). This analysis improves over the
PR3 analysis by using the reprocessed PR4 NPIPE maps
that incorporate around 8% more data than the 2018
Planck PR3 release. Pipeline improvements, including

optimal anisotropic filtering of both the CMB maps and
the reconstructed lensing maps, resulted in an increase
of the total signal-to-noise by around 20% compared to

the PR3 release.

3. CMB LENSING TOMOGRAPHY
MEASUREMENTS

We measure the auto-spectra of the galaxy samples
described in Sec. 2.1 and their cross-correlation with the
DR6 lensing map on ∼ 20% of the sky using a pseudo-Cℓ

estimator that appropriately accounts for the impact of
the mask induced mode-coupling on the power spectrum
between two fields. These pseudo-Cℓ ‘C̃ℓ’ differ from the

true underlying power spectrum Ctrue
ℓ due to the effects

of the mode coupling and their expectation value ⟨C̃ℓ⟩
is related to the true spectra as (Hivon et al. 2002)

⟨C̃ℓ⟩ =
∑
ℓ′

Mℓℓ′C
true
ℓ′ , (4)

where M is the mode coupling matrix that is purely a

function of the mask. One can invert the above rela-
tionship approximately to extract the true power spec-
trum if the power spectrum is assumed to be piecewise
constant across several discrete bins. We perform the
mode decoupling operation on the binned power spec-
trum using the NaMaster code (Alonso et al. 2019). For
the galaxy field, we use an apodized mask that con-
tains the joint overlap between the DESI Legacy Survey
and ACT lensing (see Fig. 1). The mode coupling ma-
trix for the cross-correlation is thus computed using the

galaxy mask and the square of the analysis mask used
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for lensing 5. This is to account for the fact that the lens-
ing reconstruction with a quadratic estimator takes the
product of two filtered, masked CMB fields. We employ
HEALPix maps with Nside= 1024 6 and run NaMaster

with ℓmax = 3000 despite using only multipoles ℓ ≤ 300
in our cosmology range.
We show the cross-correlation between the DESI

Legacy galaxies and ACT DR6 lensing reconstructions
in Fig. 4. The best fits LCDM model obtained for the
cross-correlation of DESI Legacy with ACT DR6 and
Planck PR4 CMB lensing are shown in red and grey re-
spectively. We obtain a minimum χ2 of 17.5 for ACT.
We estimate a probability to exceed (PTE) of 0.13 for 12
degrees of freedom and a χ2 of 6.34 with a PTE of 0.9 for
the cross-correlation with Planck PR4. For the combi-
nation of DR6+PR4×DESI with 24 degrees of freedom,
we obtain a minimum χ2 of 25.9 corresponding to a PTE
of 0.36. We note from the sixth panel of Fig. 4 that for
the third redshift bin, the best fit Cgg

ℓ is significantly dif-

ferent for ACT and Planck and this is mainly attributed
to the difference in the footprint of the ACT and Planck
lensing maps, as marked by the blue and black regions
in Fig. 1. The sky fraction for the ACT and Planck

cases are fsky = 0.160 and fsky = 0.334, respectively.
We speculate that this may be due to the difference in
photometry in the DECaLS and BASS-MzLS regions,

leading to a slight difference of galaxy selections in bin
3 that was absorbed into the galaxy nuisance param-
eters. Sailer et al. (2024) find a similar, larger than

expected difference between the North and South in the
DESI LRG samples. However, these differences in bi-
ases would not impact on giving consistent cosmology
parameters if appropriately accounted for. In Sec. 5 we

will show null tests of bandpower consistency between
the different regions in the ACT footprint showing that
the bandpower differences are consistent with null.

We show in Sec. 4 that we can recover the theory
spectra from simulations to within better than 1% on
the scales of interest and give details on the computation
of the covariance matrix using simulations.

3.1. Scale cuts

We measure the cross-correlation between the ACT
DR6 lensing reconstruction and the DESI galaxies with
a signal-to-noise ratio of 5, 9 and 15 for each of the three

5 This is a good approximation for the regime where the variations
of the mask are on much larger scales than the CMB and lensing
scales of interest. This approximation is done because the lensing
signal is reconstructed using a quadratic estimator where each of
the two CMB maps carries one power of the mask.

6 The original lensing maps comes with resolution Nside= 2048
that we downgrade to match the resolution used in the analysis.

galaxy samples respectively within our cosmology anal-
ysis range of 50 ≤ ℓ ≤ ℓgimax with ℓgimax = 154, 221, 283.
The large scale scale cut ℓmin = 50 is chosen due to

potential mis-estimation of the lensing reconstruction
mean-field signal, which can lead to underestimation of
error, and to ensure insensitivity to potential large scale
galactic systematics. We further check that on the scales
used the contribution beyond the Limber effect from red-
shift space distortions (RSD) is negligible compared to
the uncertainties at a level of at most 0.5%.
The maximum multipole scale cut, ℓgimax, was mainly

chosen by requiring an unbiased recovery of the cosmo-
logical parameters; given the linear bias model adopted
in this work (as described in Sec. 6), this becomes chal-
lenging on small scales. Specifically, the ℓgimax are cho-
sen by examining the fiducial Cκg

ℓ,fid and making the
cut at the point where the non-linear part of the mat-
ter power spectrum7 becomes 10% of the linear power
spectrum. These angular scale cuts correspond to spa-
tial scales of kmax = 0.15, 0.16, 0.17h/Mpc for the three

redshift bins respectively. Given our ∆ℓ binning and
the choices for ℓmax, we tested that the actual non-
linear contribution is less than 5% for all data points.

The non-linearity compared to the uncertainties on the
data point, ∆Cℓ/σℓ ≡ (Cnl

ℓ − C lin
ℓ )/σℓ, is most sig-

nificant at highest ℓ. For the smallest scale used we

find ∆Cℓ/σℓ = 0.21, 0.30, 0.41 for tomographic bins 1
- 3 respectively. The same set of scale cuts are ap-
plied to the galaxy auto-correlation, for which we find
∆Cℓ/σℓ = 0.71, 1.46, 1.84. Although the nonlinear con-

tribution is larger as expected given the smaller uncer-
tainties in the galaxy auto-spectrum, the above values
are expected to be smaller when we marginalize over

the linear bias. The constraining power on S8 comes
mainly from the information of the cross-correlation, (i.e
schematically by taking the ratio of Cgg

ℓ /(Cκg
ℓ )2 to break

the degeneracy between bias b and σ8 that Cgg
ℓ is sub-

jected to.This ratio is dominated by the uncertainties in
the galaxy lensing cross-spectrum and not limited by the
error in Cgg

ℓ .) In practice, our baseline model when fit-
ting the actual data uses the non-linear power spectrum,
rather than purely linear theory.
To ensure that this choice of ℓmax does not bias the

recovery of cosmological parameters, in Appendix B.1,
we show that the cosmology constraints on ACT DR6
× DESI Legacy galaxies using more conservative ℓmax

(discarding z1 and limiting kmax of z2 and z3 to kmax =

7 This is computed using CAMB, assuming a fiducial Planck 2018
cosmology by subtracting the linear power spectrum from the
total non-linear power spectrum obtained using HALOFIT Mead
et al. (2015).
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Figure 4. Measurements of Cκg
ℓ (top row) and Cgg

ℓ (bottom row) for the three redshift samples of DESI Legacy galaxies.
Within our analysis range the cross-correlation between galaxies and CMB lensing is detected at an SNRs of 5, 9 and 15,
respectively. Combined with Planck PR4 lensing, the cross-correlation of the joint redshift bins is measured at an SNR of 22.
We show in dashed red (gray) the best fit from the joint fit to all redshift samples for the ACT DR6 (Planck PR4) analyses.
The difference between the two datasets stems from Planck having a larger overlap with the DESI galaxies compared to ACT,
resulting in a different overall bias. The sub-panels show the model residuals. The total model χ2 for the joint fit is 25.9 and
for 24 bandpowers we estimate to have a PTE of 0.36.

0.12, 0.13j/Mpc respectively, results only in a shift of S8

by 0.03σ, consistent with our baseline measurements.
We also generated theoretical data vectors using the

non-linear power spectrum, and obtained fits using the
linear matter power spectrum8. We recovered unbiased
S8 within 0.1σ given the scale cuts. Furthermore, we
perform the above consistency test on re-analysing the

previous data set, using the Planck PR3 lensing map.
As shown in Appendix B, at the S8 level the difference
between linear and non-linear modeling is small (0.19σ),
providing further evidence that the scales chosen are in-
sensitive to non linear modeling.

8 In both cases, we use the linear galaxy bias. In Appendix B,
we also test the effect of a scale dependent bias using Planck
PR3 and adopting the empirical 2-bias model showing that the
constraint is consistent with the one obtained with the baseline
linear bias.

4. PIPELINE VERIFICATION

To test the accuracy of our pipeline, we measure the
auto-correlation of the simulations described in Sec. 4.1
and their correlation with the lensing reconstruction
simulations in the same manner as we treat the data.
We then compare the average of the measured, binned
and mode-decoupled spectra to the input power spectra.

To make a fair comparison, we account for the fact that
the mode decoupling is approximate and convolve the
input Cℓ,fid spectra with the appropriate mode-coupling
matrix before binning them and applying the approx-
imate decoupling matrix applied to the measured Ĉℓs.
As can be seen in Fig. 5, we can recover the inputs with
our measured spectra ⟨Ĉκg

ℓ ⟩ and ⟨Ĉgg
ℓ ⟩ to within ≲ 1%

well beyond our cosmology range.

4.1. Simulations for the covariance matrix and
pipeline verification
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Figure 5. Recovery of Cgg and Cκg on simulations after correcting for the effect of mode coupling and inversion of mode
coupling matrix is better than the per cent level. The lightly shaded error bars show the measurement errors, and the darker
error bars show the error on the mean of 400 Gaussian simulations.

We generate a set of 400 ACT DR6 CMB lensing re-
construction simulations with appropriately correlated
Gaussian simulations of galaxy number density fields.
These simulations are used to test the recovery of the
auto- and cross-power spectra, and to compute the co-

variance matrices for the baseline measurements and the
null tests.
The lensing simulations are obtained by displacing a

randomly drawn CMB realisation with a Gaussian lens-
ing convergence field. We then add realistic survey noise
to the lensed CMB (Atkins et al. 2023) and mask the

data, before passing the resulting CMB skies into the
same lensing reconstruction pipeline that is applied to
the real data (Qu et al. 2023).
We obtain Gaussian realizations of the galaxy field

which are appropriately correlated with the lensing sim-
ulations above by filtering the input lensing convergence
as follows using fiducial Cgg

ℓ,fid,C
κg
ℓ,fid.

9

agℓm =
Cκg

ℓ,fid

Cκκ
ℓ,fid

aκℓm + ag,uncorrelatedℓm + ag,noiseℓm . (5)

We added the shot-noise component as white noise on
the galaxy spectra. Notice that aliasing and the pixel
window function could lead to biases in cosmological
parameters, as pointed out by Baleato Lizancos &White
(2024). This effect is most significant for low resolution
maps, and at Nside = 1024, the impact on the recovered
power spectrum is ∼ 0.5%. The fiducial spectra are

convolved with the appropriate pixel window function
for our map resolution of Nside=1024. The part of the
galaxy field that is uncorrelated with lensing ag,uncorr.ℓm

and the Gaussian noise ag,noiseℓm is obtained from

9 These theory curves are obtained following the same prescription
of (Hang et al. 2021), based on fits to the data fixed to the Planck
cosmology using a two bias model.

⟨ag,uncorr.ℓm (ag,uncorr.ℓ′m′ )∗⟩= δℓℓ′δmm′

(
Cgg

ℓ,fid −
(Cκg

ℓ,fid)
2

Cκκ
ℓ,fid

)
(6)

⟨ag,noiseℓm (ag,noiseℓ′m′ )∗⟩= δℓℓ′δmm′Cgg
ℓ,noise. (7)

We do not include correlations between the different
galaxy samples, but simply estimate the Gaussian ana-
lytic approximation for the covariance between the dif-

ferent samples as described in Sec. 4.3.

4.2. Lensing Monte Carlo transfer function

As discussed in detail in (Qu et al. 2023; Farren et al.
2024), the lensing maps obtained from performing lens-

ing reconstruction under the presence of a mask are
misnormalised. This is corrected using Gaussian sim-
ulations by computing the ratio of the cross-correlation

between the appropriately masked input lensing con-
vergence with the lensing reconstruction to the auto-
correlation of the known input convergence. Specifically
for the case of the cross-correlation this requires com-

puting

AMC
ℓ =

C
κin,κ−maskκin,g−mask

ℓ

C
κ̂κin,g−mask

ℓ

, (8)

where κ̂ is the masked CMB lensing reconstruction,
κ−mask is the input lensing convergence masked with
the lensing mask and κin,g−mask is the input lensing con-
vergence masked with the galaxy mask. Since this cor-
rection depends on the region of the overlap, we esti-
mate this separately for the analyses that use the ACT
DR6, Planck PR4 and PR3 footprint. We estimate
these using 480 DR6 Gaussian simulations and corre-
sponding lensing reconstructions provided by (Carron
et al. 2022) to obtain unbiased estimates of CMB lens-
ing cross-correlation in the form of

C κ̂g
ℓ → AMC

ℓ C κ̂g
ℓ (9)
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for redshift bins i and j. The bin combination is shown in
the legend as (i, j). The smooth theory curves are generated
using the best-fit Hang et al. (2021) model to the Cgg

ℓ auto-
correlations with the ACT×DESI joint footprint. Error bars
are Gaussian computed using NaMaster assuming the theory
curves.
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Figure 7. Size of the Monte-carlo transfer function correc-
tion for the different lensing maps estimated using simula-
tions described in Sec. 4.1.

Fig. 7 shows the size of these Montecarlo corrections
for our analyses. On the scales of our analyses, these
amounts to a change of at most ∼ 3% to the measured

cross-correlation.

4.3. Covariance Matrices

We compute the covariance Cov(CXY
ℓ , CAB

ℓ′ ) for
XY,AB ∈ {gg, κg}, using the suite of 400 Gaussian
simulations of the galaxy and lensing fields discussed in
Sec. 4.1. We take a hybrid approach where the covari-

ance within each tomographic bin is estimated from the

50 100 150 200 250 300
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,

,

,

,

Figure 8. The diagonal elements of the covariance matrix,
as well as the off-diagonal covariance between Cgg

ℓ and Cκg
ℓ in

dotted lines for the different galaxy samples. Shaded regions
show the small-scale cut-off used for the different samples.
Red, blue and green denotes the first z1, second z2 and third
z3 redshift bins respectively.

simulations, while the inter-tomographic bins correla-

tion is computed analytically assuming Gaussian signal
and noise. The diagonal part of the covariance matrix,
including the diagonals between gg and κg between the

same galaxy samples, are shown in Fig. 8. The correla-
tion matrix for one of the three galaxy samples is shown
in Fig. 9.
Our Gaussian simulations do not capture the correla-

tions between the different galaxy samples. Therefore to
measure the off-diagonal covariance blocks used in the
joint analysis of the three galaxy samples we approxi-

mate these analytically using the Gaussian covariance
module implemented in NaMaster (Alonso et al. 2019;
Garćıa-Garćıa et al. 2019), which requires the following

as inputs: the fiducial input spectra used for our simula-
tions; theory curves for the galaxy cross-spectra between
the different redshift bins obtained using the best fit bi-
ases used in the fiducial input spectra to obtain the input
Gaussian simulations (as described in Sec. 4.1) and the
assumed n(z); and a curve of Cκκ

ℓ including reconstruc-
tion noise appropriate to the level of ACT DR6. The
different samples of Cκg

ℓ are correlated at the level of
(26 − 20%) between neighboring bins and (5 − 3%) be-
tween next to neighbor bins. The correlation between
the different Cgg

ℓ are at the 5% level for neighboring bins
and almost negligible for next to neighbor bins.
We verify that the diagonal elements of the covari-

ance matrix computed using simulations agree well with
the diagonal covariance estimated using the analytic es-
timation from the Gaussian covariance module imple-
mented in NaMaster. We additionally validate the error
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Figure 9. Correlation matrix for z3 of the ACT×DESI
galaxies. The diagonal elements of the correlation matrix
have been subtracted for improved legibility. While the cor-
relations between different scales are small, there exist cor-
relations between Cgg

ℓ and Cκg
ℓ of up to 20%.

estimates from simulations using a Jackknife approach.
We first downgrade the joint mask to Nside = 8, and
exclude the downgraded mask pixels with value > 0.95
one at a time, giving a total of 86 Jackknife samples. We

found that generally, this approach gives errors around
5% larger than the analytical error bars and is consis-
tent with our baseline simulation-based approach. We

further verify that the binning introduced with ∆ℓ = 60
helps to reduce the off-diagonal correlations of the co-
variance matrix compared to the ∆ℓ = 10 adopted in
(Hang et al. 2021) and yields a converged estimate of

the covariance matrix given the finite number of simu-
lations used. We find correlations of up to 20% between
Cgg

ℓ and Cκg
ℓ at the same ℓ, while the off-diagonal cor-

relations are smaller than 10%. Fig. 6 shows the theory
input for the off-diagonal covariance in the form of the

correlation coefficients, Cij
ℓ /
√

Cii
ℓ C

jj
ℓ for bins i and j,

compared to the actual measured values. These the-
ory inputs are based on the best-fit Hang et al. (2021)
models fixed at the Planck 2018 cosmology to the auto-
correlations Cgg

ℓ , hence not a fit to the measurements.

However, the fact that they match closely means that
our covariance estimate is relatively accurate. The only
noticeable difference is the (2, 3) correlation, where the
theory is slightly higher than the measurements. This
implies that our uncertainties on the final results may
be slightly over-estimated.
Wherever we use the inverse of the covariance matrix,

we account for the fact that the inverse of the above
covariance matrix is not an unbiased estimate of the
inverse covariance matrix, and we rescale the inverse

covariance matrix by the Hartlap factor (Hartlap et al.
2006):

αcov =
Ns −Nbins − 2

Ns − 1
, (10)

with Ns = 400 simulations and the 12 combined data
points for Cgg

ℓ and Cκg
ℓ , this correction is αcov = 0.97

for the joint analysis of the three galaxy samples.
In Sec. 7.1.1 we also present a combined analysis of

the ACT DR6 cross-correlation with the DESI galax-
ies and the equivalent cross-correlation analysis using
Planck PR4 lensing reconstructions. We outline the
procedure used to estimate the covariance matrix for
this joint analysis below. We use the same set of 480
FFP10 CMB simulations used in the Planck PR4 lens-
ing analysis (Carron et al. 2022). These lensed Gaussian
simulations have corresponding lensing reconstructions
generated using the PR4 lensing pipeline. In a simi-

lar manner as described in Sec. 4.1, we obtain a set of
correlated Gaussian galaxy realisations allowing us to
estimate the covariance for the Planck cross-correlation
analysis.

As shown in Qu et al. (2023), the correlation be-
tween the ACT and the Planck lensing reconstructions
is relatively small. However, there exist large correla-

tions of the order 40 − 50% in the cross-correlation de-
spite the partial overlap in survey areas and scales be-
cause of the identical galaxy sample used in both cross-
correlations. The correlation between the galaxy auto-

correlation measured on the ACT and Planck footprints
is up to 60% (This is accounted for appropriately in the
covariance matrix when combining the ACT DR6 and

Planck PR4 measurements). As in the ACT-only anal-
ysis we analytically estimate the covariance between the
different galaxy samples; this is again small for the case

of Cgg
ℓ (< 6%) but non-negligible for Cκg

ℓ (up to 30%).

5. TESTS FOR SYSTEMATIC ERRORS

We perform a series of comprehensive null and system-
atic tests that we discuss below. This test suite estab-
lishes that our data are free from significant systematic
effects that may affect our measurements. For example,
we test for contamination of the lensing reconstruction
by extragalactic foregrounds (e.g., tSZ and CIB) that

also correlate with the galaxy samples. Furthermore,
we also examine contamination from galactic dust by
considering different galactic masks. Such contamina-
tion could correlate with the galaxy survey data due to
correlations of the galaxy sample with galactic structure
(e.g., stellar density and dust absorption).
The null tests aimed at systematic errors in the lensing

reconstruction correlated with the galaxy samples are
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found in Sec. 5.1; tests targeting the spatial inhomogene-
ity of the galaxy samples are found in Sec. 5.2. Finally,
we estimate the biases in the lensing cross-spectra due
to extragalactic foreground contamination of the lensing
reconstruction using simulations in Sec. 5.3.

5.1. Null tests for contamination of the Lensing
Reconstruction

We perform tests to show that our lensing reconstruc-
tion is free from systematic effects that are potentially
correlated with the galaxy samples. Such contamina-
tion can in principle be caused by the thermal Sunyaev–
Zeldovich (tSZ) effect which is produced by the inverse
Compton scattering of CMB photons off hot electrons

in thermal clusters, and by CIB contamination origi-
nating from unresolved dusty galaxies. Both of these
astrophysical foregrounds produce non-trivial bispectra
and trispectra which can bias the lensing reconstruction

if not appropriately mitigated (MacCrann et al. 2024).
They are also correlated with the large-scale matter dis-
tribution and thus with the galaxy densities, so cross-

correlations are also susceptible to biases.
The baseline DR6 lensing map used in this work

uses profile-hardening to mitigate these biases (see Mac-
Crann et al. 2024 and Qu et al. 2023 for details). We

verify here that the contaminants are mitigated suffi-
ciently in cross-correlations using this baseline lensing
map. Furthermore, as well as extragalactic foregrounds,

the correlation of galaxy density with Galactic struc-
tures can also bias the lensing reconstruction In par-
ticular, dust contamination has been tested extensively

for the lensing reconstruction by using more conserva-
tive galactic masks and changing the minimum CMB
multipole used for the lensing reconstruction (Qu et al.
2023). Their effect on cross-correlations can be tested
with different galactic masks.
Null tests here are divided into two categories: first,

cross-correlation of signal-nulled lensing reconstructions

with the galaxy samples, where the signal-nulled lensing
reconstructions are constructed by taking the difference
of the temperature TT and polarization maps at 150
and 90 GHz to obtain a map containing only noise and
foreground residuals on which lensing reconstruction is
performed. The second category are bandpower differ-
ence tests where the cross-correlation of the same galaxy
samples with lensing reconstructions obtained with dif-
ferent versions of CMB maps are taken and checked for
consistency. The results for these null tests are sum-
marised in Table 5.1 and the histogram of Fig. 10. We

define the criterion for passing a null test to be that it
returns a PTE greater than 0.0510.
The null tests specifically targeting the extragalac-

tic foregrounds leverage the distinctive frequency de-
pendence of these foregrounds. We cross-correlate this
signal-nulled lensing map with our galaxy samples. The
results for these tests are passing except for a marginal
failure with PTE= 0.03 for the cross-correlation of red-
shift bin 2 with the temperature-only lensing null map
(The bandpowers of this test can be seen in Fig. 25 of
Appendix C.) Given that the same test using the tem-
perature and polarization null map passes and no failure
is observed with the bandpower level test discussed be-
low, we attribute this failure to random fluctuations.
We also investigate the bandpower difference between
the cross-correlations measured using the reconstruction
performed only on the 150 and 90 GHz data and find no

failures for those tests.
We also explicitly test that profile hardening is ef-

fective in mitigating CIB foregrounds by performing a

bandpower test difference between the cross-correlation
of the DESI galaxies with the minimum variance tem-
perature and polarization (MV) baseline lensing map

and a lensing map that explicitly deprojects the CIB
(cib-dpj) using the Planck high-frequency channels,
finding consistency in both approaches. In addition, we
find from the consistent bandpower results using a more

restrictive Galactic 40% mask compared to our baseline
60% mask that does not significantly affect our measure-
ments.

We also cross-correlate the galaxy samples with the
curl modes of the baseline reconstruction. This test is
primarily a test of our covariance estimation since we
do not expect there to be any physical signal arising

from the curl of the lensing reconstruction at the current
levels of precision. This test passes for all redshift bins
except for bin 3 which has a marginal failure of PTE=

0.04 (see Fig. 26 in Appendix C).
No significant failures are observed apart from two

marginal failures of the curl×galaxies test in redshift
bin 3 at the level of 0.04 and the frequency nulled map
in temperature×galaxy test at redshift bin 2 which fails
with 0.03. Further evidence that the above failures are
consistent with fluctuations can be seen in Fig. 10, the
distribution of the PTE for the null tests is consistent
with a uniform distribution and given the fact that we

10 We also flag tests passing with PTE > 0.95 although these are
not particularly worrying given that tests like curl×galaxies that
specifically test for our covariance matrices give reasonable re-
sults
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Table 2. Summary of the lensing null tests described in
Sec. 5.1 and galaxy homogeneity null tests of Sec. 5.2. For
each test, we show the PTE values for the baseline range of
each redshift bin. The first 9 tests are described in Sec. 5.1
and the last 3 tests are described in Sec. 5.2.

Null test PTE z1 PTE z2 PTE z3

Curl×g 0.18 0.14 0.04

(f090− f150)× g TT 0.12 0.03 0.49

(f090− f150)× g MV 0.69 0.14 0.74

κMV × g − κcib−dpj × g 0.13 0.18 0.18

κMV × g − κ40%mask × g 0.22 0.84 0.44

κf150MV × g − κf090MV × g 0.70 0.27 0.89

κf150TT × g − κf090TT × g 0.90 0.89 0.96

κMV × g − κTT × g 0.58 0.43 0.47

κMV × g − κMVPOL × g 0.96 0.41 0.96

Cgg,north
ℓ − Cgg,south

ℓ 0.22 0.88 0.12

Cgg,60%mask
ℓ − Cgg,40%mask

ℓ 0.68 0.79 0.23

Cgg,60%mask
ℓ − Cgg,cib−dpjmask

ℓ 0.20 0.20 0.81
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Figure 10. Distribution of the PTE of the 36 null tests.
The distribution is consistent with uniform passing of the
K-S statistic with a PTE of 0.15.

perform 36 null tests, observing 2 null tests at around
the 5% level is not unlikely.

5.2. Homogeneity and contamination tests of the
galaxy samples

We perform tests on the homogeneity of the galaxy
sample by constructing null tests using different masks.
This is tested through the cross-correlation test using
our 60% and 40% Galactic masks discussed in the previ-
ous section as well as bandpower level auto-spectra null
tests where Cgg

ℓ is measured across different regions: in
particular we compare the measurement using the 60%

and 40% Galactic masks, the 60% mask and the foot-

print covered by the CIB-deprojection mask and split-
ting the samples between the north and south galactic
caps (i.e., the disjoint regions marked by the blue lines
in Fig. 1). All of these tests pass suggesting that the
legacy sample used is uniform within the DESI × ACT
footprint on the scales tested without large variations of
galaxy bias, shot noise and redshift distribution across
the sky. However, as mentioned in Sec. 3, we do observe
a fluctuation in the galaxy bias between the DESI×ACT
footprint and the DESI×PR4 footprint (roughly speak-
ing, difference between the blue and pink regions Fig. 1.
This is mainly the BASS-MzLS footprint of the DESI
Legacy Survey).

5.3. Simulation based tests for Extragalactic
foregrounds

We further quantify the potential contamination from
extragalactic foregrounds using a simulation-based ap-
proach with foreground simulations from WebSky

(Stein et al. 2020) in an approach similar to MacCrann
et al. (2024) by making the approximation that all the
relevant extragalactic foregrounds are in the tempera-

ture channel such that the observed CMB temperature
is given by T = TCMB + Tfg. This assumption is valid
as we do not expect the polarized tSZ and CIB to cause

significant lensing biases at current observation levels
(Qu et al. 2024). Furthermore, any potential bright po-
larized sources in DR6 are masked and inpainted before
lensing reconstruction (Qu et al. 2023). The bias on the

cross-correlation of the temperature-only lensing recon-
struction with the galaxy samples due to unmitigated
foreground contamination is then given by

∆Cκg
ℓ = ⟨Q(Tfg, Tfg)g⟩, (11)

where Q(TA, TB) denotes the quadratic estimator used
to reconstruct the lensing convergence field from the two
fields TA and TB , and the cross-correlation of a field X
with the galaxy field g is denoted with the short-hand

CXg
ℓ = ⟨Xg⟩. In Eq. 11 we have assumed that the fore-

grounds are uncorrelated with the CMB, allowing us to
neglect terms of the form ⟨Q(TCMB , Tfg)⟩. We quantify
the bias due to extragalactic contamination in terms of
the bias in the cross-correlation lensing amplitude, A×

lens.
The bias A×

lens relative to the uncertainty of this lensing
amplitude is given by

∆A×
lens

σ(A×
lens)

=

∑
ℓ,ℓ′ ∆Cκg

ℓ C−1
ℓℓ′C

κg
ℓ′√∑

ℓ,ℓ′ C
κg
ℓ C−1

ℓℓ′C
κg
ℓ′

, (12)

where Cκg
ℓ′ is the true, baseline cross-correlation signal

and Cℓℓ′ is the associated covariance matrix.
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We test the foreground mitigation strategies employed
in the lensing maps by cross-correlating lensing re-
constructions performed on foreground-only maps with
WebSky and galaxy samples prepared by populating
the WebSky halo catalog with galaxies using the HOD
described in Hang et al. (2021). The resulting galaxy
catalog is sampled to match the redshift distribution of
our samples.
We find that the baseline foreground mitigation strat-

egy adopted for the ACT DR6 lensing maps is effective
in suppressing biases in the cross-spectra, resulting in
negligible bias levels of ∆A×

lens/σ(A
×
lens) = −0.01 for all

the galaxy samples. Additionally, explicitly deproject-
ing the CIB does not help in reducing foreground bi-
ases further although it is effective in suppressing the
foreground biases compared to the no mitigation case.
This is consistent with other findings (MacCrann et al.
2024; Farren et al. 2024; Kim et al. 2024), indicating
that profile hardening is effective in suppressing not

only tSZ clusters but also diffuse foregrounds from the
CIB (see Sailer et al. (2023) for a detailed explanation).
For comparison, the resultant biases when not per-
forming profile hardening are at the ∆A×

lens/σ(A
×
lens) =

−0.19,−0.18,−0.07 level for the three galaxy samples
respectively (See Fig. 11 for a summary). From this
test, we have evidence that extragalactic biases are neg-

ligible compared to the size of our statistical error, after
profile hardening.

6. MODELING AND ANALYSIS CHOICES

In this section we introduce the model used to com-
pare to the measured spectra presented in Sec. 3 when
measuring cosmological parameters. We further present
our blinding strategy, and discuss the likelihood and pri-
ors adopted for the analysis.

6.1. Models for galaxy-clustering and CMB lensing
power spectra

We use HALOFIT to model the three-dimensional power
spectra of the clustering of matter Pmm(k, z). We model
the linear galaxy bias b(z) in each redshift bin as a single
effective number that is scale independent. Such that in
each tomographic redshift bin we have Pgg = b(z)2Pmm

and Pgm = b(z)Pmm.
We use the Limber approximation (Limber 1953;

LoVerde & Afshordi 2008) to project the three-
dimensional matter power spectra along the line of sight
to obtain the angular galaxy auto and galaxy-lensing
cross spectra.

Cgg
ℓ =

∫
dχ

χ2
[W g(z)]2Pgg

(
k =

(
ℓ+

1

2

)
/χ, z

)
,

Cκg
ℓ =

∫
dχ

χ2
Wκ(z)W g(z)Pgm

(
k =

(
ℓ+

1

2

)
/χ, z

)
,

(13)

where z(χ) is the redshift and is implicitly a function of
χ, the comoving distance.
As shown in Hang et al. (2021), bias evolution is im-

portant when considering wide tomographic bins, for ex-
ample, when all four tomographic bins are combined in
a single redshift bin. For the individual redshift bins,
however, the bias evolution is not strong, and a con-
stant mean bias gives consistent lensing amplitude Aκ

to the case of accounting for the bias evolution.
The projection kernels used for the galaxies and CMB

lensing are given by

Wg(z) =
H(z)

c
n(z),

Wκ(z) =
3

2
Ωm

(H0

c

)2
(1 + z)

χ(χ∗ − χ)

χ∗
, (14)

where n(z) is the normalized redshift distribution for the

galaxy sample, Ωm is the total matter density that in-
cludes the density of neutrinos, H(z) is the Hubble rate
with H0 = H(z = 0) and χ∗ is the conformal distance

to the surface of last scattering.
The observed angular power spectrum also contains

contributions from the lensing magnification bias. This
effect arises from the gravitational lensing of galaxies

by foreground structures, inducing a magnification (or
demagnification) affecting the sample selection by artifi-
cially increasing (decreasing) the magnitude of a galaxy
in a correlated way with the large-scale structure. De-
noting quantities related to the magnification bias by µ,
we model the contributions from the magnification bias

as

Cgµ
ℓ =

∫
dχ

Wg(z)Wµ(z)

χ2
Pgm

(
k =

(
ℓ+

1

2

)
/χ, z

)
,

Cκµ
ℓ =

∫
dχ

Wκ(z)Wµ(z)

χ2
Pmm

(
k =

(
ℓ+

1

2

)
/χ, z

)
,

Cµµ
ℓ =

∫
dχ

W 2
µ(z)

χ2
Pmm

(
k =

(
ℓ+

1

2

)
/χ, z

)
, (15)
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Figure 11. We estimate biases due to extragalactic foregrounds using realistic foreground simulations from WebSky (Stein
et al. 2020). We perform lensing reconstruction on foreground-only maps using different foreground mitigation strategies and
cross-correlate them with galaxy number density maps that we obtain by populating the WebSky halo catalog using a HOD.
We find that our baseline analysis reduces all biases to < 0.2σ while the analysis without any mitigation yields significant biases
(up to ∼ 3σ).

with the lensing magnification kernel given by

Wµ(z) = (5sµ − 2)
3

2
ΩmH2

0 (1 + z)×∫ χ∗

χ

dχ′χ(χ
′ − χ)

χ′ H(z′)n(z′). (16)

The parameter sµ ≡ d log10 N/dm is the response of
the galaxy number density to a change in magnitude and
is measured from the data by perturbing the photometry

of the DESI galaxies and reapplying the selection criteria
(Hang et al. 2021). The total, observed, galaxy and
galaxy-CMB lensing spectra are then given by Cgg

ℓ +
2Cgµ

ℓ + Cµµ
ℓ and Cκg

ℓ + Cκµ
ℓ .

To evaluate Eq. (13)-(16), we use class sz (Bolliet
et al. 2018, 2024), a machine-learning accelerated CMB
and Large Scale Structure code written in Python and C,

that builds on top of the class (Lesgourgues 2011; Blas
et al. 2011) infrastructure. class sz11 has a parallelized
implementation of the Limber integrals and uses neural

network emulators for the matter power spectrum. To-
gether, this makes the model evaluation optimally fast
(roughly, 0.3s for evaluation of all Cgg

ℓ and Cκg
ℓ in three

redshift bins). The emulators are presented in detail in
Bolliet et al. (2024) and are based on cosmopower (Spu-
rio Mancini et al. 2022).
We find that the impact of the magnification term,

Cκm
ℓ , compared to the signal Cκg

ℓ , is about 0.5% − 1%
for the third redshift bin (where the effect is largest),
and including this term only shifts the cosmological pa-

rameters by ∼ 0.1σ, given a uniform prior of (0.9s, 1.2s)
on the magnification coefficient, where s is given in Ta-
ble 1 for bin 3. We thus decide not to include this ef-
fect in the subsequent modeling for all the redshift bins.

Since we do not correct the effect of pixelization at the
measurement level, we forward model the effect of pix-
elization by convolving the theory curves by two powers

of the pixel window function for Nside=1024 (pwℓ)
2 for

the galaxy-auto spectra and pwℓ for the galaxy cross
spectra. To compare the theory predictions with the

observed spectra, we further convolve the theory spec-
tra with the bandpower window that captures the ef-
fect of the approximate mode decoupling applied to the
data (Farren et al. 2024). The final theory auto and

cross spectra that we compare with the measurements
are given by

Cth,gg
b =

∑
b′

M̂−1
bb′

∑
ℓ

wb′

ℓ

[∑
ℓ′

(
Mℓℓ′(pwℓ′)

2Cgg
ℓ′ +M0,ℓ′Nshot

)]
,

Cth,κg
b =

∑
b′

M̂−1
bb′

∑
ℓ

wb′

ℓ

[∑
ℓ′

Mℓℓ′pwℓ′C
κg
ℓ′

]
, (17)

11 https://github.com/CLASS-SZ

https://github.com/CLASS-SZ
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where M̂−1
bb′ is the inverse of the binned mode coupling

matrix 12 and wb
ℓ are the uniform weights associated

with each multipole in bin b. The shotnoise level Nshot

for the data is sampled with a prior centred at the inverse
of the galaxy number density in the respective galaxy
footprints.
We test the impact of photometric redshift uncertain-

ties on our results in Appendix C showing that they do
not affect the constraints on S8.

6.2. Blinding Policy

We adopt a blinding policy that is intended to be
a reasonable compromise between reducing the effects
of confirmation bias and improving our ability to diag-
nose issues with the data and the pipeline. During the
preparation of the analysis presented in this work, con-
straints on cosmological parameters were blinded until

we demonstrated that a sequence of tests described be-
low were passed. We were not blind to the measured
spectra which, in the case of Cgg

ℓ , had already been
present in (Hang et al. 2021). We followed the proce-

dure below before unblinding the ACT DR6 lensing and
DESI galaxies cross-correlations analysis:

• To verify our data are not contaminated by sys-
tematic effects, in particular galactic and extra-
galactic foregrounds, we run a series of null tests

described in Sec. 5.1. We also perform some tests
for the galaxy-galaxy auto spectra in Sec. 5.2 al-
though the bulk of this work was already presented

in Hang et al. (2021). We classify a test to be
passing if it yields a PTE greater than 0.05. We
qualify this stage to pass and that our mitigation
strategies are sufficient if the number of failures

is consistent with what is expected from random
statistical fluctuations given the number of tests
performed.

• After passing the null tests and verifying the
parameter recovery using simulations with our
model, we perform a reanalysis of the Planck PR3
lensing map cross-correlated with the DESI galax-
ies discussed in Appendix B. We do not consider
this to affect blinding as this measurement has al-
ready been looked at in (Hang et al. 2021). Us-
ing PR3×DESI we investigate the consistency of

the parameters recovered with different analysis

12 Obtained under the assumption that the power spectrum is piece-
wise constant and is the default approximation implemented in
NaMaster.

choices, including different sky masks and con-
sistency of parameters when using subsets of the
data.

• Before unblinding the results using the ACT DR6
and Planck PR4 lensing maps, we freeze all the
baseline analysis choices. These include the scale
cuts used in Cgg

ℓ and Cκg
ℓ , the priors on the cos-

mological parameters and the nuisance parameters
for the galaxies’ linear biases and shotnoise.

6.3. Likelihood and priors

We provide constraints on cosmological parameters by
constructing a Gaussian likelihood

−2 lnL ∝
∑
bb′

[
∆Ĉgg

b (θ)

∆Ĉκg
b (θ)

]
C−1

[
∆Ĉgg

b′ (θ)

∆Ĉκg
b′ (θ)

]
(18)

where ∆Ĉgg
b and ∆Ĉκg

b are the residuals between the
binned observed galaxy-galaxy auto and galaxy-lensing
cross spectra Ĉgg

b and Ĉκg
b , and the respective window

convolved theory spectra, Cgg
b and Cκg

b . The covariance
matrix C has the form

C =

[
Cgg,gg

bb′ Cgg,κg
bb′

(Cgg,κg
bb′ )T Cκg,κg

bb′

]
(19)

where Cgg,gg
bb′ , Cκg,κg

bb′ , and Cgg,κg
bb′ are the galaxy-auto

spectrum covariance, the galaxy-lensing cross-spectrum
covariance and the cross-covariance between them.
These covariance blocks are estimated from simulations

as described in Sec. 4.3.
We use the Markov Chain Monte Carlo code cobaya

(Torrado & Lewis 2021) to perform the sampling and

infer parameters from our galaxy-galaxy and galaxy-
lensing data using the model described in Sec. 6 evalu-
ated with class sz for a fast and accurate inference. We
consider the chains to be converged when the Gelman-
Rubin statistic (Gelman & Rubin 1992; Brooks & Gel-
man 1998) satisfies R−1 ≤ 0.01 (which is reached within
roughly one hour).
The dataset used here is insensitive to the optical

depth to reionization and similar to (Qu et al. 2023),
we fix this at the best-fit value of Planck (Planck Col-
laboration et al. 2016b). Table 3 shows the whole set of
cosmological priors used, which largely follows from the
priors assumed in the most recent Planck and ACT lens-

ing analyses, except for slightly more restrictive As and
H0 priors. Similar also to the analysis of Farren et al.
(2024), we fix Ωbh

2 to the central value from Planck
of Ωbh

2 = 0.2242 (Planck Collaboration et al. 2020).
We also fix the tilt of the primordial power spectrum to
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Table 3. Priors used in the cosmological analysis of this
work. Uniform priors are shown in square brackets and Gaus-
sian priors with mean µ and standard deviation σ are de-
noted N (µ, σ). Nuisance parameters are marginalised. The
expected shot noise for each redshift bin is centered on the
values listed in Table 1.

Parameter Prior

Cosmological

ln(1010As) [2.5, 3.5]

H0 [50, 80]

ns 0.9665

Ωbh
2 0.02242

Ωch
2 [0.08, 0.20]

τ 0.055∑
mν 0.06 eV

Nuisance

b1 [0, 3]

b2 [0, 3]

b3 [0, 3]

s1 N (Table1, 0.3)

s2 N (Table1, 0.3)

s3 N (Table1, 0.3)

ns = 0.9665 (Planck Collaboration et al. 2020) and as-
sume the minimum neutrino mass allowed in the normal

hierarchy (
∑

mν = 0.06 eV) 13.
For the shot-noise term, we choose a Gaussian prior on

SN, the shot-noise amplitude, centered on the Poisson
value with a width of 30%. We have checked that chang-

ing the width to 60% has no significant effect (at the
0.08σ level) the mean of the posteriors. Notice that due
to our conservative binning scheme and hence the small

number of data points, large values of shot noise could
become degenerate with the signal amplitude, hence af-
fecting the σ8 values. This happens when the fitted shot
noise is about 20 times that from the 1/Ngal expectation.
Since these shot noise values are nonphysical, we limit
our shot noise prior to the above range, rather than us-
ing a wide uniform prior. The linear bias is sampled

with a uniform distribution from 0 to 3.

7. RESULTS

7.1. DESI galaxies × ACT DR6

We jointly analyze the auto-correlation of the three
DESI Legacy galaxy samples and the cross-correlation

13 We verified that when we enable those parameters fixed to the
Planck value to vary with an uncertainty set by the Planck mea-
surement only degrades S8 by ∼ 10%.

Table 4. Summary of the 1σ constraints on cosmologi-
cal parameters obtained from the cross-correlation of DESI
Legacy galaxies with ACT DR6 lensing reconstruction. We
also present constraints from the joint analysis of the Planck
and ACT cross-correlations. We incorporate BAO data to
break the degeneracy between the matter density, Ωm and
the amplitude of fluctuations σ8, shown in the third and
fourth blocks of the Table.

Ωm σ8 S8

ACT DR6 × DESI Legacy only

z1 0.207± 0.063 0.712± 0.125 0.579± 0.095

z2 0.246± 0.060 0.863± 0.107 0.768± 0.062

z3 0.324± 0.108 0.814± 0.142 0.812± 0.048

Joint 0.240+0.014
−0.046 0.872+0.088

−0.061 0.772± 0.040

(ACT DR6 + Planck PR4) × DESI Legacy

z1 0.237± 0.067 0.714± 0.124 0.619± 0.077

z2 0.247± 0.060 0.850± 0.111 0.756± 0.051

z3 0.304± 0.080 0.824± 0.120 0.807± 0.039

Joint 0.271+0.029
−0.075 0.821+0.11

−0.095 0.765± 0.032

ACT DR6× DESI Legacy+ BAO

z1 0.290± 0.015 0.644+0.041
−0.065 0.633+0.053

−0.067

z2 0.309± 0.015 0.717+0.046
−0.064 0.727+0.054

−0.062

z3 0.315± 0.015 0.770+0.049
−0.056 0.788± 0.051

Joint 0.319± 0.013 0.708+0.031
−0.041 0.731± 0.038

(ACT DR6 + Planck PR4) × DESI Legacy + BAO

z1 0.291± 0.014 0.645+0.037
−0.057 0.635+0.047

−0.059

z2 0.310± 0.014 0.714+0.038
−0.053 0.726+0.043

−0.050

z3 0.318± 0.014 0.764+0.040
−0.045 0.785± 0.040

Joint 0.322± 0.011 0.714+0.026
−0.034 0.739± 0.029

of each with the ACT DR6 lensing reconstruction to
obtain a 5.1% (68%) constraint on S8 ≡ σ8(Ωm/0.3)0.5

of

S8 = 0.772± 0.040 (DESI×ACT DR6). (20)

The posterior in the σ8−Ωm plane is shown in the left
panel of Fig. 12 (purple contours). The constraints from
the individual redshift bins are summarized in Table 4.

7.1.1. Combination of ACT DR6 and Planck

In Appendix B, we present a reanalysis of the cross-
correlation between Planck PR3 CMB lensing and the
four DESI Legacy galaxy samples using our more con-
servative linear model, new pipeline and previously ne-
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Figure 12. Cosmological constraints of the DESI Imaging galaxies. Left panel shows the 1 and 2-σ contours using Cgg
ℓ and

Cκg
ℓ with ACT DR6 only. Right panel shows the equivalent constraints for Planck PR4. The black solid line shows the best

fit S8. As a reference, we also show as dashed lines of constant S8 = 0.85 and S8 = 0.75. Our measurement comfortably sits in
between these two lines as can be seen as well with the best fit of S8 = 0.772 and S8 = 0.783 for ACT and Planck respectively.

glected Monte Carlo lensing norm corrections. Fig. 21
shows in detail how the above changes affected the pa-
rameter S×

8 ≡ σ8(Ωm/0.3)0.78 constrained by Hang et al.

(2021). Below, we update the analysis results using our
scale cuts and the new Planck PR4 lensing map. The
σ8−Ωm contours are shown on the right panel of Fig. 12.
We find a 4.8% constraint on S8:

S8 = 0.776± 0.037 (DESI×Planck PR4). (21)

Although the reconstruction noise is significantly
lower for ACT, using the Planck lensing map constrains

S8 more tightly than the results presented in 7.1, owing
to the area gain of the Planck lensing map. (33% vs
18% in overlap).
The consistency between the ACT and Planck results

motivates us to present the joint analysis of the cross-
correlation of the DESI legacy galaxies with the ACT
DR6 and Planck PR4 lensing. We describe in Sec. 4.3
the estimation of the joint covariance, accounting for
the correlation between the ACT and Planck cross-
correlations. Given that we find the bias preferred by

the region of the Planck footprint is different to that of
ACT in Fig 4, we do not assume them to be identical
in the ACT and Planck footprints. Hence we include
Cgg

ℓ measured using both the ACT and Planck masks
in our analysis. We also include the significant cross-
covariance between Cgg,ACT

ℓ and Cgg,Planck
ℓ , which we

also estimate from our Gaussian simulations.
The combination of ACT DR6 and Planck PR4 CMB

lensing with DESI legacy results in a 4.2% joint con-
straint of

S8 = 0.765± 0.032 (DESI×Planck PR4 + ACT DR6)
(22)

This constitutes a 24% and a 13% improvement com-
pared to ACT DR6 and Planck PR4 alone respectively.
The joint analysis in black is shown alongside the con-
straints from ACT and Planck in the top panel of

Fig. 13. The best-constrained parameter in our anal-
ysis differs slightly from S8 due to the redshifts and
scales used and we determine this empirically to be

closer to S×
8 ≡ σ8(Ωm/0.3)0.58, which we constrain to

4.1% S×
8 = 0.757± 0.031.

A feature that can be seen in Fig. 13 is that the low-

est redshift bin is ∼ 1.8σ lower than the baseline con-
straint mean for both the ACT, Planck and combined
ACT+Planck results. This corresponds to a shift in S8

at the 2.21 and 2.08σ using the subset test proposed by

Gratton & Challinor (2020) given that the constraints
from z1 are a subset of that of the joint analysis. We thus
also proceed to report joint constraints of ACT+Planck
× DESI excluding the first redshift bin

S8 = 0.785± 0.033. (23)

This only degrades the baseline S8 constraint by 3% but
results in a shift of S8 upwards by 0.45σ.
Overall, our cross-correlation analysis is robust to the

data and analysis choices used. A summary of the S8

constraints using different analysis variations is shown

in the top panel of Fig. 13 and we see that, exclud-
ing the analysis using only the first redshift bin, all the
other choices are within the 1σ level of the baseline mea-
surements. In green we show that we obtain consistent
results when adding a prior on the angular size of the
sound horizon θMC, that is predominantly sensitive to
the combination of Ωmh3 (Percival et al. 2002). Taking
the mean value measured by Planck (Planck Collabo-



20

ration et al. 2020) of Ωmh3 = 0.09635 we obtain a S8

value of

S8 = 0.747± 0.028. (24)

7.1.2. Combination with BAO

The tomographic lensing measurements provide infor-
mation on a 3-dimensional volume comprising the ampli-
tude of matter fluctuations σ8, the matter density Ωm,
and the Hubble constantH0. To reduce the degeneracies
of σ8 with the other parameters and enable comparisons
with other probes of weak lensing, CMB lensing auto-
spectra and CMB primary information, we include ex-
pansion information from the 6dF and SDSS surveys.
The included data measures the BAO in the clustering
of galaxies up to z ≈ 1; the data are from 6dFGS (Beut-
ler et al. 2011); SDSS DR7 Main Galaxy Sample (Ross

et al. 2015); BOSS DR12 luminous red galaxies (Alam
et al. 2017); and eBOSS DR16 LRGs (Alam et al. 2021).
Additionally, we include the higher-redshift Emission
Line Galaxies ELGs (Comparat et al. 2016), Lyman-

α forest (du Mas des Bourboux et al. 2020), and quasar
samples (Alam et al. 2021) from eBOSS DR16. We
do not include additional information that constrains

structure growth from RSD. This choice allows us to
isolate information on structure formation purely from
the galaxy samples and its cross-correlation with CMB
lensing. Fig. 15 shows a breakdown of the constraints

of the lensing-galaxy cross correlation, BAO and their
intersection in the three dimensional σ8−H0−Ωm space.
The lower panel of Fig. 13 demonstrates again the ro-

bustness of the results against different analysis choices.
Fig. 14 shows the marginalized contours of Ωm, σ8 and
S8 with BAO. With ACT DR6 we find a 5% constraint
of

σ8 = 0.708+0.031
−0.041. (25)

Combining with Planck PR4 lensing again results in a
improvement from the ACT DR6 only measurement by
16% giving

σ8 = 0.714+0.026
−0.034. (26)

The combined constraints alongside the individual ACT
and Planck constraints are shown on the right of Fig. 14.
We find that the σ8 constraint after combining with
BAO is 3.2σ lower than the CMB 2pt value obtained
from Planck PR4 NPIPE.

Similar to the lensing only measurements (made with-
out the inclusion of BAO), we find that the first redshift
bin is discrepant at the 2.02σ with respect to the third
redshift bin. Excluding this first bin to ensure a more

internally consistent dataset results in a slightly larger
σ8 value of

σ8 = 0.735± 0.035, (27)

improving the consistency with the 2pt Planck PR4
NPIPE result to 2.14σ.
It is worth noting that by building a normalization

flow distribution for the parameter shift between the
BAO and the cross-correlation dataset using tensiome-
ter(Raveri & Doux 2021), we find a discrepancy of
1.94σ between these two datasets. This tests quan-
tifies the discrepancy between the orange bands from
BAO and the black bands from the ACT DR6 × galax-
ies cross-correlation in the 3D space of σ8 − Ωm − H0

in Fig. 15. This discrepancy hence cautions the naive
combination of the two datasets and the constraints ob-
tained when including BAO. We additionally perform a

range of systematic tests in Fig. 13 and find that a test
with a larger ℓmin = 140 causes the posterior mean of
σ8 to move up by 0.5σ in the direction that reduces the

tension to 1.1σ. Although the error bars nearly dou-
ble given that the most signal-dominated scales are dis-
carded, this shift suggests that if large-scale systematics
are the cause of the low σ8 values obtained, they will pri-

marily impact the lowest redshift bin. The scale cut es-
sentially removes the constraint provided by the z1 bin.
As a result, the outcome aligns with the analysis where

z1 is simply discarded, but no scale cut is applied to
the other bins. The above instabilities and internal ten-
sions suggest further that investigation into large-scale

systematics is needed before external datasets are added
in. In what follows we will proceed with the more robust
lensing only results that provide a ∼ 4% constraint on
structure growth.

7.2. Consistency with predictions based on Planck
CMB anisotropies

Our combined S8 constraint is 1.93σ lower than

the one obtained from Planck 2018 CMB anisotropies
(Aghanim et al. 2020) and 1.88σ lower than preferred
by the latest PR4 (Rosenberg et al. 2022) + SRoll2 EE
(Pagano et al. 2020) analysis that is based on an extrap-
olation assuming the ΛCDM model .
We also assess the consistency of our dataset with the

preferred parameters obtained from Planck 2018 by fix-
ing the cosmological parameters to those reported by
Planck 2018, namely with H0 = 67.4, ωc = 0.120 and
ln 1010As = 3.044 and comparing this with our base-
line model. We find a ∆χ2 = 11.6 (∆χ2 = 12.4 with
the NPIPE parameters) going from the fixed to the free
cosmology case. With a PTE of 0.04, the LCDM model
provides a fairly reasonable fit to the data. In Fig. 19
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Figure 13. We show the S8 (top panel) and σ8 1σ constraints when combined with BAO (bottom panel) using different
data and analysis variations. Gold points correspond to constraints using the baseline analysis for the combination of ACT
and Planck lensing (top) row and ACT DR6 only (second row). Black data points show the joint ACT DR6 + Planck PR4
constraints cross-correlated with each redshift bin. We see that the mean of the first bin lies outside the 1σ interval of the
baseline analysis although given that we have only bandpower for this redshift bin, it has a small weighting in the overall
constraint. This can be seen from the gray point where removing the first redshift bin causes a ∼ 0.45σ shift with respect to
the baseline in gold. Shown as reference in red are the S8 and σ8 values obtained from the Planck primary CMB.
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Figure 14. Parameter constraints from the cross-correlation of ACT DR6 lensing, PR4 lensing, their combination and DESI
galaxies (left). We break the degeneracy between Ωm and σ8 with additional information on Ωm from BAO (right).
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Figure 15. Distribution of MCMC samples for our con-
straints with ACT DR6 in the σ8-Ωm-H0 space in black.
BAO samples are shown in orange, the intersection between
the BAO and the lensing plane (red) provides constraint on
σ8.

we show the redshift evolution predicted by Planck 2018

and the values measured by our baseline analysis. We
rescale the S8 at each redshift bin by σ8(z

i
eff)/σ8(0).

Apart from the constraint from the first fit bin, devi-

ating from the Planck 2018 prediction by ∼ 2σ, the
joint constraint (orange line) and the constraints from
redshift bins 2 and 3 are consistent with the cosmology
preferred by Planck.

We show in Fig. 16 the best-fit obtained when fix-
ing the cosmology parameters to the values preferred by
Planck 2018 and varying only the nuisance shot-noise
and bias parameters. Apart from the first redshift bin,
our data show a good fit to the Planck 2018 cosmology.

7.3. Comparison with other measurements of large

scale structure

Fig. 18 compares our results with other weak lensing
surveys and the Planck CMB anisotropy results. We
show in the Ωm − σ8 plane the constraints from cosmic
shear measurements from Dark Energy Survey Year 3
(DES Y3; Amon et al. 2022; Secco et al. 2022), Kilo-

Degree Survey (KiDS 1000; Asgari et al. 2021) and
ACT DR6 lensing (Qu et al. 2023). Our measurements
are very consistent with the other weak lensing-only re-
sults with a similar degeneracy direction. On the same
plot, we also show in unfilled black contours the Planck

constraints from CMB anisotropy that we discussed in
Sec. 7.2.
We further discuss here comparisons of our results to

measurements of structure growth from other large-scale
structure observables. Fig. 17 shows the compilation
of these measurements in terms of S8 constraints. We
include results from other cross-correlations with CMB
lensing from ACT, Planck and SPT in purple. Galaxy
weak lensing surveys (DES, KiDS and HSC) are in blue
and CMB lensing autospectrum analyses are in red.
We note that the posterior values of HSC, DES, and the
CMB lensing auto spectra measurements from ACT and
Planck PR4 are analysed with consistent prior choices
to this work, while the other values are taken from the
published results14.
We compare our results with measurements derived

from cross-correlations of CMB lensing and galaxy po-
sitions, shown as purple points in Fig. 17. Our results
are very consistent with the work in Kim et al. (2024)
and Sailer et al. (2024), that employed the same lensing

map, but a different DESI galaxy sample containing only
LRGs (thus one expect there to be significant overlap in
the samples of galaxies used, in an analysis that extends

to smaller scales using an EFT-based model.) They re-
port S8 = 0.775±0.021, differing from our fiducial anal-
ysis by 0.26σ. Our more aggressive scale cuts focusing

on linear scales result in error bars that are 34% larger
than that obtained from the DESI LRG sample. The
linear analysis in Sailer et al. (2024); Kim et al. (2024)
is comparable to the analysis presented here, albeit dif-

ferences in galaxy sample and redshift distribution dis-
cussed in Sec. 2.1. In Fig. 19, we show a comparison of
the constraints of S8 as a function of redshift between

our measurements and those from Farren et al. (2024) in
blue and Sailer et al. (2024); Kim et al. (2024) in grey.
It is worth noting that our analysis extends to lower
redshifts than those reported in the unWISE and LRG
analyses and at the overlapping redshifts the analyses
are in good agreement with each other. The linear anal-
ysis of Sailer et al. (2024); Kim et al. (2024) (filled grey
circles) is in good agreement in terms of redshift and
scales probes. This is not surprising since we use the
same lensing maps and the scales analyzed are similar
for the linear analysis; we expect this level of agreement
between the two analyses in the absence of independent
systematic effects.
Another similar EFT-based analysis using the un-

WISE sample found S8 = 0.810 ± 0.015; this analysis

14 Madhavacheril et al. (2024) showed that the impact of using pri-
ors matching those in the ACT DR6 lensing measurements is
small for the galaxy survey datasets.
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Figure 16. Measurements of Cκg
ℓ (top row) and Cgg

ℓ (bottom row) for the three redshift samples of DESI Legacy galaxies.
Shown are also the best fit lines where the cosmological parameters are fixed to that of Planck 2018 CMB anisotropies and only
the bias and shotnoise parameters are allowed to vary.

at higher redshifts of 0.6 and 1.1 for the blue and green
sample is consistent with our fiducial result within 1.3σ.

We find a similar 1.4σ consistency with the measure-
ment of the cross-correlation of PR4 with Quaia quasars
(Piccirilli et al. 2024) with S8 = 0.841 ± 0.044. Our re-
sult is in very good agreement (0.27σ), with the cross-
correlation of the DES-Y3 MagLim galaxies with the
ACT DR4 Lensing map (Marques et al. 2024). Chen
et al. (2024) measured the galaxy-galaxy lensing of the
DESI Bright Galaxy Sample (BGS; Hahn et al. 2023)
and LRG targets with the DES Y3 shear catalog. They
found a lensing amplitude of S8 = 0.850+0.042

−0.050, consis-
tent with the values from the primary CMB. Interest-

ingly, they do not find the ‘lensing is low’ tension to be
redshift dependent, but rather could be due mismodel-
ing of galaxy bias, or the deviation of the evolution of
the intrinsic alignment signal from the usually assumed
functional form.
Our results are also in good agreement with the mea-

surements from the cross-correlation of CMB lensing
and galaxy lensing. The first gray data-point shows the
2 × 2 point analysis of the correlation between CMB

lensing from Planck PR3 and SPT and DES Y3 galaxy
clustering δg and galaxy shear γ ⟨δgκ⟩ + ⟨γκ⟩ (Chang
et al. 2023) which yields S8 = 0.736+0.032

−0.028 (∼ 0.7σ).

Abbott et al. (2023b) additionally includes correlations
between galaxy positions and shear, as well as the au-
tospectrum of the respective tracers, in the ‘5× 2’ point

analysis yielding S8 = 0.773± 0.016 (∼ 0.22σ). Adding
the CMB lensing autospectrum from Planck PR3 in the
‘6× 2’ point analysis (Chang et al. 2023) results in a S8

of 0.792± 0.012 (0.82σ).
As already shown in Fig. 18, we also find good

agreement between our results and those obtained from
galaxy lensing. The blue points in Fig. 17 showing the

constraints from a reanalysis of KiDS-1000 DES-Y3 and
HSC (Fourier and real space) data agree within 0.2σ
with our baseline measurement in gold. Our work is
more similar to the combination of galaxy-galaxy lens-
ing and clustering 2× 2pt analysis, such as presented in
Porredon et al. (2022), although with a different lensing
kernel. Our results are again in good agreement with
Porredon et al. (2022) using the DES Y3 MagLim lens
galaxies and shear, where S8 = 0.778+0.037

−0.031.
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Figure 17. Compilation of S8 measurements from this work in gold. Other cross-correlation measurements (purple), measure-
ments combining CMB lensing and galaxy lensing (grey), galaxy weak lensing in blue, CMB lensing in red and extrapolation
from CMB anisotropies (black). Gold shaded region consists of the 1σ uncertainty of our baseline ACT DR6+ Planck PR4
lensing × DESI Legacy measured at 4% level.

Finally, our results are consistent within 1.65,1.76,1.52
and 1.41σ to the DR6+PR4, ACT DR6, Planck PR4
and SPT-3G results of the CMB lensing power spectrum
respectively, shown as the red points in Fig. 17. Com-
parison with the prediction from the primary CMB val-
ues are shown in black; refer to Sec. 7.2 for the detailed

comparison with the cosmology preferred by the Planck

2018 and NPIPE CMB anisotropies. Our measurement
is also in 1.7σ agreement with the CMB anisotropies
from ACT DR4 + WMAP.

8. DISCUSSIONS AND CONCLUSIONS

We have presented cosmological results from the cross-
correlation of the DESI Legacy Survey galaxies with the

ACT DR6 and Planck PR4 CMB lensing maps. In an
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Figure 18. The Ωm − σ8 contours for this work (black)
compared to other lensing-only results: DES Y3 Cosmic
shear (blue), KiDS-1000 Cosmic shear (green), and ACT
DR6 lensing (red). The black, unfilled contour shows the
constraints from the Planck PR4 CMB anisotropy measure-
ments for comparison.

analysis focused on linear scales and following a ‘blind-
ing’ procedure, we provide a 4.2% constraint on S8 with
the combined ACT+Planck correlation.

Our analysis passes a suite of null and systematic
tests, ensuring the measurement is robust to extragalac-
tic foreground biases and other galaxy systematic tests.
The blinding procedure prevented us from inferring cos-

mological parameters before the null tests were passed,
reducing the risk of confirmation bias. At the price of
some reduction in SNR, we restricted the analysis to lin-

ear scales k < 0.17hMpc−1 where linearity of bias and
of the matter power spectrum apply.
Our result for S8 lies 1.9σ below the prediction from

primary CMB results, constraining structure growth in
the redshift range 0.3 ≤ z ≤ 0.8. In Fig. 19, we ex-
hibit the redshift dependence of S8, by showing our con-
straint on this parameter within each redshift bin. While
the joint constraint and analysis removing the lowest
redshift bin are formally consistent with Planck CMB
predictions, hints of suppression of structure growth at
lower redshifts probed by the lowest redshift bins are
emerging, consistent with other independent analyses
(i.e., Sailer et al. 2024; Kim et al. 2024). Amon & Ef-
stathiou (2022); Preston et al. (2023) argued that the

lower S8 measured from weak lensing surveys relative
to the Planck primary CMB estimate could be due to
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Baseline Individual 
Sailer et al
Farren et al

Figure 19. Results of the measured tomographic structure
growth at each effective redshift (orange data points) and the
joint redshift measurement (solid orange line). The blacked
dashed line corresponds to the predicted growth evolution
assuming a Planck 2018 cosmology. In gray, we also plot
αdN/dz of each galaxy sample, with α being an arbitrary
constant for display purposes. We also show in silver for
comparison the analysis from Sailer et al. (2024); Kim et al.
(2024), the cross-correlation of DESI LRG and ACT DR6
and PR4 lensing, the filled grey circles are their constraints
using linear theory and extends to higher redshifts than the
galaxy samples used in our analysis but are nevertheless con-
sistent with our analysis. The first open circle is the result
they obtain using their baseline hybrid effective field theory
model. In blue we show the results obtained from the cross-
correlation of the blue and green unWISE sample, correlated
with ACT DR6 lensing (Farren et al. 2024).

the small-scale modeling not fully capturing the non-
linearity and astrophysical effects such baryonic feed-

back, rather than a tension between the late and the
early universe. Our analysis, however, focuses on mostly
linear scales, but still finds consistent S8 values with
existing galaxy weak lensing measurements. Although
the significance of the S8 ‘tension’ is lower in our case,
due to larger uncertainties, our results might hint at the
possibility of a redshift dependent effect affecting the
large linear scales and not purely a modification affect-
ing only the small scale power spectrum (See also discus-
sions in the literature about scale-independent suppres-
sion of growth (Nguyen et al. 2023)). If this suppression
is indeed due to new physics, it becomes particularly in-
triguing because the lowest redshift bin lies within the

dark energy-dominated regime. Any deviations from ex-
pected structure growth on these redshifts could poten-
tially point towards new insights on the behaviour of
dark energy (i.e, (Collaboration et al. 2024).)
More statistical power and improved handling of the

galaxy sample used for tomography will be needed be-
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fore we can make concrete statements about the nature
of this suppression on large scales – new physics, statis-
tical fluctuation, or perhaps systematics affecting par-
ticularly the lowest redshifts. For example, we have not
considered changes to the Legacy Survey galaxy sample
compared to the previous analysis (Hang et al. 2021).
Despite the sample’s robustness, there are several areas
of potential improvement that we leave for future work,
such as improved photometric redshift calibration using
the newly available DESI spectra. Some recent work
in this direction was carried out by Saraf et al. (2024),
who re-calibrated the photo-z error distribution for the
DESI Legacy Survey sample. Their cross-correlation re-
sults with Planck PR3 lensing map show overall a sim-
ilar 1 − 3σ deviation below the theoretical expectation
from the Planck 2018 cosmology in bin 0-2, although the
highest tomographic bin 3 has a higher cross-correlation
amplitude, closely consistent with the Planck predic-
tion. Further efforts in understanding the exact calibra-

tion of the photo-z data in this catalog will clearly be of
interest. Correlations of CMB lensing with low redshift
galaxy samples, such as done by Chen et al. (2024) with
the photometric DESI BGS targets, are also an impor-

tant alternative avenue in verifying our findings regard-
ing S8. In the future, the spectroscopic DESI BGS data
will no doubt provide more insight into structure growth

at low redshifts and its consistency with standard cos-
mology.
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Figure 20. The correlation between galaxy density maps and the normalized ALLWISE total stellar density, CgS
ℓ , for the three

tomographic bins with (blue) and without (orange) correction. We use the same measurement pipeline as the baseline Cgg
ℓ with

the DESI×ACT footprint.

APPENDIX

A. STELLAR DENSITY CORRECTION

In this section we show the galaxy density map correlation with the stellar density, before and after the correction.
This correlation, CgS

ℓ , is shown in Fig. 20 for bins 1 - 3. Given the DESI×ACT footprint, the impact of stellar density
relatively small, about 1% in the ℓ ranges adopted in the baseline analysis. The correction (see Hang et al. (2021) for

details) brings down the stellar density correlation by a further order of magnitude.

B. DESI GALAXIES × PLANCK PR3 LENSING REANALYSIS

In this section we provide a reanalysis of the cross-correlation of the Planck PR3 lensing and the DESI Imaging

galaxies as well as the detailed changes leading to the evolution from the original result in (Hang et al. 2021) to our
baseline constrains. We use the priors listed in Table 3. Among the pipeline improvements we include the correction
AMC

ℓ for the lensing reconstruction misnormalization due to the presence of the mask to obtain an unbiased CMB

lensing cross-correlation as C κ̂MCg
ℓ = AMC

ℓ C κ̂g
ℓ . This normalization correction AMC

ℓ is computed with 480 Gaussian
simulations and corresponding lensing reconstructions provided by Carron et al. (2022).

Using the scale cuts discussed in Sec. 3 with ℓmin(z) = 50, ℓcrossmax (z) = (170, 230, 290) and ℓautomax (z) = (170, 230, 290) we
find S8 = 0.759± 0.039 using the full non linear power spectrum. Excluding the first redshift bin which only contains
one bandpower and is prior dominated on the shot noise and linear bias shifts the constraints up to S8 = 0.776±0.043.

We find a minimum χ2 = 5.6 and χ2 = 7.79 for the joint sample and for the fit excluding the first galaxy bin
respectively. These corresponds to a PTE of 0.94 and 0.65 for the 12 and 10 bandpowers used. The inclusion of BAO
to break the degeneracy of σ8 and Ωm results in σ8 = 0.719± 0.031 for the joint galaxy samples and σ8 = 0.73± 0.03
for the analysis excluding redshift bin 1.
The original Hang et al. (2021) paper measures the combination S×

8 ∼ σ8(Ωm/0.3)0.79 = 0.760±0.023. This analysis
used a pseudo-Cℓ analysis with scales in the range from 10 ≤ ℓ ≤ 500 and a theoretical covariance matrix with no off-
diagonal covariance matrix. In terms of non linear modeling, (Hang et al. 2021) prescribes a different bias parameter
to the linear and non-linear regimes:

Cgg
ℓ ∼b2linearP

mm,linear
ℓ + b2non−linear(P

mm
ℓ − Pmm,linear

ℓ ), (B1)

Cκg
ℓ ∼blinearP

mm,linear
ℓ + bnon−linear(P

mm
ℓ − Pmm,linear

ℓ ) (B2)

where Pmm are computed using the CAMB power spectrum.
Since then, many improvements to the original analysis pipeline have been made, as described in the main text – and

it is instructive to demonstrate how the adopted changes alter the derived values of S×
8 . A summary of these changes
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Figure 21. We show systematically the impact on the changes implemented in this work on S×
8 , smoothly connecting the

values obtained in (Hang et al. 2021) to the constraints obtained in this work.

can be found in Fig. 21. Starting with the leftmost data point in black, we have the S×
8 = 0.760 ± 0.023 constrained

by (Hang et al. 2021).

• Keeping similar scale cuts to the original analysis with 50 ≤ ℓ ≤ 470, but with broader binning ∆ℓ = 60 instead
of the original ∆ℓ = 10 to reduce bin to bin correlations. ∆S×

8 = +0.027

• Inclusion of a multiplicative transfer function on the Planck PR3 lensing map. ∆S×
8 = +0.009

• Restrict to linear scales, including discarding altogether the first redshift bin z0. ∆S×
8 = −0.06. This corresponds

to the fifth gray datapoint in Fig. 21. The shift in constraint suggests that the model employed in (Hang et al.
2021) might not be accurately describing the non-linear scales.

• Switching the model from the one prescribed in (Hang et al. 2021) to the baseline Halofit model used in this
work results in a shift of ∆S×

8 = +0.01 (S×
8 = 0.733 ± 0.054). This small shift compared to the results using

the model of (Hang et al. 2021) that accounts for non linear bias shows that within the scale cuts used we are

insensitive to the details of the modeling of the non linear bias.

B.1. Testing the effects of non-linear bias

We further verify that the scale cuts used in this work corresponding to spatial scales of kmax = 0.15, 0.16, 0.17h/Mpc

are insensitive to the effects on non linear bias.
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Figure 22. Cosmological constraints of the ACT DR6 × DESI Legacy Imaging data, using more conservative scale cuts for
ℓmax.

First, as mentioned in the previous section, the small shift of ∆S×
8 = +0.01 when switching from the model of

(Hang et al. 2021) to a constant bias model independent of scale, supports that the effect of non linear bias is small.

We conduct an additional test where we analyse the ACT DR6 x DESI Legacy data using more conservative scale
cuts that discards the first redshift bin and limits the kmax of z2 and z3 to kmax = 0.12, 0.13h/Mpc respectively. The
constraint in S8 shifts by 0.03σ as shown by Fig. 22. Hence, we conclude that the scales chosen are robust to non
linear bias modeling.

C. NULL BANDPOWERS FOR THE HIGHLIGHTED NULL TESTS IN THE MAIN TEXT

We show specifically the cross-correlation between the signal nulled κ map obtained by differencing the 150GHz
and 90GHz maps and the galaxy fields and the cross correlation of the curl with the galaxy fields that have marginal
failures of 0.03 in the second bin and 0.04 in the third bin respectively. It can be seen that those low PTE’s are
consistent with fluctuations.
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Figure 24. Whisker plots for the DESI Imaging galaxies and Planck PR3 lensing. Left panel shows S8 constraints using Cgg
ℓ

and Cκg
ℓ only. Right panel shows the σ8 constraints when including BAO.
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Figure 25. Cross-correlation of the individual galaxy redshift bins with the temperature-only lensing null map obtained by
performing lensing reconstruction on the difference between the 150GHz and the 90GHz CMB maps

Figure 26. Cross-correlation of the individual galaxy redshift bins with the reconstructed lensing curl maps.

D. SHIFTS IN REDSHIFT DISTRIBUTION

In this Appendix, we show the impact of the photometric redshift uncertainty of the DESI Legacy Survey on the
cosmological results. Fig. 27 shows the posterior of the n(z) calibration nuisance parameters in Hang et al. (2021). The
parameters f0 − f3 scales the tail the redshift distribution, such that ai = fia

spec
i in Eq. 1, where aspeci is the best-fit

value for the calibration sample, and fi ≤ 1 such that the tails are larger for the photometric sample. The parameters

xi are the shift parameters of the tomographic bin centres, and satisfy
∑4

i=0 xi = 0 such that mean redshift of the
four tomographic bins are unchanged.
From the posteriors of these parameters, we identify the 3σ range of the shift parameters for bins 1 - 3: ∆z =

0.0025, 0.005, 0.01. We test scenarios where the mean redshifts of the three bins are simultaneously shifted upward,
i.e. z → z+∆z, and downwards, i.e. z → z−∆z. Fig. 28 shows the change in cosmological parameter constraints for
these two cases, compared to the baseline. We find that the shifts in are < 0.2σ.
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Ivanov, M. M., Simonović, M., & Zaldarriaga, M. 2020,

Journal of Cosmology and Astroparticle Physics, 2020,

042–042, doi: 10.1088/1475-7516/2020/05/042

Kim, J., Sailer, N., Madhavacheril, M. S., et al. 2024, arXiv

e-prints, arXiv:2407.04606,

doi: 10.48550/arXiv.2407.04606

Lesgourgues, J. 2011, arXiv e-prints, arXiv:1104.2932,

doi: 10.48550/arXiv.1104.2932

Limber, D. N. 1953, ApJ, 117, 134, doi: 10.1086/145672

Liske, J., Baldry, I. K., Driver, S. P., et al. 2015, MNRAS,

452, 2087, doi: 10.1093/mnras/stv1436

LoVerde, M., & Afshordi, N. 2008, PhRvD, 78, 123506,

doi: 10.1103/PhysRevD.78.123506

MacCrann, N., Sherwin, B. D., Qu, F. J., et al. 2024, ApJ,

966, 138, doi: 10.3847/1538-4357/ad2610

Madhavacheril, M. S., et al. 2024, Astrophys. J., 962, 113,

doi: 10.3847/1538-4357/acff5f

Marques, G. A., Madhavacheril, M. S., Darwish, O., et al.

2024, JCAP, 2024, 033,

doi: 10.1088/1475-7516/2024/01/033

Mead, A. J., Peacock, J. A., Heymans, C., Joudaki, S., &

Heavens, A. F. 2015, Monthly Notices of the Royal

Astronomical Society, 454, 1958–1975,

doi: 10.1093/mnras/stv2036

Naess, S., & Louis, T. 2023, Open J. Astrophys., 6,

2210.02243, doi: 10.21105/astro.2210.02243

Newman, J. A., Cooper, M. C., Davis, M., et al. 2013,

ApJS, 208, 5, doi: 10.1088/0067-0049/208/1/5

Nguyen, N.-M., Huterer, D., & Wen, Y. 2023, PhRvL, 131,

111001, doi: 10.1103/PhysRevLett.131.111001

Pagano, L., Delouis, J.-M., Mottet, S., Puget, J.-L., &

Vibert, L. 2020, Astronomy and; Astrophysics, 635, A99,

doi: 10.1051/0004-6361/201936630

Pan, Z., Bianchini, F., Wu, W., et al. 2023, Physical

Review D, 108, doi: 10.1103/physrevd.108.122005

http://doi.org/10.1088/1475-7516/2022/07/041
http://doi.org/10.1088/1475-7516/2020/06/001
https://arxiv.org/abs/2404.03002
http://doi.org/10.1051/0004-6361/201527377
http://doi.org/10.1117/12.2231488
http://doi.org/10.3847/1538-3881/ab089d
http://doi.org/10.3847/1538-4357/abb085
http://doi.org/10.1088/1475-7516/2020/05/005
http://doi.org/10.3847/1538-4357/ad31a5
http://doi.org/10.1088/0004-6256/150/5/150
http://doi.org/10.1088/1475-7516/2019/11/043
http://doi.org/10.1214/ss/1177011136
http://doi.org/10.1086/427976
http://doi.org/10.1093/mnras/staa2996
http://doi.org/10.21105/joss.00695
http://doi.org/10.3847/0004-637x/832/1/95
http://doi.org/10.3847/1538-3881/accff8
http://doi.org/10.1093/mnras/staa3738
http://doi.org/10.1051/0004-6361:20066170
http://doi.org/10.1051/0004-6361/202039063
http://doi.org/10.1086/338126
http://doi.org/10.1093/mnras/stx766
http://doi.org/10.1093/mnras/stac1681
http://doi.org/10.1088/0004-637X/690/2/1236
http://doi.org/10.1088/1475-7516/2020/05/042
http://doi.org/10.48550/arXiv.2407.04606
http://doi.org/10.48550/arXiv.1104.2932
http://doi.org/10.1086/145672
http://doi.org/10.1093/mnras/stv1436
http://doi.org/10.1103/PhysRevD.78.123506
http://doi.org/10.3847/1538-4357/ad2610
http://doi.org/10.3847/1538-4357/acff5f
http://doi.org/10.1088/1475-7516/2024/01/033
http://doi.org/10.1093/mnras/stv2036
http://doi.org/10.21105/astro.2210.02243
http://doi.org/10.1088/0067-0049/208/1/5
http://doi.org/10.1103/PhysRevLett.131.111001
http://doi.org/10.1051/0004-6361/201936630
http://doi.org/10.1103/physrevd.108.122005


36

Percival, W. J., Sutherland, W., Peacock, J. A., et al. 2002,

Monthly Notices of the Royal Astronomical Society, 337,

1068–1080, doi: 10.1046/j.1365-8711.2002.06001.x

Piccirilli, G., Fabbian, G., Alonso, D., et al. 2024, Growth

history and quasar bias evolution at z ¡ 3 from Quaia.

https://arxiv.org/abs/2402.05761

Planck Collaboration, Adam, R., Ade, P. A. R., et al.

2016a, A&A, 594, A10,

doi: 10.1051/0004-6361/201525967

Planck Collaboration, Ade, P. A. R., Aghanim, N., et al.

2016b, A&A, 594, A15,

doi: 10.1051/0004-6361/201525941

Planck Collaboration, Aghanim, N., Akrami, Y., et al.

2020, A&A, 641, A6, doi: 10.1051/0004-6361/201833910

Porredon, A., Crocce, M., Elvin-Poole, J., et al. 2022,

PhRvD, 106, 103530, doi: 10.1103/PhysRevD.106.103530

Preston, C., Amon, A., & Efstathiou, G. 2023, MNRAS,

525, 5554, doi: 10.1093/mnras/stad2573

Qu, F. J., Millea, M., & Schaan, E. 2024, Impact and

Mitigation of Polarized Extragalactic Foregrounds on

Bayesian Cosmic Microwave Background Lensing.

https://arxiv.org/abs/2406.15351

Qu, F. J., Sherwin, B. D., Madhavacheril, M. S., et al.

2023, The Atacama Cosmology Telescope: A

Measurement of the DR6 CMB Lensing Power Spectrum

and its Implications for Structure Growth.

https://arxiv.org/abs/2304.05202

Raveri, M., & Doux, C. 2021, Phys. Rev. D, 104, 043504,

doi: 10.1103/PhysRevD.104.043504

Robertson, N. C., Alonso, D., Harnois-Déraps, J., et al.
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