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An accurate calculation of the leading-order hadronic vacuum polarisation (LOHVP) contribution to the
anomalous magnetic moment of the muon (aµ) is key to determining whether a discrepancy, suggesting new
physics, exists between the Standard Model and experimental results. This calculation can be expressed as
an integral over Euclidean time of a current-current correlator G(t), where G(t) can be calculated using lattice
QCD or, with dispersion relations, from experimental data for e+e− → hadrons. The BMW/DMZ collaboration
recently presented a hybrid approach in which G(t) is calculated using lattice QCD for most of the contributing
t range, but using experimental data for the largest t (lowest energy) region. Here we study the advantages of
varying the position t = t1 separating lattice QCD from data-driven contributions. The total LOHVP contribu-
tion should be independent of t1, providing both a test of the experimental input and the robustness of the hybrid
approach. We use this criterion and a correlated fit to show that Fermilab/HPQCD/MILC lattice QCD results
from 2019 strongly favour the CMD-3 cross-section data for e+e− → π+π− over a combination of earlier
experimental results for this channel. Further, the resulting total LOHVP contribution obtained is consistent
with the result obtained by BMW/DMZ, and supports the scenario in which there is no significant discrepancy
between the experimental value for aµ and that expected in the Standard Model. We then discuss how improved
lattice results in this hybrid approach could provide a more accurate total LOHVP across a wider range of t1
values with an uncertainty that is smaller than that from either lattice QCD or data-driven approaches on their
own.

I. INTRODUCTION

As the muon spins its magnetic moment probes the vac-
uum, interacting with the sea of virtual particles there. These
interactions are reflected in the quantity known as the anoma-
lous magnetic moment of the muon, aµ, recently measured
to 0.21 parts per million by the Muon g − 2 experiment at
Fermilab [1]. A discrepancy between the experimental value
for aµ and that calculated in the Standard Model (SM) would
indicate the existence of new particles in the virtual sea, be-
yond those known in the SM. Indeed, such a discrepancy (of
size 25(5) × 10−10) does exist between the current experi-
mental result and that given in the 2020 Theory White Paper
(WP20) [2], with the experimental result being significantly
higher. Since 2020, however, it has become clear that the con-
tribution from interactions involving quarks and gluons needs
more work. Specifically, the value quoted in WP20 for the
largest such contribution, known as the leading-order hadronic
vacuum polarisation contribution (LOHVP), has been called
into question following several recent developments [3]. This
makes it important to reassess how the LOHVP is determined,
finding ways to maximise the information that is included and
embed physical tests of the result where possible.

The LOHVP can be calculated in two different ways that
will be discussed further below: the ‘data-driven approach’
and that using lattice QCD calculations. The LOHVP value
quoted in WP20 came from the data-driven approach, us-
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ing experimental results for the cross-section for e+e− an-
nihilation to hadrons as a function of centre-of-mass energy.
Using analyticity and the optical theorem, aLOHVP

µ is deter-
mined as an integral over the cross-section multiplied by a
QED kernel function that emphasises low values of

√
s. The

WP20 result of 693.1(4.0) × 10−10 [2, 4–9] has been as-
signed a 0.6% uncertainty that allows for the tension between
some of the experimental results available at that time, par-
ticularly those seen in the e+e− → π+π− channel around
the ρ resonance which provides the dominant contribution to
aLOHVP
µ [10–20]. In 2023 a new experimental determination

of the e+e− → π+π− cross-section by the CMD-3 collabora-
tion [21, 22] gave a result which is larger than previous values.
The impact of this CMD-3 result on the combination of ex-
perimental results is yet to be fully assessed. Substituting the
CMD-3 2π cross-section results for the average of other ex-
perimental values in the LOHVP, however, closes the gap be-
tween the experimental determination of aµ and that expected
in the SM [23].

Lattice QCD calculations of the LOHVP can be expressed
as an integral over Euclidean time of a correlation function
G(t) between two electromagnetic currents. The lattice re-
sults for the LOHVP [24–32] at the time of WP20 gave an
average of 711.6(18.4) × 10−10, with a much larger (2.6%)
uncertainty than the data-driven value. Key problems for the
lattice QCD calculations are the degradation of the signal-to-
noise ratio in G(t) at large Euclidean times and the determina-
tion of finite-volume effects. The large uncertainty meant that
the lattice average could not discriminate between the possi-
ble scenarios of ‘no new physics’ in aµ versus ‘possible new
physics’ as favoured by the WP20 data-driven LOHVP. The
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first subpercent accurate lattice QCD result, by the BMW col-
laboration [33], was published too late to be included in the
WP20 lattice average. The BMW value of 707.5(5.5)×10−10

for the LOHVP has a 0.8% uncertainty and is 2.1σ higher than
the WP20 data-driven value.

The BMW collaboration found [33] that the significance of
the tension between the lattice and data-driven results [9] was
increased (to 3.7σ) by considering a partial LOHVP calcula-
tion in which the integral over Euclidean time is restricted to
a ‘time-window’ (with rounded edges). This had been sug-
gested earlier [26, 34] as a way to improve the accuracy of
lattice QCD calculations by cutting out the noisy large time
region. A more stringent comparison of values from differ-
ent lattice groups using different discretisations of QCD is
then possible and the ‘intermediate window’ between 0.4 fm
and 1.0 fm was adopted for this comparison. There is now
a striking agreement on the results for this time-window be-
tween multiple different lattice groups with uncertainties at
the level of 1–2%. Given that results from six different quark
formalisms have been used this constitutes one of the best tests
of full lattice QCD that has been done. Results have been ob-
tained for the connected light quark (u/d with mu = md) con-
tribution to this window [33, 35–42] and for the complete win-
dowed contribution (including all flavours along with quark-
line disconnected contributions and QED and mu ̸= md cor-
rections) [33, 38, 39, 41, 42].

The input cross-section data for the data-driven approach
can be converted, via a Laplace transform, into a correlation
function in Euclidean time [34] so that a direct comparison
with lattice QCD for the time-windowed observables can be
made. It is important to note that a disagreement for any time
window is as serious as a disagreement for the complete LO-
HVP contribution and so it makes sense to perform the com-
parison where the lattice QCD results have comparable accu-
racy to those from the e+e− data. For the 0.4 – 1.0 fm inter-
mediate time-window, individual lattice QCD results for the
complete contribution report tensions between 3.6σ and 4.2σ
with the value from the data-driven average corresponding to
the experimental e+e− data used in WP20 [43]. The tension is
even larger, exceeding 5σ for several lattice QCD calculations,
if the connected light quark contribution to the window is con-
sidered alone [44]. This latter comparison requires analysis of
specific hadronic channels in the e+e− data to separate out
this single flavour contribution [45]. Reference [44] uses the
KNT19 [9] compilation of experimental e+e− data and notes
that the replacement in the KNT19 dataset of CMD-3 data for
e+e− → π+π− [21] removes the discrepancy between lat-
tice QCD and data-driven results for the connected light quark
contribution to the intermediate time-window. This suggests
that the lattice QCD results favour the CMD-3 data over ear-
lier experimental measurements of the e+e− → π+π− cross-
section.

Recently the BMW/DMZ collaboration [42] have deter-
mined a value for the LOHVP contribution using a hybrid
technique [26, 34] in which the Euclidean time axis is divided
in two and the result of a lattice QCD calculation from t = 0
up to 2.8 fm (giving 96% of the LOHVP value) is combined
with a data-driven approach from 2.8 fm to t = ∞ (giving

the remaining 4%). This reduces the statistical error from the
lattice QCD calculation and the size (and hence uncertainty
in) the finite-volume correction, both of which grow at large
time. Further, the small size of the data-driven contribution
means that even a sizeable relative error in this piece would
have little impact. In fact BMW/DMZ stress that they see no
tension in the e+e− experimental data in the t >2.8 fm re-
gion, because this is dominated by very low energies below
the ρ meson peak. In this way BMW/DMZ aim to reduce the
total uncertainty in the LOHVP over that from an equivalent
pure lattice QCD result. Their value (714.1(3.3)×10−10) has
an uncertainty of 0.5%, to be compared with that from ear-
lier lattice QCD calculations discussed above. The LOHVP
value obtained by BMW/DMZ leads to the conclusion that
the SM and experimental aµ results are consistent with each
other [1, 42]. Further lattice QCD calculations of comparable
precision are needed, as well as resolutions to disagreements
in the e+e− data, to confirm or refute this conclusion.

To this end we explore more systematically here how to
combine lattice QCD and data-driven contributions in an op-
timal way, modifying and extending a method used in [26].
Our method also allows us to test to what extent the input
contributions are consistent with each other. This is equiva-
lent to a comparison of lattice QCD and data-driven results
but also leads to a value for the LOHVP contribution. The
lattice QCD results that we use to test the approach come
from [46], which used 2019 lattice-QCD data [29] from the
Fermilab Lattice, HPQCD and MILC collaborations, and the
compilation of e+e− data is based on that of KNT19 [9].

The layout of the paper is as follows: Section II A de-
scribes the hybrid approach of combining lattice QCD (sub-
section II B) and Re+e− (subsection II C) data, before giving
the results in subsection II D; Section III gives our conclu-
sions on the utility of this approach and suggestions for future
work. Table II in subsection II C and Tables IV and V in Ap-
pendix A give the values from Re+e− needed for future lattice
QCD applications of the hybrid approach that could improve
uncertainties over the results presented here.

II. ANALYSIS AND RESULTS

A. Hybrid approach

The LOHVP contribution to aµ can be calculated from the
(Euclidean) correlator

G(t) ≡
∑
f,f ′

QfQf ′

∑
x⃗

Z2
V ⟨jif (x⃗, t)jif ′(0)⟩ (1)

where f , f ′ label quark flavors, Qf is the quark’s electric
charge in units of the electron charge, and ji ≡ qγiq is a spa-
tial component of the quark vector current, with renormaliza-
tion factor ZV . Given this correlator, the LOHVP contribution
is obtained from an integral of the form

aLOHVP
µ =

(α
π

)2
∞∫
0

dtG(t)KG(t) (2)
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where the kernel KG(t) vanishes as t → 0; see reference [34]
for details.

The correlator G(t) is readily calculated directly using lat-
tice QCD for t values less than 2–3 fm. Beyond that point,
however, statistical errors tend to overwhelm the Monte Carlo
in current analyses. The correlator can also be calculated
from experimental data for e+e− annihilation into hadrons us-
ing [34]

GR(t) =
1

12π2

∞∫
0

dE E2 Re+e−(E) e−Et, (3)

where E =
√
s is the center-of-momentum energy and Re+e−

is the hadronic cross section divided by the leading order cross
section for e+e− → µ+µ−. This suggests a hybrid approach
where G(t) is calculated using lattice QCD for small t values
and Re+e− data for large ts [26].

To implement this strategy, we divide aLOHVP
µ into two

parts,

aLOHVP
µ = aLOHVP

µ (0, t1) + aLOHVP
µ (t1,∞), (4)

using a window function

Θ∆t(t1 − t) = 1−Θ∆t(t− t1) (5)

≡ 1

2

[
1− tanh

( t− t1
∆t

)]
, (6)

which is a step function with a rounded edge of width ∆t:

Θ∆t(t1 − t) →
{
1 for t1 − t ≫ ∆t

0 for t− t1 ≫ ∆t.
(7)

Here we set ∆t = 0.15 fm, as in [46]. We calculate

aLOHVP
µ (0, t1) ≡

(α
π

)2
∞∫
0

dtGlat(t)KG(t)Θ∆t(t1 − t)

(8)

from lattice QCD data that comes predominantly from t ≤ t1.
Contributions from t ≥ t1 are calculated from Re+e− data:

aLOHVP
µ (t1,∞) ≡

(α
π

)2
∞∫
0

dtGR(t)KG(t)Θ∆t(t− t1).

(9)

Final results for the total aLOHVP
µ should be independent of t1

within errors, but the error will grow as t1 increases towards
3 fm, because of statistical errors from lattice QCD.

As t1 increases aLOHVP
µ (t1,∞) is dominated by low-

energy contributions from Re+e− . We can demonstrate this
by calculating the energy Emax(t1) such that the bulk of the
contribution to aLOHVP

µ (t1,∞) comes from Re+e− data with
E ≤ Emax(t1). To be precise we define Emax so that:

aLOHVP
µ (t1,∞)− aLOHVP

µ (t1,∞)
∣∣
E≤Emax

= 10−10, (10)

0.5 1.0 1.5 2.0 2.5 3.0

t1 (fm)

1.0

1.5

2.0

2.5

3.0

E
m

a
x
(t

1
)

(G
eV

)

FIG. 1. Emax(t1) as a function of t1. The bulk of aLOHVP
µ (t1,∞)

comes from Re+e− data with energy E < Emax(t1). The shoulder
around Emax = 1GeV is due to the strange quark threshold. There
is a similar shoulder around 3 GeV from the charm threshold.

TABLE I. Lattice QCD results for aLOHVP
µ (0, t1) from one-sided

windows with various t1 values [46]. The lattice results are added to
results for aLOHVP

µ (t1,∞) obtained from the KNT19(CMD-3) [44]
and KNT19 datasets [9] for Re+e− to obtain estimates for the full
contribution aLOHVP

µ . We denote the case with no lattice QCD con-
tribution by setting t1 to ‘None’;this is not the same as t1 = 0 be-
cause of the windows rounded edges.

aLOHVP
µ (0, t1) aLOHVP

µ

t1 LQCD + KNT19(CMD-3) + KNT19
None 0 (0) 714.7 (4.5) 692.7 (2.4)
0.5 99.9 (3) 715.2 (4.2) 694.4 (2.1)
1.0 304.0 (1.1) 714.0 (3.1) 698.8 (1.9)
1.5 495.5 (3.5) 711.6 (3.9) 703.2 (3.7)
2.0 605.0 (7.7) 705.3 (7.7) 701.4 (7.7)

where 10−10 is small compared with the current experimen-
tal uncertainty in aµ (2.2 × 10−10 on the experimental aver-
age [1]). The value 10−10 is then a suitable tolerance to allow
in the discussion of variations in the corresponding theoret-
ical calculations. Figure 1 shows how Emax(t1) falls from
3.4 GeV to 0.76 GeV as t1 increases from 0.5 to 3.0 fm, re-
spectively. By varying t1 we probe the energy dependence
of Re+e− . Lattice QCD and Re+e− agree about that energy
dependence insofar as results for the total aLOHVP

µ are inde-
pendent of t1.

B. aLOHVP
µ (0, t1) from lattice QCD

Table I lists results for aLOHVP
µ (0, t1) taken from refer-

ence [46]. These are based on lattice QCD calculations, from
2019, by the Fermilab/HPQCD/MILC collaboration [29].
They use four sets of configurations with lattice spacings rang-
ing from 0.15 to 0.06 fm, and nf = 2 + 1 + 1 flavors of sea
quarks. Note that the errors grow steadily as t1 increases.
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TABLE II. aLOHVP
µ (t1,∞) from KNT19(CMD-3) and KNT19

datasets for Re+e− for a range of t1 values. Their difference is given
in the final column. The fraction of the total aLOHVP

µ that comes
from aLOHVP

µ (0, t1) (i.e., from lattice QCD) is also listed for each
t1 value in the second column.

t1 LQCD Frac. KNT19(CMD-3) KNT19 Diff.
None 0.000 714.7 (4.5) 692.7 (2.4) 21.9 (4.7)

0.4 0.097 645.6 (4.3) 624.3 (2.2) 21.3 (4.5)
0.5 0.139 615.3 (4.2) 594.5 (2.1) 20.8 (4.4)
1.0 0.426 410.0 (2.9) 394.8 (1.5) 15.2 (3.2)
1.5 0.698 216.1 (1.6) 207.7 (9) 8.3 (1.8)
1.9 0.835 117.6 (9) 113.0 (6) 4.6 (1.1)
2.0 0.860 100.3 (8) 96.4 (5) 3.9 (1.0)
2.5 0.937 44.9 (4) 43.2 (3) 1.7 (5)
2.8 0.961 27.8 (3) 26.8 (2) 1.0 (3)
3.0 0.972 20.4 (2) 19.6 (2) 0.7 (3)

C. aLOHVP
µ (t1,∞) from Re+e−

Table II lists results for aLOHVP
µ (t1,∞) for a range of

t1 values. Results are given for two different datasets
for Re+e− . One uses the KNT19 dataset [9]. The other,
KNT19(CMD-3), uses the same dataset but with the older
e+e− → π+π− data replaced with data from CMD-3 [21].
For more details on this dataset see [44].

To obtain values for aLOHVP
µ (t1,∞), we used Eq. (3) to

convert the Re+e− data into correlators GR(t) on a lattice with
inverse lattice spacing a−1 = 32GeV, which corresponds to a
lattice spacing a tenth the size of the smallest lattice spacing
used in our simulations (so finite-a errors are negligible). Note
that the uncertainties listed in Table II are highly correlated;
see Appendix A.

The results for aLOVP
µ (t1,∞) from KNT19(CMD-3) and

KNT19 datasets disagree by almost 5σ at small t1. Figure 2
shows how this difference decreases with increasing t1 until
it is smaller than the experimental uncertainty in aµ, for t1 of
order 2.5 fm and larger. Note that the difference is still signifi-
cant (3σ) at t1 = 2.8 fm (disagreeing with BMW/DMZ [42]),
but is of small absolute size (1× 10−10) at that point because
the contribution from Re+e− is so small. Figure 3 shows how
the differences affect the Euclidean correlator GR(t), where
the discrepancy is of order 4% for t between 2 and 3 fm.
∆GR(t) falls to zero as t → 0 because higher energy data
(common to both datasets) then dominate Eq. (3).

D. Results

In Table I we combine results for aLOHVP
µ (0, t1) from lat-

tice QCD with results for aLOHVP
µ (t1,∞) from Re+e− to ob-

tain estimates for the total aLOHVP
µ . We do this using each of

the KNT19(CMD-3) and KNT19 datasets for Re+e− . Again
the results from the different datasets do not agree, as is clear
when they are plotted as a function of t1 in Figure 4.

While the results must agree when extrapolated to large t1,
only the results from the newer KNT19(CMD-3) are indepen-

0.0 0.2 0.4 0.6 0.8 1.0

Fraction of aLOHVP
µ from LQCD

0

5

10

15

20

25

∆
a

L
O

H
V

P
µ

(t
1
,∞

)
×

10
1
0

0.5 1.0 1.5 2.0 3.0
t1 (fm)

FIG. 2. Difference between estimates for aLOHVP
µ (t1,∞) made

with the KNT19(CMD-3) and KNT19 data sets for Re+e− . See Ta-
ble II for details.
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FIG. 3. Difference ∆GR(t) between correlators GR(t) calculated
with the KNT19(CMD-3) and KNT19 datasets, divided by GR(t)
calculated with the KNT19(CMD-3) dataset.

dent of t1 to within errors. We test the t1 independence of the
KNT19(CMD-3) results (blue circles) by fitting them to a con-
stant, taking into account the strong correlations between the
points at different t1 values. This gives the weighted average
of the five estimates of aLOHVP

µ :

aLOHVP
µ

[
LQCD + KNT19(CMD-3)

]
= 713.3(2.7)× 10−10

(11)
with χ2/dof = 0.68 for dof = 4 degrees of freedom (p value
0.6). This is an excellent fit, unlike what happens when fitting
the KTNT19 results (red diamonds):

aLOHVP
µ

[
LQCD + KNT19

]
= 698.6(1.8)× 10−10 (12)

with χ2/dof = 3.8 for dof = 4 degrees of freedom (p value
0.005). It is essential in these fits to account for the correla-
tions.

Focusing on the results from lattice QCD combined with
the KNT19 dataset, the increase in aLOHVP

µ as t1 increases is
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FIG. 4. Results for aLOHVP
µ from the hybrid approach plotted

versus t1. Results are given for two analyses, one that uses the
KNT19(CMD-3) dataset for Re+e− (blue circles), and the other that
uses the older KNT19 dataset (red diamonds). The recent result from
BMW/DMZ [42] is also shown (green square).

TABLE III. Error budget showing % uncertainties in aLOHVP
µ cal-

culated using the hybrid approach and the KNT19(CMD-3) dataset
for Re+e− . The uncertainties are given for different values of t1
and for the weighted average of the results from different t1s. The
uncertainties come from: the KNT19 dataset for Re+e− with contri-
butions from e+e− → π+π− removed; the contribution to Re+e−

from CMD-3’s results for e+e− → π+π−; and lattice QCD.

t1 (fm): None 0.5 1.0 1.5 2.0 weighted avg.
Re+e− (no ππ): 0.21 0.15 0.08 0.04 0.01 0.08

Re+e− (CMD-3 ππ): 0.59 0.56 0.40 0.23 0.11 0.26
Lattice QCD: 0.00 0.04 0.15 0.50 1.09 0.27

Total: 0.63 0.58 0.44 0.55 1.10 0.38

roughly proportional to the fraction of aLOHVP
µ coming from

lattice QCD. This suggests that the difference between the lat-
tice results and those from the KNT19 data for Re+e− is an
overall energy-independent multiplicative constant. We can
make the KNT19 data consistent with the lattice results by
multiplying the contributions to Re+e− from e+e− → π+π−

by a factor of 1.0435. This gives a result that is very close
to that from the KNT19(CMD-3) data (top panel in Figure 5),
but with an uncertainty that is 30% smaller. Alternatively we
can divide the lattice data by 1.022 (bottom panel of Figure 5)
to obtain a result that is very close to what is obtained from
the KNT19 dataset by itself, but with an uncertainty that is
25% smaller (if we average over all t1). We provide Figure 5
to illustrate the issues arising from the difference between lat-
tice QCD results and KNT19 Re+e− data and emphasise that
neither of the factors used has any independent justification.
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FIG. 5. Results for aLOHVP
µ from the lattice data combined with the

KNT19 dataset (red diamonds) versus t1 but with modifications to
the Re+e− data (top panel) or the lattice results (bottom panel) that
make the two consistent with each other. In the top panel, KNT19
results for e+e− → π+π− are multiplied by 1.0435. In the bottom
panel the lattice results are divided by 1.022. Results based on the
KNT19(CMD-3) dataset (blue circles) and from BMW/DMZ [42]
(green square) are shown for comparison.

Lattice QCD strongly favors the KNT19(CMD-3) results
over those from the KNT19 dataset. The KNT19(CMD-
3) results also agree well with the recent result from
BMW/DMZ [42] (green square in Figure 4), and are slightly
more accurate when averaged.

Table III shows the error budget for aLOHVP
µ values ob-

tained using the KNT19(CMD-3) dataset. As t1 is increased,



6

the uncertainties decrease to a minimum around t1 = 1 fm.
The most accurate estimate comes from the weighted average
of the results from all t1s, and its uncertainty is dominated
equally by uncertainties from lattice QCD and from the CMD-
3 results for e+e− → π+π−.

III. CONCLUSIONS

The choice between a lattice QCD approach and a data-
driven approach for calculating aLOHVP

µ is not binary. Rather
these two approaches are the end-points for a continuum of
possibilities labeled by t1, the Euclidean time at which we
switch from lattice data to Re+e− data when calculating the
current-current correlator G(t) from which aLOHVP

µ is deter-
mined.

There are two reasons for examining the entire t1 depen-
dence, and not just the endpoints or a fixed t1 as in Ref. [42].
The first is to demonstrate that results are independent of t1
within errors. When this is the case, it shows that lattice QCD
and the Re+e− data agree on the energy dependence of Re+e− .
When this is not the case, there must be errors in either the
lattice QCD analysis or the Re+e− data (or both). Our analy-
sis shows that the KNT19 dataset for Re+e− is not consistent
with the lattice QCD data of [46] because results are not in-
dependent of t1. The t1 region covered is one where lattice
QCD calculations have proven to be reproducible1. Replacing
the old data for e+e− → π+π− in the KNT19 dataset with
the newer results from CMD-3 yields t1 independence when
combined with the lattice QCD data of [46]. These lattice
QCD results thereby show a strong preference for the CMD-3
results over the older data. This agrees with the conclusions of
the comparison of intermediate-distance time-windowed re-
sults between lattice QCD and e+e− data (see Section I for a
discussion) but shows the effect more compellingly with mul-
tiple t1 values.

The t1 independence also strongly suggests that the pure
lattice QCD result (in the t1 → ∞ limit) will agree with the
purely data-driven result from KNT19(CMD-3). The larger
the range of t1 for which the combination of lattice QCD and
Re+e− data remains flat the stronger that conclusion becomes
as the contribution from the Re+e− data becomes smaller. Fu-
ture lattice QCD calculations will be able to extend the range
of t1 values beyond those used here.

A second reason for examining the t1 dependence is that the
final uncertainty in aLOHVP

µ could well be smaller for inter-
mediate values of t1. This is the case for the KNT19(CMD-3)
analysis we present here, where the uncertainty is smallest for
t1 = 1 fm. It is smaller still when we calculate the weighted
average of the results from different t1s, giving us a value of
713.3(2.7) × 10−10. This is significantly more accurate than
the purely data-driven result for the KNT19(CMD-3) dataset
in Table I. It is also slightly more accurate than the recent

1 See [46] for a comparison with other lattice QCD results in the 0.0–1.0 fm
time-window.

BMW/DMZ result of 714.1(3.3)×10−10 [42], but agrees well
with it and supports the conclusion that there is no significant
discrepancy between the experimental results for aµ and the
Standard Model.

Much work is needed to come to a definitive answer on aµ.
It is imperative that the discrepancies between the CMD-3 and
the older experimental Re+e− results be understood. Consid-
ering just the KNT19 data set, the discrepancy between lattice
QCD and the Re+e− data suggests one of three possibilities:
1) there are 3–5% errors in the KNT19 data for Re+e− around
1 GeV or lower; 2) there are 3–5% errors in the eight lattice
results at those energies; or 3) there is new physics, beyond
the Standard Model, that affects Re+e− at the several percent
level at those energies. The CMD-3 data set changes this dis-
cussion. If the old data in the KNT19 dataset are correct, then
both the CMD-3 data set and the lattice QCD results must
have errors at the 3–5% level. And those errors must con-
spire to make the hybrid aLOHVP

µ (t1), calculated from CMD-
3 data and lattice QCD results, independent of t1 out to at least
t1 = 1.5 fm. This would be surprising.

Without understanding the difference between CMD-3 and
the older experimental Re+e− results one might conclude that
a purely lattice QCD result for the LOHVP contribution is the
only safe input for the Standard Model value for aµ (unless
you believe option 2 above, that there are unexplained errors
in the lattice QCD results). It is still challenging for multi-
ple lattice QCD groups to achieve ∼ 1% uncertainties on the
full LOHVP, however. Instead we argue that a combination
of lattice QCD and data-driven results is a way forward. Ac-
cepting that lattice QCD is correct means that lattice QCD can
be used to test the Re+e− results, as we have done here, and
to select the option that is consistent with t1 independence (if
such an option exists). Alternatively it is possible to focus on
a large enough value of t1 that the data-driven contribution is
small and the systematic error from differences between ex-
periments is not unduly large. This latter approach is the one
taken by BMW/DMZ with t1 = 2.8 fm but, as we show in Ta-
ble II, a smaller t1 value of 2.5 fm or even 2.0 fm can be used
without the differences between KNT19 and KNT19(CMD-3)
exceeding 1% of the LOHVP contribution.

In this way, the uncertainty in the Standard Model predic-
tion could be reduced in future with improved lattice QCD
results for a wider range of t1 values. In Table II we give
the numbers for aLOHVP

µ (t1,∞) from Re+e− to be added to
the lattice QCD results for a variety of t1 values to obtain
aLOHVP
µ and repeat the analysis done here. The correlation

matrices for these numbers are given in Tables IV and V. The
approach suggested here also provides a simple test of new
experimental results for Re+e− . Values for aLOHVP

µ (t1,∞)
calculated from the new results can be combined with the lat-
tice aLOHVP

µ (0, t1) values given in Table I (with correlation
matrix in Eq.(A1)), or improved lattice results when they be-
come available. The lattice QCD results used here are from
2019 and more recent lattice data from, for example, Fer-
milab/HPQCD/MILC, has higher statistics and includes re-
sults on finer lattices [40]. From the error budget in Ta-
ble III we see that halving the lattice QCD uncertainty at t1 =
2.0 fm would reduce the uncertainty on aLOHVP

µ to 0.56%
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using KNT19(CMD-3) results, or 0.8% if an additional un-
certainty is allowed for the difference between KNT19 and
KNT19(CMD-3). This is achievable in the near future.

Appendix A

The uncertainties in the lattice QCD results for
aLOHVP
µ (0, t1) in Table I are correlated. The correlation

matrix for the results at t1 = 0.5, 1.0, 1.5, and 2.0 fm is1.0000 0.3110 0.1840 0.1135
0.3110 1.0000 0.5484 0.4034
0.1840 0.5484 1.0000 0.7287
0.1135 0.4034 0.7287 1.0000

 (A1)

Similarly the uncertainties in aLOHVP
µ (t1,∞) listed in Table II

are (highly) correlated. The correlation matrices for the two
datasets are given in Tables IV and V. There is no correlation
between the lattice QCD and Re+e− results.
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