
Fermilab

Non-Parametric Multi-Messenger Constraints on the Equation of State of
Cold Dense Nuclear Matter

FERMILAB-PUB-24-0778-T

arXiv:2410.23407

This manuscript has been authored by Fermi Research Alliance, LLC

under Contract No. DE-AC02-07CH11359 with the U.S. Department of Energy,

Office of Science, Office of High Energy Physics.



KCL-PH-TH/2024-58
FERMILAB-PUB-24-0778-T

Non-Parametric Multi-Messenger Constraints on the Equation of State of Cold Dense
Nuclear Matter

Iuliu Cuceu∗

Department of Physics, King’s College London, Strand, London, WC2R 2LS, UK
Physics Department, Università di Roma "Tor Vergata", I-00133 Roma - Italy and

Department of Astronomy, Faculty of Mathematics,
University of Belgrade, Studentski trg 16, 11000 Belgrade, Serbia

Sandra Robles†
Theoretical Particle Physics and Cosmology Group, Department of Physics,

King’s College London, Strand, London, WC2R 2LS, UK and
Astrophysics Theory Department, Theory Division,

Fermi National Accelerator Laboratory, Batavia, Illinois 60510, USA
(Dated: November 1, 2024)

We utilize the now substantial amount of astrophysical observations of neutron stars (NSs), along
with perturbative Quantum Chromodynamics (pQCD) calculations at high density, to directly con-
strain the NS Equation of State (EoS). To this end, we construct non-parametric EoS priors by
using Gaussian processes trained on 75 EoSs, which includes models with either hadrons, hyperons
or quarks at high densities. We create a prior using the full EoS sample (model-agnostic), and
one prior for each EoS family to test model discrimination. These are then utilized in a Bayesian
updating scheme by first performing a complete analysis of the binary NS merger event GW170817
with minimal assumptions, and sequentially adding information from X-ray and radio NS observa-
tions, along with pQCD calculations. Besides providing standard constraints, such as the pressure
at twice nuclear saturation density p(2ρsat) = 4.3+0.6

−0.6 × 1034dyne/cm2, at 95% confidence level, for
the model agnostic prior, our methodology also allows the constraining of EoS properties such as
phase transitions and differentiation among quark, hyperonic or hadronic models.

I. INTRODUCTION

The study of neutron stars (NSs) offers novel and
unique insights into the behavior of extremely dense cold
nuclear matter, which cannot be replicated under ter-
restrial laboratory conditions. Neutron stars, the rem-
nants of massive stellar progenitors, compress ∼ 1 − 2
solar masses into a radius of about 10−12 km [1], reach-
ing densities that far exceed nuclear saturation density.
Understanding their internal structure and the equation
of state (EoS) governing such extreme environments has
profound implications for both nuclear physics and as-
trophysics [2]. Besides the lack of direct experimental
data of matter in the NS density regime, another chal-
lenge is the intrinsic complexity of modeling interactions
among nucleons and potentially more exotic particles like
hyperons and quarks at such high densities.

The core of a NS is an extreme environment, with av-
erage densities above the nuclear saturation mass den-
sity ρsat ≃ 2.7× 1014 g cm−3 [3]. This high density gives
rise to unique macroscopic effects, such as rapid rota-
tion and intense magnetic fields that can be observed,
thereby providing insights into the microphysics of the
NS interior. In order to determine the macroscopic prop-
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erties of NSs by solving the Tolman-Oppenheimer-Volkoff
(TOV) equations [4, 5], such as masses and radii, an EoS
is needed to model the various layers of the star and the
transitions between them.

Traditional approaches to modeling the EoS have re-
lied on parametric models such as the piecewise poly-
trope [6] or spectral decomposition methods [7]. These
techniques allow for computational efficiency and have
been widely used to infer NS properties from observa-
tional data [8–12]. However, they often suffer from signif-
icant limitations, particularly when modeling phase tran-
sitions or the emergence of new particle species at high
densities [13]. Parametric models inherently introduce
biases due to their fixed functional forms, making it diffi-
cult to capture the full range of possible EoSs. Moreover,
from a methodological standpoint, current observations
of NS macroscopic observables have to be analyzed in a
self-consistent and model-independent manner.

In this paper, we aim to overcome these limitations
by employing a non-parametric approach using Gaus-
sian processes (GPs) [14] to model the EoS. By train-
ing a GP on a wide variety of equations of state, we can
construct a prior that is flexible and agnostic to specific
parametrizations, thereby allowing the data to drive the
inference of the EoS without strong model assumptions.
The GP-based method provides a robust and transparent
way to capture the wide range of physical behaviors ex-
pected from different nuclear matter compositions. Fur-
thermore, we introduce a novel analysis methodology by
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constructing a categorical distribution over the Gaussian
process prior draws, and utilizing Bayesian updating on
three different datasets. To showcase the flexibility of our
method, we first run a full parameter inference scheme
utilizing our prior on the gravitational waveform of the
binary neutron star (BNS) merger event GW170817 [15].
The next Bayesian updating step utilizes the posteriors
of 105 NS mass measurements, as well as two mass-radius
posteriors [16, 17] from the Neutron Star Interior Com-
position Explorer (NICER). Lastly, we also showcase the
effect of including recent developments in perturbative
Quantum Chromodynamics (pQCD) calculations [18].

The combination of non-parametric modeling with
Bayesian updating and our method, allows us to per-
form a fully consistent analysis across multiple datasets
in a prior transparent and model independent way. We
also aim to showcase the effect of each dataset on the
direct NS EoS constraints, as well as discuss likelihood
construction and prior selection and their hidden assump-
tions. By integrating information from different datasets,
including gravitational wave observations of NS mergers,
NICER measurements of NS mass-radius relations and
pQCD calculations at high densities, we present a com-
prehensive analysis that explores the current boundaries
of the nuclear EoS and its potential extensions into new
physical regimes.

The paper is organized as follows: Section II outlines
the construction of a GP-based prior used for inference.
Section III introduces our novel treatment of this prior
in a parametrized Bayesian updating scheme. Section IV
describes the details of our full analysis of the GW170817
waveform as well as the other astrophysical and theoreti-
cal data utilized. Our results are presented in Section V,
and a discussion about the impact of the available data
on the prior choice and likelihood construction is given
in Section VI.

II. MODELING OF THE EQUATION OF STATE

There are a number of EoS parametrizations in the
literature, the most prevalent of which being piecewise
polytropes, see e.g. ref. [6], and the spectral decompo-
sition parametrization [7]. Within a standard Bayesian
parameter inference scheme, these techniques have been
used to directly constrain the NS EoS (see ref. [1] for
a review). However, parametric models, although pro-
viding a certain ease of use, have proven inadequate in
other regards. Difficulties with phase transitions have
been identified multiple times in both the aforementioned
parametrizations [7, 9, 10, 13], and although increasing
the number of parameters can somewhat alleviate the
issue, it quickly becomes computationally unfeasible.

The state-of-the-art approach to these issues, within
a Bayesian inference context, is the use of non-
parametric models, namely Gaussian processes, intro-
duced in ref. [14]. We shall briefly summarize how a GP
prior is constructed by training on tabulated equations
of state.

A Gaussian process is a non-parametric, Bayesian ap-
proach to regression that defines a prior distribution over
functions, where any finite collection of function values
is jointly Gaussian. By conditioning on observed data,
GP regression (GPR) computes a posterior distribution
over functions, which allows for smooth interpolation
and principled uncertainty quantification. GPR is em-
ployed twice, first to resample each tabulated EoS and
then to construct an over-arching GP trained on mul-
tiple EoSs. The resampling step ensures that multiple
sets, with varying sizes, of tabulated EoSs (energy density
ϵ, versus pressure p), are treated equally and effectively
provides a smooth interpolation of a set ϵi(pi), equipped
with error estimates. GP regression is performed on the
auxiliary variable ϕ = log

(
c2 dϵ/dp − 1

)
obtained from

numeric differentiation of a tabulated EoS. Thus, for an
EoS, α ∈ {α}A, out of the training set, we have the Mul-
tivariate Gaussian Distribution model

ϕ
(α)
i | log pi,

{
log ϵ

(α)
j∗ , log p

(α)
j∗

}
∼ N

(
E(α)(ϕi),Cov(α)(ϕi, ϕj)

)
, (1)

where the starred indices (e.g. ϵi∗) indicate data the GP
is conditioned upon, as opposed to generic points (e.g.
ϵi) where GPR is used as an interpolator. The covari-
ance kernel in the normal distribution, N , is analytically
computed from a radial basis function (RBF) kernel of
a GP over ϵi(pi), with hyper-parameters obtained from
GP likelihood optimization. Similarly, the mean E is

constructed from the ordinates log ϵj∗ and a low order
polynomial fit. For a step by step guide on how a GP
is built from tabulated pressure, energy density pairs,
see ref. [14]. From the set of n resampled EoSs modeled
by GPs, ϕ(α)(log p), the overarching process, ϕ(log p), is
constructed:

ϕi | log pi,
{
E(α=1)(ϕj∗), E

(α=2)(ϕj∗), ..., E
(α=n)(ϕj∗), log pj∗

}
∼ N

(
Ẽ, C̃ov

)
, (2)
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FIG. 1. Construction of a Gaussian mixture model (magenta)
based on 32 different hadronic unified equations of state. For
reference, some EoSs are overlaid. Since a GMM is a collection
of multivariate normal distributions, we plot the highest like-
lihood mean and all the covariances within 95% confidence.

with the kernel here being a combination of the RBF
and white noise kernels, while the mean is constructed
from the means of the individual GPs. Instead of
normal hyper-parameter optimization, a Gaussian Mix-
ture Model (GMM) of many GPs with different hyper-
parameters is then constructed, as described in ref. [19],
effectively allowing for fine-tuned, and intuitive control
over how closely the resulting EoSs are informed by the
theoretical ones they were trained upon. This tuning
is done through the hyper-prior selection of the cross-
validation likelihood:

PCV ({α}A | σ) =
∏
a∈A

P (α(a) | {α}A⧹a, p,σ), (3)

where σ is the set of hyper-parameters. An illustration of
this construction scheme can be found in Figure 1 in the
ϕ(p) plane, where we take multiple theoretical equations
of state and construct a GMM (magenta) from which we
can draw to obtain realistic and model informed EoSs to
use as a prior.

To showcase both the flexibility of our method and
how prior construction more broadly affects the result-
ing posteriors, we construct two separate priors. The
first, called “model agnostic”, is trained on the 75 EoSs
of cold NSs available in the CompOSE database [20] [21–
23]. Our training dataset is composed of 32 hadronic
equations of state (baryonic matter composed only of
protons and neutrons), 17 hyperonic models (includes
baryons with up, down and strange quark content) and
26 quark EoSs that explicitly model a phase transition
to deconfined quark matter with varying densities and
strengths. For more information on the EoSs used and
the hyper-priors utilized, see Appendix A. This model ag-
nostic prior is a direct construction of a GMM from the

individual GPs trained on each EoS, with wide hyper-
priors. The model utilized in Bayesian inference consists
of 10000 draws from this GMM construction. In con-
trast, the second, model-informed EoS prior, has nar-
rower hyper-priors and uses 3 separate GMMs, one for
each family of EoSs (hadronic, hyperonic or quark). Each
GMM then provides 10000 draws from which we can com-
pute Bayes factors to constrain the likelihood of each
family after the Bayesian updating steps. The purpose
of this second construction is to showcase how each new
data stream and likelihood affects the prior. Unlike the
first, it does not aim to provide direct conclusive EoS con-
straints (since the prior is heavily biased towards a given
particle composition of the NS inner core). Both priors
can be found in Figure 2, in the density-pressure/speed
of sound plane, along with reference saturation densities
(vertical dashed lines). The GMMs are stitched at very
low density crust, ρstitch = 1010 g/ cm3, to the Sly EoS.

As a final note on the prior construction described
above, although we label them model-agnostic and
model-informed priors, in relation to previous analyses
(e.g. ref. [14]), our draws still closely follow the class
of theoretical models they were trained upon. We re-
fer to informed training in the sense of grouping simi-
lar datasets together, and then creating multiple GMMs
whose combined draws constitute the prior. In contrast,
in the agnostic training all datasets are treated equally
and taken together to build a single GMM. Similarity of
datasets is given by particle species treated by the theo-
retical models. No assumptions are added about result-
ing EoS properties (such as imposing that they support
a given NS mass), nor is any artificial noise injected after
the GMM is drawn. Combining all this with optimizing
the cross validation likelihood, we construct a set of real-
istic equations of state, even in the model agnostic prior,
as opposed to a prior containing maximum model “vari-
ability”. Furthermore, in our case, it is the large sample
of training EoSs that attempts to mitigate the level of
information gained by choosing a specific model. Within
this non-parametric prior construction scheme, the “vari-
ability” of draws should come from hyper-prior and even
kernel selection more than from the exact EoSs chosen
if one aims to construct a space of “all possibilities”, and
thus a true model-agnostic prior. This is why we present
the second prior, rather than just the first, to illustrate
the available capacity of the data to distinguish between
the different options of NS EoSs.

III. METHODS

The literature on constraining the equation of state of
cold nuclear matter with multi-messenger observations
is quite broad, see e.g. refs. [14, 24–41]. It is com-
mon, to place hard constraints on certain macroscopic
properties of the EoS, e.g., when implementing previous
high mass pulsar observations. For example, ref. [42],
allowed only draws from a prior on the EoS parameters
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FIG. 2. Construction of the model agnostic and model informed priors. The model agnostic GMM (left) is constructed directly
from GPs trained on 75 different EoSs, while the model informed GMMs (right), separate the training set by particle content,
with hadronic-trained GMM (magenta), hyperonic-trained GMM (light blue) and quark-trained GMM (yellow). For reference,
the vertical dashed blue lines represent the once, twice, four, six and ten times the nuclear saturation density.

that support a maximum mass consistent with, say PSR
J0348+0432 [43], with M = 2.01 ± 0.04M⊙. This does
not utilize the full information present in that observa-
tion, i.e., the whole posterior distribution. Moreover, as
noted in ref. [44], this makes the probability of an EoS
supporting a maximum allowed NS mass of say Mmax =
2.07M⊙ equal to that of supporting Mmax = 2.7M⊙,
both having a probability of exactly one. This obviously
cannot be the case, as ideally, the observation of PSR
J0348+0432 would significantly favor the former EoS as
opposed to the latter. Furthermore, there is now a grow-
ing body of evidence favoring a bimodal mass distribu-
tion of neutron stars [45, 46]. This indicates that set-
ting an a priori cut-off either in the sense of removing
EoSs that do not support a given mass or even treat-
ing the observation of a given mass as being equal proof
for or against two very different EoSs, phenomenologi-
cally speaking, is perhaps not an optimal strategy. The
use of such strict bounds also disallows the integration
of multiple datasets, such as using both the observa-
tion of PSR J0348+0432 and PSR J0740+6620 [17] with
M = 2.14+0.10

−0.09 M⊙. In order to alleviate this, along with

the comments on EoS parametrization model bias, our
method treats the draws of a GMM prior as a categori-
cal distribution, which is then sequentially updated with
different data likelihoods, based on full posteriors, in a
Bayesian scheme. We shall now describe in more detail
this methodology.

The aim is to combine four datasets dGW, dX-RAY, dM,
dpQCD into a constraint on the cold, catalyzed, dense
matter EoS, using a Bayesian procedure, so the posterior
probability for a single EoS α, given the available data
d = {dGW,dX-RAY,dM,dpQCD}, is

P(α|d) = L(d|α)φ(α)
Z(d)

=
φ(α)

∏
i L(di|α)

Z(d)
, (4)

with i enumerating the datasets, and the form of the
likelihood L(di|α) depends on the specific dataset, see
Section IV. φ(α) represents the probability of an EoS
α prior to analysis, while the evidence Z(d) acts as a
normalization factor.

Previous work using Gaussian process EoS priors [14,
19, 47, 48] all used Monte Carlo (MC) integration to es-
timate the posterior, i.e., randomly picking a given draw
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from the prior (along with draws from mass priors and
other parameters, depending on likelihood form), com-
puting the likelihood, and repeating this process until a
sufficiently large number of samples have been collected.
This is the standard approach when performing Bayesian
inference with a Gaussian process prior, and it is also one
of the reasons why GPs are not more widely adopted in
non-parametric Bayesian inference schemes (as opposed
to other machine learning methods such as deep neural
networks, e.g. refs. [49–52]). The problem of the stan-
dard approach being computational efficiency of MC inte-
gration and data stream inflexibility. The latter meaning
that one is somewhat forced to construct a Kernel Den-
sity Estimator (KDE) of some data posterior (say mass-
radius posterior of NICER’s PSR J0740+6620 measure-
ment) and compute weights directly. This is in contrast
to parametric methods, where in virtue of having a finite
set of parameters, one can utilize raw data to constrain
those parameters, as was done e.g. in ref. [42].

In order to avoid these common issues, we intro-
duce a novel and flexible treatment of GP prior draws
that is computationally efficient (in virtue of being able
to use both Markov Chain Monte Carlo (MCMC) and
nested sampling algorithms) and is easily integrated
into raw data analyses (such as parameter estimation
of GW170817, which is showcased in Section IV). We
first construct a categorical distribution (Generalized
Bernoulli distribution) over n draws from a Gaussian pro-
cess (or Gaussian mixture model in general), which ought
to constitute a large representative sample of the under-
lying distribution. A categorical distribution is a discrete
probability distribution that describes the outcomes of a
finite set, with probability mass function for n outcomes:

P (X = i) = πi, i = 1, 2, ..., n, (5)

where X is a random variable representing the outcome,
πi is the probability of the outcome i, and

∑n
i=1 πi = 1.

The cumulative distribution function is then

F (X ≤ i) =

i∑
j=1

πj , i = 1, 2, ..., n. (6)

In our case, each outcome is a given EoS draw from a
GMM, and as such, from the point of view of the nested
sampler/MCMC algorithm we have parametrized a non-
parametric distribution. A single parameter, EoS cat-
egory (from now on referred to as EoS index), is sam-
pled, by merely sampling in the uniformly distributed
[0, 1] interval and finding the smallest integer j such that
our random number u ≤

∑j
i=1 πi, with the integer j

being the relevant EoS. This allows us to preserve the
full EoS information (no parameterization), but use our
GMM draws in standard, and efficient, parameter estima-
tion schemes, as opposed to having to do MC integration
on likelihood weights. Within any parameter estimation
pipeline, the sampler is often exposed to conversions of
the actual relevant likelihood parameter, for convergence
purposes, and this is the same principle, but without loss

of structure of the underlying object of inference, the
EoS.

Prior to exposure to data, our categorical distribu-
tion is equally weighted, and after a Bayesian updating
step, we will have a posterior over the EoS index that
will be an unequal-weighted categorical distribution. An-
other advantage of using a discrete distribution is that,
by definition, the order of the categories does not mat-
ter. Therefore, we can arrange the prior in any way,
and even re-arrange it after a given Bayesian step. The
obvious advantage of this is that we can sort the prior
based on whatever parameter is most relevant for the
likelihood. For example, the gravitational waveform data
from BNS mergers is most sensitive to the underlying NS
EoS through the tidal deformability parameter at a given
mass. Thus, when incorporating the GW170817 event
we can sort our GMM draws by the predicted tidal de-
formability at 1.4M⊙, a unique value for any given ϵ(p)
relation. In effect, we are now sampling tidal deforma-
bilities when considering this dataset, which is naturally
much more efficient than MC integration of draws and
can easily be integrated into existing gravitational wave
parameter estimation pipelines. A similar argument can
be made in the context of the NICER observations, where
instead of mass and compactness as sampled parameters,
we have mass and EoS index (from which we can com-
pute radius, then compactness to pass to the likelihood),
to directly constrain the EoS.

In summary, our analysis consists of the following
steps:

1. Construction of a GMM of GPs from 75 tabulated
theory EoSs, hadronic, hyperonic and quark mod-
els.

2. Drawing 10000 samples from the GMM and creat-
ing a categorical distribution over them as a prior
stand-in.

3. Sorting the prior by expected tidal deformability
at 1.4M⊙, as the EoS-dependent variation on Λ
within the ∼ 1.25M⊙ − 1.5M⊙ event range is neg-
ligible (the exact choice of the mass would not sub-
stantially change the order).

4. Running a parameter inference scheme of the BNS
event GW170817 with one out of the 16 sampled
parameters as the EoS index, instead of individual
tidal deformabilities.

5. Using the resulting unequal-weighted categorical
distribution posterior over the EoS index as a prior
in the next Bayesian step and re-ordering it by max-
imum supported NS mass.

6. Kernel density estimators are built for each of the
mass-radius posteriors of two NICER observations
and Gaussians for the 105 NS mass measurements.

7. We estimate the evidence for this Bayesian update
with nested sampling.
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8. The posterior inferred is resorted again, now by
predicted pressure at six times saturation density.

9. Using the likelihood and method of ref [53] we fur-
ther narrow the posterior through a Bayesian up-
dating step including results from pQCD calcula-
tions.

IV. MULTI-MESSENGER OBSERVATIONS
AND PQCD CALCULATIONS

In this section, we describe our analysis of the
GW170817 event using our methodology in a modified
version of the Bilby gravitational wave (GW) inference
pipeline [54, 55]. Our reason for re-running the GW anal-
ysis, as opposed to just using posteriors as we do with
other NS observations, is two-fold. Firstly, to showcase
the ease of running a parameter inference scheme on raw
data with complex and large parameter spaces, with ex-
isting pipelines, even when using non-parametric priors.
Second, the best direct constraints on the NS EoS from
the GW170817 event, that utilize the gravitational wave-
form itself in the analysis, are done using parametric
schemes. Moreover, even utilizing the most unassum-
ing posterior, the original event identification [56], would
mean a posterior over the 5PN and 6PN order normal-
ized tidal deformabilities, with only the former being well
constrained:

Λ̃ =
16

13

(M1 + 12M2)M
4
1Λ1 + (M2 + 12M1)M

4
2Λ2

(M1 +M2)5
, (7)

with Λ1,2 and M1,2 the component tidal deformabilities
and masses respectively. It is clear that in order to break
the degeneracy and constrain Λ1 and Λ2 requires fur-
ther assumptions, with universal relations being the most
common tactic [57, 58].

The posteriors obtained from the GW170817 event,
will then be used as a prior for the next data integra-
tion. We also outline the construction of the likelihood
for two NICER observations, along with 105 NS mass
observations, where the posteriors are utilized from the
respective event detection analyses. Lastly, we include
recent pQCD calculations [53, 59, 60].

A. Gravitational waves

Gravitational wave observations of binary neutron
star mergers can constrain tidal deformabilities and NS
masses, which, in turn, constrain the EoS. Given an equa-
tion of state, using the TOV equations and the tidal
Love number [61, 62], the macroscopic parameters: stel-
lar mass, radius and tidal deformability in the inspiral
phase are inferred.

Perhaps the most significant neutron star observation
to date is the August 17, 2017 detection of a gravita-
tional wave transient signal, GW170817 [56]. Both the

Advanced LIGO detectors at Hanford, Washington (H1)
and Livingston, Louisiana (L1), and the Advanced Virgo
(V1) detector in Pisa, Italy were in operation at the
time, and contributed to constraining the nature of the
source and its properties. The gravitational wave sig-
nal was followed by an electromagnetic (EM) counter-
part [63, 64], which solidifies the cause of this signal be-
ing a merging BNS system. The short gamma-ray burst
was independently observed by the Fermi Gamma-ray
Burst Monitor and the Anti-Concidence Shield for the
Spectrometer for the International Gamma-Ray Astro-
physics Laboratory [65, 66]. Although a neutron star-
black hole (BH) system is not completely ruled out,
the inferred masses and spins are characteristic of the
known NS population [56]. The signal-to-noise ratio
(SNR) of the event is ∼ 3 higher than that of the
other most likely BNS GW event, GW190425 [67], which
makes it ideal for obtaining quality constraints on the
underlying cold, high-density nuclear matter EoS. Note
that the nature of the source system’s components of
the GW190425 signal is much more uncertain. This
source uncertainty is a problem mostly unique to GW
observations, since without an EM counterpart (which
is not necessarily a given), distinguishing between NS-
NS, NS-BH and BH-BH coalescence events can be po-
tentially problematic, as is the case of GW190425. In
this sense, it is worth clarifying, that we assume the
source of GW170817 is a BNS in order to perform our
analysis, an assumption that cannot necessarily be eas-
ily extended to other potential BNS candidates such as
GW190425, GW190814 [68], GW191219 [69], GW200105
or GW200115 [70], and GW230529 [71], which is why
these are excluded from this work.

For the GW analysis, we use 256 s of the GW170817
merger event data from H1, L1 and V1 detectors, cen-
tered such that the segment ends 2 s after the estimated
merger time, and a Power Spectral Density (PSD) of
1024 s of data. This data is taken from the second ver-
sion of the official LIGO data release, and corresponds
to the cleaned strain [72]. More information about the
noise modeling can be found in ref. [73]. We also an-
alyze the full frequency range of the data release, i.e.,
20− 16384Hz. Although the signal enters the detector’s
sensitivity range less than 100 s before the merger and
the calibration model of the detectors covers at best the
20 − 4096Hz range. This data was selected to allow for
higher resolution sampling. Marginalization over the de-
tector’s calibration uncertainty has a limited impact on
the final result, as the difference between distinct calibra-
tion models are much smaller than the inherent statistical
uncertainty of the data. For an in-depth comparison of
physically motivated calibration models and their effects
on the source properties of all events in GWTC-1 (first
LIGO observing run) see ref. [74].

For the waveform approximant, we have chosen the
most accurate phenomenological model available in
lalsuite [75, 76] to date, IMRPhenomPv2 [77, 78] as
the base BH approximant. The tidal addition from nu-
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TABLE I. Summary of the priors used for parameter estimation of the GW170817 BNS event. The chirp mass and time of
coalescence are based on the results from ref. [56], while the rest of the priors are taken/inspired from ref. [42]. The EoS
index for the the model-informed prior constructed analysis from 3 GMMs, trained on hadronic, hyperonic and quark EoSs
respectively, has 10000 draws each.

GW170817
Parameter Prior Type

Spin magnitudes a1, a2 Uniform [0, 0.05]
Tilt angles θ1, θ2 [rad] Sine [0, π]
Azimuthal separation δϕ [rad] Uniform [0, 2π]
Cone of precession ϕJL [rad] Uniform [0, 2π]
Comoving distance dL [Mpc] Uniform [10, 100]
Right ascension α [h m s] Gaussian [µ = 13h09m48.085s, σ = 0.018h]
Declination δ [degrees] Gaussian [µ = −23◦22′53.343′′, σ = 0.218◦]
Orbital angular momentum θJN [rad] Sine [0, π]
Polarisation ψ [rad] Uniform 0, π]
Phase at coalescence ϕc [rad] Uniform [0, 2π]
Time of coalescence tc [s] Gaussian [µ = 1187008882.43, σ = 0.002]
Chirp mass Mc [M⊙] Uniform in components [1.197, 1.198]
Mass ratio q Uniform in components [0.125, 1.0]

EoS Index
Model agnostic e Equal-Weighted Categorical [categories = 10000]
Model informed e Equal-Weighted Categorical [categories = 30000]

merical relativity tuning is NRTidalv2 [79]. This model
allows non-aligned spins, as well as precession effect for
the dominant (l, |m|) = (2, 2) mode. Although effec-
tive one body (EOB) approximants are more accurate
in the later inspiral phase, they are drastically compu-
tationally slower (up to CPU hours per orbit evolution
for SEOB [80] as opposed to fractions of a CPU second
for IMRPhenomPv2 ) and have a direct dependency on
the signal duration. The purpose of the waveform ap-
proximant is to model the BNS dynamics and thus the
effect on the GW generation by providing a waveform as
a function of the source parameters.

Our method is integrated in the Bilby pipeline by
modifying the conversion function of the likelihood,
which for the waveform approximant used, computes the
gravitational waveform from a tuple of masses and tidal
deformabilities for the two NSs involved. In previous
parametrized analyses (e.g. ref. [42]), the two tidal de-
formabilities were replaced with a set of EoS parameters
from which the deformabilities were inferred, effectively
sampling directly in the EoS space as opposed to macro-
scopic observables. Similarly, we utilize one parameter,
the EoS index, together with a pair of masses, to com-
pute the likelihood. The priors utilized for this stage can
be found in Table I.

B. X-ray and radio observations

Some isolated NSs exhibit pulse X-ray waveform emis-
sion profiles, which are thought to be produced by hot
spots on their surface [47]. These small regions are cre-
ated by cascades of particles from pair production in
magnetosphere plasma gaps. The rotational period of the
star determines the light curve of the thermal X-rays in

these heated regions, with the shape correlated with the
stellar compactness C, as the period of visibility increases
at the expense of the totality of the eclipses. Once the
compactness is determined, the radius can be measured
as relativistic Doppler and aberration effects in the light
curve scale with the size of the object and its rotation
rate.

Two independent analyses were performed on the pulse
profile of a specific pulsar, J0030+0451 [16, 81]. Both
studies concluded that the pulsar’s waveform suggests
the emission comes from two or three non-circular hot
spots. Multiple hot spot models were considered, and all
produced consistent results for the mass and radius of the
pulsar. Importantly, despite differences in the hot spot
geometry assumed in different models, the constraints on
the EoS and NS observables appeared consistent within
statistical error. This implies that such systematic dif-
ferences are minor enough not to substantially affect the
derived EoS information. Similarly, we have the NICER
and X-ray Multi-Mirror (XMM)-Newton X-ray observa-
tions of PSR J0740+6620 [17]. For the NICER+XMM-
Newton data, we utilize the full mass radius posterior
provided in refs. [16] and [17] when computing our likeli-
hood [82]. The mass-radius likelihood is obtained by in-
tegrating the full mass-radius curve predicted by a given
EoS, so for an observation i, we have

LR,i(α) =

∫
dMπi(M)Li(M,R(M,α)), (8)

with πi(M) being the NS observation’s mass prior (uni-
form). The likelihood of a given star i, to have a mass M ,
and radius R, is Li(M,R), so from a KDE constructed
from the mass-radius posterior samples, Li(M,R(M,α))
is evaluated.

Next, there are radio observations of massive pulsars,



8

their main role being increasing the maximum allowed
mass of a given EoS. Since a candidate EoS being stiffer
or softer determines the maximum mass a neutron star
can support, any observation of the most massive pulsars
can directly rule out the softest EoS models. The pul-
sars we list in Appendix B are a sample of 105 pulsars
with individual mass measurements (which also includes
low massive NSs). They are a mix of NS-NS/White
Dwarf/Main sequence star systems, millisecond pulsars,
Black Widow and Redback, isolated NSs and High/Low
mass X-ray binaries. We include this data by taking
Gaussians around the values quoted in Table IV. The
mass likelihood is obtained by simply integrating over
the mass posterior up to the EoS’s maximum allowed
mass, so for a given mass posterior Pi(M) of a particular
NS we have

LM,i(α) =

∫ Mmax(α)

0

Pi(M)dM. (9)

C. Perturbative QCD calculations

Nuclear matter in the core of stable NSs can reach,
depending on the particular EoS choice, densities of
∼ 5− 8nsat, where nsat is the nuclear saturation number
density. In this regime QCD, the theory of strong in-
teractions is non-perturbative. However, at high density
∼ 20 − 40nsat, hence high energy, it becomes perturba-
tive. The connection between these two regimes requires
extrapolating either of these calculations [18, 83].

Very recently, a potentially model-agnostic way of in-
cluding the pQCD input, by exploring the connection
between the low-density NS regime and the high-density
perturbative regime, has been suggested [53, 84, 85]. The
likelihood is constructed using the requirement that the
triplet formed by pressure, baryon number density and
chemical potential, β ≡ {p, n, µ}, can reach the QCD val-
ues at high densities with a stable and causal EoS. Each
EoS, will predict a unique pressure and number density
at a given baryon chemical potential, so the triplet needs
to stably and causally connect the low density/EoS ter-
mination regime, nL ≡ nterm, to nH ≡ 40nsat, which
will be the integration interval of the likelihood [53]

LpQCD(α) =

∫
d(logX)w(logX)1[0,1](IpQCD(X,α)),

(10)
where, the pQCD tension index, IpQCD(X,α) ≡ (∆p−
∆pmin)/(∆pmax − ∆pmin) ∈ [0, 1], is used to quan-
tify the agreement between a given EoS and the high-
density regime. 1[0,1](IpQCD) assigns a zero Bayesian
weight to an EoS for whom β violates ∆p = pH − pL ∈
[∆pmin,∆pmax], and X ≡ 3λ/(2µH) is the (dimension-
less) renormalization scale. The minimum and maximum
pressure intervals allowed correspond to EoSs which will
have one segment of cs = 1 and a subsequent phase tran-
sition or vice-versa, respectively.

FIG. 3. 95% confidence interval of the posterior EoS distri-
bution after the GW170817 event analysis. For reference, the
model agnostic prior is depicted in gray. Vertical dashed blue
lines represent once, twice, four, six and ten times the nuclear
saturation density, ρsat = 2.7× 1014 g/ cm3.

In practice, the integral of Eq. 10 is evaluated with
Monte-Carlo integration by randomly picking values from
the distribution w(logX) = 1[ln(1/2),ln(2)](logX) and
counting the frequency that the termination triplet, sat-
isfies the above condition, as in ref. [86]. For a com-
plete explanation of this likelihood, see ref. [84]. We
utilize the “prior” marginalized likelihood, introduced in
ref. [53], without the addition of the speed of sound con-
straint below 40nsat, and choose the mean of our number
density prior distribution as the EoS termination point,
nterm [87].

V. RESULTS

We start by discussing the parameter inference of the
GW170817 waveform, within our modified scheme, which
resulted in standard estimates of the source properties.
Assuming a BNS event and the same EoS for both NSs,
we constrain the component masses, M1 = 1.47+0.13

−0.10M⊙
and M2 = 1.274+0.091

−0.10 M⊙, and tidal deformabilities,
Λ1 = 339+200

−200 and Λ2 = 791+500
−400, within a 95% confidence

interval, see Appendix C for full posteriors. In terms of
providing direct equation of state constraints, the rela-
tively low masses involved, only manage to narrow the
posterior slightly around twice the nuclear saturation
range, as was previously found (see e.g. refs. [42, 47]).
Figure 3 illustrates in the standard baryon density ver-
sus pressure plane how the GW posterior has little to no
impact on the very high or very low density regimes, the
former not being realistically achievable for a ∼ 1.4M⊙
NS.

For this analysis, the EoS index prior was sorted by
the expected tidal deformability of a 1.4M⊙ NS due to
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FIG. 4. Corner plot of macroscopic (maximum supported
mass, predicted radius, and tidal deformability of a 1.4M⊙
NS) and microscopic (pressure at twice nuclear saturation
density, and energy density at six times nuclear saturation
density) EoS properties. The prior is shown in gray, posteriors
after inclusion of either astrophysical observations or pQCD
are depicted in light blue and orange, respectively, and the
combined posterior (astrophysical and pCQD) is shown ma-
genta. Pressure and energy density are given in units of 1034

and 1036dyne/cm2, respectively.

this being the most relevant prediction of a given EoS
for such event. There is a strong correlation (Pearson
Coefficient (PC) ∼ 0.98), at least within our EoS prior
between tidal deformability of a 1.4M⊙ NS and pressure
at twice nuclear saturation density.

Next, we show the effect of including all astrophysical
observations, namely X-rays (NICER), radio and GWs,
as well as pQCD calculations. This is illustrated in Fig-
ure 4. The samples shown are calculated for any given
EoS in a posterior/prior distribution. Using astrophys-
ical data alone, we constrain the pressure at twice nu-
clear saturation to pAstro

2ρsat
= 4.5+0.8

−0.7 × 1034 dyne/cm2,
and adding the pQCD result we find pAstro+pQCD

2ρsat
=

4.3+0.6
−0.6 × 1034 dyne/cm2.
Another correlation (PC ∼ 0.95), between maxi-

mum supported NS mass and energy density at 6 ρsat,
along with the likelihood construction, Eqs. 8 and
9, provides the strong constraints on the high den-
sity regime observed in Figure 5 for the astrophysical
posterior (light blue). The maximum supported NS
mass in the astrophysical posterior is constrained to,
MAstro

max = 2.300+0.090
−0.087 M⊙, while including pQCD data,

MAstro+pQCD
max = 2.28+0.11

−0.11 M⊙. Both the p(ρ) and cs(ρ)
views of the EoS are driven to higher pressures/speeds

FIG. 5. 95% confidence interval of the posterior EoS distri-
bution after including either astrophysical observations (light
blue) or pQCD (orange), and the combined posterior (ob-
servations and pQCD) (magenta) in baryonic density versus
pressure (left), speed of sound as fraction of speed of light
(right) representation. For reference, the model agnostic prior
is shown as a gray background. Vertical dashed blue lines
represent once, twice, four, six and ten times the nuclear sat-
uration density, ρsat = 2.7× 1014 g/ cm3.

of sound in the ∼ 6− 10 ρsat regime by the astrophysical
data. Again, this is to be expected, as the larger the NS
mass the higher the core energy density (and pressure,
see Appendix D for full posteriors). From astrophysical
data, the pressure at six times nuclear saturation density
is constrained to, pAstro

6ρsat
= 9.0+1.0

−1.0 ×1035 dyne/cm2, while
including pQCD calculations, barely affects the posterior,
as the pQCD posterior closely follows the prior. In con-
trast, the low mass NS observations, see Appendix B,
have no effect on our prior, due to the likelihood con-
struction, namely the integral of Eq. 9 adds up to unity
for a low mass, narrow Gaussian posterior. Echoing the
earlier discussion on likelihood construction, this is per-
haps a reason why a penalty term on EoSs that support
a much higher mass than the most massive pulsar ob-
served ought to be included in the likelihood. That is,
until a more complete NS population statistic can be con-
structed, which naturally would require a better under-
standing of NS formation as well as parametrized mod-
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FIG. 6. 95% confidence interval of the posterior EoS distri-
bution after inclusion of all datasets (astrophysical + pQCD)
for our separate prior, composed of the hadronic GMM (ma-
genta), hyperonic (light blue) and quark (yellow). For refer-
ence, vertical dashed gray lines represent once, twice, four,
six and ten times the nuclear saturation density, ρsat =
2.7× 1014 g/ cm3.

eling of the accretion/spin-up phase. For an explanation
of why incomplete NS population statistics can bias all
such analyses, see ref. [44].

In terms of the separate Gaussian mixture model prior,
separately trained on hadronic, hyperonic and quark
models respectively, Figure 6 illustrates in the pressure-
density plane the combined posterior (all observations
and pQCD). We immediately note that the hadronic
prior is the best constrained, while the hyperonic/quark
posteriors are prior-dominated. This is due to the pref-

FIG. 7. Corner plot of the posteriors of the same macro-
scopic and microscopic properties as in Fig. 4, but for the
model informed prior. Each combined posterior, after inclu-
sion of astrophysical observations and pQCD calculations for
the hadronic (magenta), hyperonic (light blue) and quark (or-
ange) is shown.

erence of astrophysical data for heavy supported masses,
and the narrow prior range. On the other hand, our con-
servative choice for the number density at which to com-
pute the pQCD likelihood, in turn leads to a highly prior
dominated pQCD posterior. The same phenomenon was
seen in our model agnostic prior, where although the
pQCD likelihood preferred lower pressures in the high-
density regime, the effect was minimal compared to the
astrophysical data. For a more complete exploration of
the effect of this conservative pQCD input on our priors,
see Appendix E.

The astrophysical data, one BNS Compact Binary Co-
alescence (CBC) gravitational wave event, two NICER
mass and radius measurements and 105 pulsar mass
observations, exhibit two notable effects on our sepa-
rate prior analysis. Firstly, because the hyperonic mod-
els predict, on average, a larger tidal deformability,
ΛHyperonic(1.4M⊙) = 819+300

−300, versus hadronic/quark
models, ΛHadronic(1.4M⊙) = 513+300

−300, ΛQuark(1.4M⊙) =

474+100
−100 (see Fig. 7), the GW170817 data especially

serves to constrain the possible hyperonic models, while
having a minimal effect on the other two GMMs priors.
On the other hand, the observations of massive NS, es-
pecially those above 2M⊙ largely restricts the quark and
hyperonic models. A summary of these effects can be
found in Table II, which shows the Bayes factor of the
3 separate GMM priors relative to the model agnostic
analysis. Astrophysical data alone is largely in favor of
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TABLE II. Bayes Factor (BF) comparisons for each data
stream, where A stands for anecdotal (BF < 3), M for mod-
erate (3 ≤ BF < 10), S for strong (10 ≤ BF < 30), v.S for
very strong (30 ≤ BF < 100), and E for extreme (BF ≥ 100).

Astrophysical Bayes Factor Interpretation
Hadronic vs. Agnostic 26.69 S
Hyperonic vs. Agnostic 0.001 E, favors Agnostic
Quark vs. Agnostic 0.017 v.S, favors Agnostic
pQCD
Hadronic vs. Agnostic 7.759 M
Hyperonic vs. Agnostic 2.357 A
Quark vs. Agnostic 1.343 A
Combined
Hadronic vs. Agnostic 207.1 E
Hyperonic vs. Agnostic 0.003 E, favors Agnostic
Quark vs. Agnostic 0.022 v.S, favors Agnostic

the hadronic prior, which by construction supports very
high NS masses and moderate tidal deformabilities. As
for the pQCD data alone, it has an anecdotal capacity
only to distinguish between the three types of GMMs in
our informed prior.

VI. DISCUSSION AND CONCLUSIONS

The behavior of extremely cold dense nuclear matter
remains an open question in nuclear astrophysics, not
only due to modeling difficulties intrinsic to such extreme
environments as the cores of neutron stars (NSs), but also
to the non-trivial connection between the macroscopic
observables and underlying microphysics. We provide
direct constraints on the neutron star equation of state
(EoS), through the use of a novel analysis methodology,
alongside a large set of astrophysical observations as well
as theoretical constraints. We construct two distinct pri-
ors by training Gaussian processes on 75 EoSs of cold
nuclear matter. The model agnostic prior applies an
equal-weighted treatment across the training set, while
the model informed prior differentiates between hadronic,
hyperonic, and quark EoS models. By treating the draws
of each Gaussian mixture model prior, as a categorical
distribution, our framework can be integrated in raw data
parameter inference schemes. This is a scalable and effi-
cient way of directly constraining the NS EoS in virtue of
transparent non-parametric prior construction and ease
of integration with existing Markov Chain Monte Carlo
or nested sampling based parameter estimation pipelines.

Our astrophysical dataset, comprising the gravita-
tional waveform of the GW170817 event, two NICER
mass-radius posteriors and 105 NS mass observations,
provides a two-front constraint on the EoS. In the
low density regime, the tidal deformability influencing
the gravitational waveform can distinguish between our
hyperonic and quark/hadronic priors. Conversely, in
the high density regime, the larger tolerated masses of
hadronic models are preferred by the common likeli-

hood constructions for mass-radius or mass alone obser-
vations. As a result, higher pressures are preferred in the
∼ 6− 10ρsat regime.

The inclusion of perturbative Quantum Chromody-
namics (pQCD) calculations, can potentially provide
another accurate and independent avenue of narrow-
ing down the NS EoS parameter space. The pQCD
data alone predicts a lower range of pressures in the
∼ 6 − 10ρsat regime, directly in contrast to the astro-
physical data. While we find a very strong preference
for the hadronic as opposed to quark prior using both
datasets, we stress that this is due to the astrophysical
data alone, and prior dominance, especially in relation to
the pQCD input. Our model-informed prior, with GMMs
trained separately on different EoS families, does result
in a heavily prior-dominated posterior. However, this
only exacerbates the already observed, in the model ag-
nostic prior, tension between the predicted pressures at
high density between astrophysical likelihoods of Eqs. 8
and 9 versus the pQCD likelihood.

To conclude, our model agnostic prior, after the inclu-
sion of astrophysical observations alone, within our anal-
ysis framework, provides an assumption-light and prior-
transparent direct constraint on the NS equation of state.
The advancements in pQCD calculations and the uti-
lization of Gaussian process based extrapolations to the
∼ 40nsat density regime, can potentially offer another in-
sight into the EoS of cold dense nuclear matter. Yet, the
likelihood construction has to be carefully considered in
the absence of complete NS population statistics and the
model dependence of the extrapolation framework from
NS interior densities to the pQCD regime.
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Appendix A: Equation of state training catalog

We select a large representative sample of 75 equa-
tions of state of cold neutron stars from the CompOSE
database [89] [21–23]. Table III lists all the models
used for training, alongside detailed information on par-
ticle content as well as calculation methods. Calculation
methods for homogeneous matter in the core are shown
in the third column, which include: Microscopic calcula-
tions - EoS based on ab initio calculations of nuclear mat-
ter; Non-relativistic density functional - baryonic inter-
action given by Skyrme-like or Gogny-type interactions;
Relativistic density functional - covariant density func-
tional theory, models generally in the mean-field approx-
imation. Similarly, the treatment of the inhomogeneous
matter in the crust is given in the fourth column: Crust-
core matched - non-unified models; Unified EoS - the
same nuclear interactions describe both crust and core;
Not treated - EoS lacks direct crust description; SNA
models - use the single nucleus approximation for inho-
mogeneous matter at nonzero temperature; NSE models

- use statistical equilibrium approach to describe inho-
mogeneous matter at nonzero temperature. For more
information, refer to the CompOSE manual [90].

In terms of the hyper-prior distributions used for the
cross validation likelihood of Eq. 3, the RBF length scale
prior is a linear distribution, [0.1, 5], the model variance
prior is a log-linear distribution, [0.1, 1], and the noise
variance prior is linear in [0.02, 1]. As for the priors of
the individual EoS modeling GPs, the same hyper-prior is
utilized. We vary the direct tuning parameter, or temper-
ature T between the two hyper-priors. This parameter
was introduced in ref. [40] as a measure of model agnosti-
cism, which effectively acts as a penalty term when join-
ing GPs to construct the overarching process. Since we
aim to construct faithful GP representations of tabulated
EoS data, we take T = 1, but when joining multiple GPs,
we penalize every GP’s contribution slightly, T = 10, so
that we allow for more model variance in our model ag-
nostic prior. For the model informed prior, we again do
not penalize any GP, so T = 1, and utilize the same RBF
kernel hyper-prior as before.

TABLE III: Catalog of Equations of State
Nucleonic Models

Name Particle Calculation Method Inhomogeneous Reference
Content Homogeneous Matter Matter

APR(APR) npeµ Microscopic calculations Crust-core matched [91–93]
BBB(BHF-BBB2) npe Microscopic calculations Crust-core matched [92–94]

BL(chiral) npeµN Microscopic calculations Unified EoS [95, 96]
BSK20 npeµ Non-relativ. density functional Unified EoS [97]BSK21

PCP(BSK22) npeµN Non-relativ. density functional Unified EoS

[98–106]PCP(BSK24) npeµN Non-relativ. density functional Unified EoS
PCP(BSK25) npeµN Non-relativ. density functional Unified EoS
PCP(BSK26) npeµN Non-relativ. density functional Unified EoS

ENG npe Non-relativ. density functional Crust-core matched [107]
KDE0v npeµ Non-relativ. density functional Unified EoS [108–110]KDE0v1 npeµ Non-relativ. density functional Unified EoS
MPA1 npe Relativistic density functional Not treated [111]

RS npeµ Non-relativ. density functional Unified EoS [112]
SK255 npe Non-relativ. density functional Not treated [113]SK272
SKI2

npe Non-relativ. density functional Not treated [114]SKI3
SKI4
SKI5
SKI6 npe Non-relativ. density functional Not treated [115]

SKMP npe [116]
SKOP npe Non-relativ. density functional Not treated [117]
SLY npeµ Non-relativ. density functional Unified EoS [92]
SLY2 npeµ Non-relativ. density functional Unified EoS [118]SLY9

SLY230a npeµ Non-relativ. density functional Unified EoS [119]
SPG(M1) npeµN Relativistic density functional Unified EoS

[99, 120, 121]
SPG(M2) npeµN Relativistic density functional Unified EoS
SPG(M3) npeµN Relativistic density functional Unified EoS
SPG(M4) npeµN Relativistic density functional Unified EoS
SPG(M5) npeµN Relativistic density functional Unified EoS

Models with hyperons (& Delta-Resonances)
Name Particle Calculation Method Inhomogeneous Reference

Continued on next page
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Name Particles Homogeneous Inhomogeneous Ref.
Content Homogeneous Matter Matter

DNS(CMF) npeµBs Relativistic density functional Crust-core matched [108, 109, 112, 122–125]
DS(CMF)-1 npeNBs Relativistic density functional Crust-core matched
DS(CMF)-2 npeN Relativistic density functional Crust-core matched
DS(CMF)-3 npeNBs Relativistic density functional Crust-core matched
DS(CMF)-4 npeN Relativistic density functional Crust-core matched [109, 116, 122]
DS(CMF)-5 npeNBs Relativistic density functional Crust-core matched [125–127]
DS(CMF)-6 npeN Relativistic density functional Crust-core matched
DS(CMF)-7 npeNBsD Relativistic density functional Crust-core matched
DS(CMF)-8 npeND Relativistic density functional Crust-core matched

H4 npeBs Relativistic density functional Crust-core matched [128]
OPGR(DDHdeltaY4) npeBs Relativistic density functional Crust-core matched [92, 129–131]

OPGR(GM1Y4) npeBs Relativistic density functional Crust-core matched
[92, 130, 132]OPGR(GM1Y5) npeBs Relativistic density functional Crust-core matched

OPGR(GM1Y6) npeBs Relativistic density functional Crust-core matched
R(DD2YDelta) 1.1-1.1 npeNBsDelt Relativistic density functional Crust-core matched

[133–136]R(DD2YDelta) 1.2-1.1 npeNBsDelt Relativistic density functional Crust-core matched
R(DD2YDelta) 1.2-1.3 npeNBsDelt Relativistic density functional Crust-core matched

Hybrid (Quark-Hadron) Models
Name Particle Calculation Method Inhomogeneous Reference

Content Homogeneous Matter Matter
ALF2 npq Microscopic calculations Not treated [137]ALF4

BHK(QHC18) npeNq Microscopic calculations SNA models [91, 138, 139]
BFH(QHC19-A) npeNq Microscopic calculations SNA models

[138–140]BFH(QHC19-B) npeNq Microscopic calculations SNA models
BFH(QHC19-C) npeNq Microscopic calculations SNA models
BFH(QHC19-D) npeNq Microscopic calculations SNA models

DS(CMF)-1 Hybrid npeNBsq Relativistic density functional Crust-core matched
DS(CMF)-2 Hybrid npeNq Relativistic density functional Crust-core matched
DS(CMF)-3 Hybrid npeBsq Relativistic density functional Not treated [108, 109, 122]
DS(CMF)-4 Hybrid npeq Relativistic density functional Not treated [112, 116, 125–127]
DS(CMF)-5 Hybrid npeBsq Relativistic density functional Not treated [141, 142]
DS(CMF)-6 Hybrid npeq Relativistic density functional Not treated
DS(CMF)-7 Hybrid npeBsDeltq Relativistic density functional Not treated
DS(CMF)-8 Hybrid npeDeltq Relativistic density functional Crust-core matched

JJ(VQCD(APR)), soft npeNq Holographic models Crust-core matched
[91, 143–146]JJ(VQCD(APR)), intermediate npeNq Holographic models Crust-core matched

JJ(VQCD(APR)), stiff npNq Holographic models Crust-core matched
KBH(QHC21-A) npeNq Microscopic calculations SNA models

[138, 147, 148]KBH(QHC21-B) npeNq Microscopic calculations SNA models
KBH(QHC21-C) npeNq Microscopic calculations SNA models
KBH(QHC21-D) npeNq Microscopic calculations SNA models

OOS(DD2-FRG), 2 flavors npeNq Relativistic density functional NSE models

[133, 149–151]

OOS(DD2-FRG), 2+1 flavors npeNqqs Relativistic density functional NSE models
OOS(DD2-FRG), w/ npeNq Relativistic density functional NSE modelsvect. interactions (2 flavors)
OOS(DD2-FRG), w/ npeNqs Relativistic density functional NSE modelsvect. interactions (2+1 flavors)

Appendix B: NS mass observation catalog

The neutron star mass observations utilized in our
analysis are listed in Table IV. These 105 NS observa-
tions are all events up to April 2023 that offer direct
mass measurements. Naturally, the NICER events PSR
J0030+045 and PSR J0740+6620, as well as LIGO’s
GW170817 BNS CBS are excluded from this table, since
we treat them separately.

TABLE IV: Catalog of 105 NS with direct mass measurements.
WD stands for white dwarf, BW for black widow millisecond
pulsar system, RB for redback millisecond pulsar, INS for iso-
lated neutron star; MS for main sequence star, HMXB, high
mass X-ray binary; LMXB, low mass X-ray binary. Adapted
from ref. [46].

ID Type Mass [M⊙] Ref.
J0453+1559 NS-NS 1.559±0.005 [152]
J0453+1559 comp. NS-NS 1.174±0.004 [152]
J0509+3801 NS-NS 1.34±0.08 [153]
J0509+3801 comp. NS-NS 1.46±0.08 [153]

Continued on next column
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ID Type Mass [M⊙] Ref.
J0514-4002A NS-NS 1.25+0.05

−0.06 [154]
J0514-4002A comp. NS-NS 1.22+0.06

−0.05 [154]
J0737-3039A NS-NS 1.338185+0.000012

−0.000014 [155]
J0737-3039B NS-NS 1.248868+0.000013

−0.000011 [155]
B1534+12 NS-NS 1.3330±0.0002 [156]
B1534+12 comp. NS-NS 1.3455±0.0002 [156]
J1756-2251 NS-NS 1.341±0.007 [157]
J1756-2251 comp. NS-NS 1.230±0.007 [157]
J1757-1854 NS-NS 1.3406±0.0005 [158]
J1757-1854 comp. NS-NS 1.3922±0.0005 [158]
J1807-2500B NS-NS 1.3655±0.0021 [159]
J1807-2500B comp. NS-NS 1.2064±0.0020 [159]
J1829+2456 NS-NS 1.306±0.007 [160]
J1829+2456 comp. NS-NS 1.299±0.007 [160]
J1906+0746 NS-NS 1.291±0.011 [161]
J1906+0746 comp. NS-NS 1.322±0.011 [161]
J1913+1102 NS-NS 1.62±0.03 [162]
J1913+1102 comp. NS-NS 1.27±0.03 [162]
B1913+16 NS-NS 1.4398±0.0002 [163]
B1913+16 comp. NS-NS 1.3886±0.0002 [163]
B2127+11C NS-NS 1.358±0.010 [164]
B2127+11C comp. NS-NS 1.354±0.010 [164]
J0337+1715 NS-WD 1.4359±0.0003 [165]
J0348+0432 NS-WD 2.01±0.04 [43]
J0437-4715 NS-WD 1.44±0.07 [166]
J0621+1002 NS-WD 1.53+0.10

−0.20 [167]
J0751+1807 NS-WD 1.64±0.15 [168]
J0955-6150 NS-WD 1.71±0.02 [169]
J1012+5307 NS-WD 1.72±0.16 [170]
J1017-7156 NS-WD 2.0±0.8 [171]
J1022+1001 NS-WD 1.44±0.44 [171]
J1125-6014 NS-WD 1.5±0.2 [171]
J1141-6545 NS-WD 1.27±0.01 [172]
B1516+02B NS-WD 2.08±0.19 [173]
J1528-3146 NS-WD 1.61+0.14

−0.13 [174]
J1600-3053 NS-WD 2.3+0.7

−0.6 [172]
J1614-2230 NS-WD 1.908±0.016 [172]
J1713+0747 NS-WD 1.35±0.07 [172]
J1738+0333 NS-WD 1.47+0.7

−0.6 [175]
J1741+1351 NS-WD 1.14+0.43

−0.25 [172]
J1748-2446am NS-WD 1.649+0.037

−0.11 [176]
B1802-07 NS-WD 1.26+0.08

−0.17 [177]
J1802-2124 NS-WD 1.24±0.11 [178]
J1811-2405 NS-WD 2.0+0.8

−0.5 [179]
B1855+09 NS-WD 1.37+0.13

−0.10 [172]
J1909-3744 NS-WD 1.492±0.014 [180]
J1911-5958A NS-WD 1.34±0.08 [181]
J1918-0642 NS-WD 1.29±0.1 [172]
J1946+3417 NS-WD 1.828±0.022 [182]
J1949+3106 NS-WD 1.34+0.17

−0.15 [183]
J1950+2414 NS-WD 1.496±0.023 [183]
J2043+1711 NS-WD 1.38+0.12

−0.13 [172]
J2045+3633 NS-WD 1.251±0.021 [184]
J2053+4650 NS-WD 1.40+0.21

−0.18 [185]
J2222-0137 NS-WD 1.831±0.010 [186]
J2234+0611 NS-WD 1.353+0.014

−0.017 [187]
B2303+46 NS-WD 1.30+0.13

−0.46 [177]
J0952-0607 BW 2.35±0.17 [188]
J1301+0833 BW 1.60+0.22

−0.25 [189]
J1311-3430 BW 2.22±0.1 [189]
J1555-2908 BW 1.67+0.07

−0.05 [190]
Continued on next column

ID Type Mass [M⊙] Ref.
J1653-0158 BW 2.15±0.16 [189]
J1810+1744 BW 2.11±0.04 [189]
J1959+2048 BW 1.81±0.07 [191]
3FGL J0212.1+5320 RB 1.85+0.32

−0.26 [192]
3FGL J0427.9-6704 RB 1.86+0.11

−0.10 [193]
2FGL J0846.0+2820 RB 1.96±0.41 [194]
J1023+0038 RB 1.65+0.19

−0.16 [195]
1FGL J1417.7-4407 RB 1.62+0.43

−0.17 [196]
J1723-2837 RB 1.22+0.26

−0.20 [195]
4FGL J2039.5-5617 RB 1.3+0.155

−0.10 [197]
3FGL J2039.6-5618 RB 2.04+0.37

−0.25 [195]
J2129-0429 RB 1.74±0.18 [198]
J2215+5135 RB 2.28+0.10

−0.09 [199]
J2339-0533 RB 1.47±0.09 [199]
J0045-7319 NS-MS 1.58±0.34 [200]
J1903+0327 NS-MS 1.666+0.010

−0.012 [172]
4U1538-522 HMXB 1.02±0.17 [201]
4U1700-377 HMXB 1.96±0.19 [201]
Cen X-3 HMXB 1.57±0.16 [201]
EXO 1722-363 HMXB 1.91±0.45 [201]
Her X-1 HMXB 1.07±0.36 [202]
J013236.7+303228 HMXB 2.0±0.4 [203]
LMC X-4 HMXB 1.57±0.11 [198]
OAO 1657-415 HMXB 1.74±0.3 [198]
SAX J1802.7-2017 HMXB 1.57±0.25 [198]
SMC X-1 HMXB 1.21±0.12 [198]
Vela X-1 HMXB 2.12±0.16 [198]
XTE J1855-026 HMXB 1.41±0.24 [198]
2S 0921-630 LMXB 1.44±0.1 [204]
4U 1608-52 LMXB 1.57+0.30

−0.29 [3]
4U1702-429 LMXB 1.9±0.3 [205]
4U 1724-207 LMXB 1.81+0.25

−0.37 [3]
4U 1820-30 LMXB 1.77+0.25

−0.28 [3]
Cyg X-2 LMXB 1.71±0.21 [206]
KS 1731-260 LMXB 1.61+0.35

−0.37 [3]
EXO 1745-248 LMXB 1.65+0.21

−0.31 [3]
SAX J1748.9-2021 LMXB 1.81+0.25

−0.37 [3]
X 1822-371 LMXB 1.96±0.36 [207]
XTE J2123-058 LMXB 1.53±0.42 [208]

Appendix C: GW170817 analysis

Our analysis assumes that the GW170817 signal comes
from a BNS CBC, located at the sky position of the GRB
170817A event, with the time of coalescence estimated at
1187008882.43 geocentric time [64]. We also assume that
both neutron stars are governed by the same physical
equation of state, and the individual spins are typical of
BNS systems. A summary of the priors can be found in
Table I.

The sky-position of the event is set to a very narrow
Gaussian prior, found in ref. [63], given by the results
of the 1.7 s delayed EM counterpart to GW170817, mea-
sured by the Fermi Gamma-ray Burst Monitor [209] and
designated GRB 170817A. Lastly, the chirp mass of the
system has been constrained to the measured value in the
detection analysis [56]. This was implemented through
setting a “uniform in components” chirp mass prior of
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FIG. 8. Corner plot of the source parameters of the BNS CBC GW170817 event resulting from our modified analysis scheme.
Besides the spatio-temporal localization, along with the six spins, only the chirp mass, Mc = 1.18741+0.00090

−0.0023 [M⊙], mass ratio,
q = 0.873+0.10

−0.056 and the EoS Index (stand-in for which EoS from the prior is assumed at a given likelihood computation, see
Fig. 3) were directly sampled. The component masses, M1 = 1.465+0.036

−0.091[M⊙] and M2 = 1.274+0.074
−0.038[M⊙], tidal deformabilities,

Λ1 = 339+90
−100 and Λ2 = 791+100

−300, along with the component radii , R1 = 12.060+0.340
−0.280[ km] and R2 = 12.010+0.360

−0.290[ km] are all
derived parameters.

∼ 1.1975M⊙. This means that the prior distribution of
the chirp mass and mass ratios, which are the parameters
being varied, are constructed using uniform distributions
on the components masses, but under the constraint that
they result in localized distribution on the chirp mass and

mass ratio. This allows us to specifically impose a very
tight prior on the chirp mass, in line with previous EoS
analyses [210], without artificially imposing tight con-
straints on the component masses. We also note that we
allow for the mass ratio prior range to be quite wide, see
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Table I.
Regarding the spins, it was found in ref. [210] that the

choice of prior had a strong impact on the spin infer-
ences, and in turn on the mass ratio (mass ratio - effec-
tive spin degeneracy). Because of this, together with the
fact that some waveform approximants impose aligned
spins, we found no reason to further restrict the spin
prior, through assumptions on the existence of precession
effects. Thus, we restrict the dimensionless spin magni-
tudes a1, a2 < 0.05, consistent with the population of
BNS systems (see e.g., ref. [211]). In the observer frame,
the other four spin parameters are: the two tilt angles
between the components’ spins and orbital angular mo-
mentum θ1, θ2 and finally the 2 spin vectors which de-
scribe the azimuthal angle separation δϕ and the cone of
precession around the system’s angular momentum ϕJL.
Further information about this spin basis selection, as op-
posed to the standard source frame, Sx,y,z can be found
in ref. [54].

Lastly, the exact temporal localization of the signal,
specifically the parameter governing the time of coales-
cence, is of particular importance. It is a leading order
term whose constraints directly impact all other inferred
parameters. Also noteworthy, is that choosing a wide
prior on the time of coalescence (say a uniform prior
O(10 s), as in ref. [56]) leads to two distinct peaks in the
posterior of the time of coalescence. Considering that all
waveform approximants used to model BNS systems are
cut off at the moment of merger, this directly influences
how much of the very high frequency, late inspiral in-
formation, is extracted. Although a prior that is much
broader than the relevant timeframes (milliseconds in the
case of BNSs) is perhaps ideal for a detection analysis,
this might not be the case if one is to utilize the already
confirmed detection as a BNS source to infer EoS infor-
mation. As a result, we use a more informative, and
thus narrower, Gaussian prior on the estimated time of
coalescence.

Figure 8 shows the posterior distribution resulting
from our first Bayesian updating step, the complete anal-
ysis of the GW170817 event. We showcase some relevant
source parameters, both directly sampled (chirp mass,
mass ratio and EoS index), as well as derived parame-
ters (component masses, tidal deformabilities and radii).
Our results are well within the expected and previously
confirmed range for the event, see ref. [42].

Appendix D: Full posterior of the agnostic prior

For completeness, we include a corner plot, Figure 9, of
the full inferred parameters of a given EoS in the model

agnostic prior, and the data posterior distributions after
each Bayesian updating step, GW170817, X-ray and ra-
dio observations, as well as pQCD. As before, the two
contours correspond to 68% and 95% confidence levels.
The mass-radius posteriors and priors for the model ag-
nostic GMM prior are shown in Figure 10.

Appendix E: Effect of the pQCD likelihood

The prior marginalized likelihood introduced in
ref. [53], unlike the original likelihood that joined the
pQCD input to the lower NS density regime [84], does
not suffer from such a high dependency on the termi-
nation density, nterm. For a proof of how this likelihood
constitutes a marginalization over the high-density prior,
see Appendix A of ref. [53].

In line with the requirement that the pQCD likelihood
should be computed at the highest number density stud-
ied and to prevent overly optimistic constraints, we have
chosen to take the means of our prior distribution as
nterm. For the model agnostic prior, nterm = 6.32nsat,
while for the model informed prior, nterm = 6.25nsat,
nterm = 5.89nsat, and nterm = 6.09nsat are the means
of the number density distributions of the hadronic, hy-
peronic and quark prior distribution, respectively. This
leads to the minimally constrained/prior dominated pos-
terior, when using the pQCD likelihood alone.

The effect of the pQCD input, in general, is to lower
pressures at higher densities. The strength of this effect is
heavily based on the relation between nterm and any given
EoS’s nTOV, the highest number density achievable at the
end of the mass integration grid of the TOV equations.

We showcase the effect of the prior marginalized like-
lihood in Fig. 11. The green colormap represents the
likelihood computed at 6nsat for a range of pressure-
energy density values. It is immediately obvious that
across the main high-likelihood band, smaller pressures
for a given energy density, and vice-versa are preferred,
as is expected to maintain causality beyond nterm. Our
model-informed priors are overlaid, hadronic (magenta),
hyperonic (light blue) and quark (yellow). Although the
aforementioned likelihood effect is observed on our priors
as well, (lower left region of the pressure-energy density
plane for a given number density is preferred), this ef-
fect pales in comparison to the difference between priors.
Namely, the quark prior is highly localized and therefore
can barely be constrained, and the hadronic prior as a
whole predicts lower energy densities at a given pressure
in the ∼ 4−6nsat regime. We note this, in order to stress
that the observed pQCD prior marginalized likelihood
effect, in this conservative scheme, is almost irrelevant
when accounting for the prior differences.
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