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In this letter we report the first scientific result based on antineutrinos emitted from the BR2
reactor at SCK CEN. The SoLid experiment uses a novel type of highly granular detector whose
basic detection unit combines two scintillators, PVT and 6LiF:ZnS(Ag), to measure antineutrinos
via their inverse-beta-decay products. An advantage of PVT is its highly linear response as a
function of deposited particle energy. The full-scale detector comprises 12 800 voxels and operates
over a very short 6.3–8.9m baseline from the reactor core. The detector segmentation and its 3D
imaging capabilities facilitate the extraction of the positron energy from the rest of the visible energy,
allowing the latter to be utilised for signal-background discrimination. We present a result based
on 280 reactor-on days (55MW mean power) and 172 reactor-off days, respectively, of live data-
taking. A total of 29 479 ± 603 (stat.) antineutrino candidates have been selected, corresponding
to an average rate of 105 events per day and a signal-to-background ratio of 0.27. A search for
disappearance of antineutrinos to a sterile state has been conducted using complementary model-
dependent frequentist and Bayesian fits, providing constraints on the allowed region of the Reactor
Antineutrino Anomaly.

The observation of the Reactor Antineutrino Anomaly
(RAA) in 2011 [1] initiated a flurry of activity in very-
short-baseline neutrino physics. It followed from updated
reactor-antineutrino flux predictions, known collectively
as the Huber-Mueller (HM) model [2, 3], which retroac-
tively revealed a deficit in the electron-antineutrino rate
measured by numerous short-baseline experiments. Since
then, antineutrino flux predictions from both the conver-
sion [4–6] and “ab initio” summation [7–9] methods have
evolved substantially. The statistical significance of the
RAA—initially 2.6σ—varies greatly depending on the re-
actor model [10]. The current state-of-the-art calcula-

tions tentatively point to 235U as the principle source of
the rate deficit, likely induced by biases in the ILL data
[11–13] on which the HM model is based, or poorly under-
stood uncertainties [14] and unreliable nuclear databases
[15]. This is supported by results from Daya Bay [16, 17]
and RENO [18] on the correlation between antineutrino
yield and fuel composition, which suggest that adjust-
ing either the predicted 235U rate, or all fissile isotopes
equally, could resolve the RAA.

Alternatively, the RAA could be explained by disap-
pearance of reactor antineutrinos to an eV-scale sterile
state. Sterile neutrinos would not participate in any
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Standard Model interaction, making them accessible to
experiments only by mixing with ordinary active neutri-
nos. Assuming one new neutrino mass eigenstate (3+1
model), the two-flavour antineutrino survival probability
as a function of energy (E) and distance (L) is given by:

P = 1−sin2(2θ14) sin
2

(
1.27 ∆m2

41[eV
2]

L[m]

E[MeV]

)
, (1)

where θ14 and ∆m2
41 are the mixing angle and mass

splitting, respectively, between the active and sterile
states. Given the typical energy of reactor antineutri-
nos (1–10MeV), the mass splitting implied by the RAA
means that oscillations occurring over O(1) m distances
can be searched for using detectors placed in extreme
proximity to reactor cores. The sterile-neutrino hypoth-
esis of the RAA has been thoroughly tested at both
research [19–21] and commercial [22, 23] reactors. No
evidence supporting the existence of sterile neutrinos
has been found, with the exception of the unconfirmed
Neutrino-4 result [24, 25] which is in strong tension with
most limits. It is, however, consistent with the best-fit
region of the Gallium anomaly [26, 27], recently refreshed
by BEST [28]. SoLid (Search for Oscillations with a
Lithium-6 Detector) is another such very-short-baseline
experiment [29–34], whose main goal is to search for dis-
appearance of reactor antineutrinos.

SoLid is operated next to the BR2 reactor at SCK
CEN in Mol, Belgium. BR2 is an open-pool research re-
actor that burns highly enriched uranium (93.5% 235U) at
40–100MW thermal power. The unique inclined-channel
design results in a compact core (� 50 cm× 80 cm) for fis-
sion reactions. The reactor operates at power in cycles of
around 30 days each, alternating with shut-down periods
of comparable duration. The SoLid detector is based on
a combination of two scintillators: 5 cm polyvinyl toluene
(PVT) cubes and 6LiF:ZnS(Ag) screens. Antineutrinos
interact in the fiducial volume of the detector through
inverse beta decay (IBD), νe + p → n+ e+, producing
a positron and a neutron. PVT acts as a proton-rich
target for the incoming antineutrino, scintillator for the
positron, and moderator of the neutron. A schematic of
the detection principle is displayed in Fig. 1. Accompany-
ing the positron signal are energy deposits from Comp-
ton scattering interactions of the 511 keV γ-rays emit-
ted when the positron annihilates (e+e− → γγ). The to-
tal prompt signal is referred to as the Electromagnetic
Signal (ES). The 6LiF:ZnS(Ag) screens on two faces of
each PVT cube are held in place by Tyvek wrapping,
which also ensures optical isolation of the voxels. The
neutron transport was optimised by tuning the number
of 6LiF:ZnS(Ag) screens per cube, the thickness of the
screens, and their ZnS-6LiF mass ratio. After an average
delay (∆t) of ∼ 62 µs, thermalised neutrons are captured
on 6Li via the reaction 6Li + n → 3

2He + α, whose prod-
ucts cause fluorescence in the ZnS(Ag). This is labelled

FIG. 1. SoLid antineutrino detection principle. The positron
and neutron from inverse beta decay create two scintillation
signals, separated by a characteristic time delay (∆t ∼ 62 µs)
during which the neutron thermalises over O(10) cm dis-
tances.

the Nuclear Signal (NS). An ES-NS time-coincidence is
the primary signature of IBD-like events [35].

The 1.6 t detector comprises 12 800 cubes arranged
into five mechanically independent modules of ten planes
each, where a plane is a grid of 16×16 cubes. Each cube
is crossed by four wavelength-shifting fibres in the di-
rections perpendicular to the reactor-detector axis. One
end of each fibre is capped by a Hamamatsu S12572-050P
multi-pixel photon counter (MPPC) and the other by re-
flective foil. The detector is housed at BR2 in a light-
proof, environmentally controlled shipping container to
ensure consistent data-taking conditions. This is topped
by passive 50 cm HDPE shielding to add to the minimal
8 m.w.e. overburden of the BR2 building and a 50 cm wa-
ter wall on all sides of the container helps to thermalise
cosmic neutrons and block reactor-induced gamma back-
ground. During normal data-taking, an FPGA-based
trigger system is deployed [33]. For recording IBD-like
events, the approach taken is to trigger on NS rather
than ES waveforms which are dominated by gamma-
background events. Upon firing of this trigger, a space-
time window large enough to encapsulate the entire ES-
NS event is read out and saved to disk.

The digitised signals from the readout are organised
into discrete clusters based on the natural temporal and
spatial correlations between waveforms from the same
physics event, whilst neglecting dark counts via an am-
plitude threshold. Through-going muons deposit energy
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in the cubes along their path, leaving highly distinguish-
able tracks. Other clusters are tagged as either ES or NS
by a simple integral-over-amplitude cut, which enhances
the purity of the NS sample from the 20% trigger-only
output to over 99%. It is then necessary to allocate the
MPPC signals to the cubes from where they originated
and assign them corresponding energies. Since physics
events typically generate energy deposits that span mul-
tiple cubes and channels, this problem is non-trivial.
Defining aij as the projector of cube j to MPPC i, the
equation AE = p must be solved for every plane in which
energy was deposited, where p is the vector of MPPC sig-
nals (p1, p2, ..., p64), E is the list of unknown cube ener-
gies (E1, E2, ..., E256), and A is a 64×256 matrix dubbed
the system matrix. Solutions are obtained using a cus-
tom algorithm called CCube, which combines Maximum-
Likelihood Expectation-Maximisation [36] with a simpli-
fied version of the Orthogonal Matching Pursuit algo-
rithm [37]. An extensive description of CCube is pro-
vided in Ref. [38].

The system matrix parameterises vital information
about the detector response—such as scintillation effi-
ciency and photon attenuation—and provides a relative
calibration. The responses of individual cubes can be
equalised detector-wide by fitting the dE/dx energy-loss
distributions of horizontal muons (i.e. those that cross
only one cube per plane). Moreover, the fractions of
light shared between cubes (O(1)% due to the fibre-slot
clearance) are evaluated and factored into the matrix.
Muons can also be used to estimate the detector en-
ergy scale, but the associated uncertainties are relatively
large. The absolute light yield is determined more pre-
cisely using in-situ radioactive sources, 22Na and AmBe,
by fitting the Compton edge profile of their emitted
gamma radiation [34]. The corresponding energy reso-
lution is approximately 16%. Alternatively, the energy
calibration requirements can be fulfilled by the monoen-
ergetic 3.43MeV electron-positron pair produced by the
4.44MeV AmBe γ-ray. This relatively low-rate signal
(∼ 30 times less likely than Compton scattering) can be
identified via the same techniques as employed for an-
tineutrino events [39] and allows the light yield to be
computed with a percent-level uncertainty. Validations
of the energy scale and MC detector simulation are pro-
vided by the β-spectra of cosmogenic 12B and 214

83Bi (of
BiPo background), as shown in Fig. 2 along with the
measured PVT response. The high degree of linearity
attained in the 1–11MeV region demonstrates how the
SoLid technology complements similar liquid-scintillator-
based experiments.

The dataset on which this analysis is based spans
data taken between 11th April 2018 to 2nd July 2020.
It comprises 13 reactor-on (ROn) cycles with a total
live-time of 280.3 days, and a total reactor-off (ROff)
live-time of 171.8 days. Detector stability was continu-
ously monitored through low-level DAQ parameters in-
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FIG. 2. Top: Measured response as a function of energy
of a subset of the PVT detector cubes, from September 2018
calibration data. The linear fit is derived from the blue points
and constrained to intercept the vertical axis at zero; it is
validated by the red points which align well with the fit. The
grey band represents the error on the fitted gradient. All but
the first 12B point are incorporated in the χ2. Bottom: Data-
MC comparisons of BiPo and boron-12 spectra.

cluding MPPC pedestal and gain, which were regularly
re-equalised across all channels. The dataset has been
filtered through stringent data-quality criteria based on
various reconstructed quantities and restrictions on en-
vironmental conditions such as temperature and humid-
ity. Periodic calibration campaigns with AmBe and 22Na
were used to track the time-evolution of the neutron
reconstruction efficiency and energy scale, respectively.
The former remained stable across the detector planes
to within 1%, while both exhibited drifts of a few per-
cent per year caused by degradation of the scintillating
materials. The muon-derived system matrix for the ES
calibration was updated roughly every ten data-taking
days to accommodate shifts in detector response, par-
ticularly the light yield. For the analysis, the detector
system and surrounding environment are accurately im-
plemented in Geant4 [40], including all materials that
could influence particle interactions within the detector
volume. A second software framework then applies read-
out effects to the simulated energy deposits according to a
system matrix. Fission yields are simulated using an MC-
NPX [41] representation of the BR2 reactor core coupled
with MCNPX/CINDER90 burn-up code; off-equilibrium
effects are taken into account in MURE [42]. Conversion
antineutrino spectra are then constructed by linking the
fission vertices to the ILL data and summation spectra by
aggregating the β-decay branches of all relevant isotopes.

SoLid faces three IBD-like backgrounds: fast neutrons,
from cosmic-ray-induced spallation of atmospheric nu-
clei and materials surrounding the detector; radioactive
decays, both from airborne 222Rn and 238U contami-
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Description Applied Limits
1) NS-ES Time Diff. 1 µs ≤ ∆t ≤ 141 µs
2) NS-ES Distance 1 ≤ ∆R ≤ 4
3) NS-ES Displacement −3 ≤ ∆X ≤ 3
4) " −3 ≤ ∆Y ≤ 3
5) " −2 ≤ ∆Z ≤ 3
6) Muon Veto tnearest muon ≥ 200 µs
7) Prompt Energy 1MeV ≤ EMEC ≤ 6MeV
8) Gamma Multiplicity Ngammas ≥ 1
9) CNN for NS signal 0.70 ≤ Score ≤ 1.00

10) BDT for ES signal 0.73 ≤ Score ≤ 1.00

TABLE I. Selection cuts of the IBD analysis.

nation in the 6LiF:ZnS(Ag) screens; and a low rate of
“accidental” events from time-coincidences of uncorre-
lated signals. Fast neutrons cause proton recoils (ES)
prior to their capture on 6LiF (NS) after thermalisation.
The radioactive background, BiPo, produces ES-NS co-
incidences from radiative β-decay of 214

83Bi, followed by
emission of an α-particle from 214

84Po—which has a de-
cay time of 235.8 µs—generating scintillation light in the
ZnS(Ag). The exceedingly high initial background rate
is suppressed by application of the selection cuts out-
lined in Tab. I. Cuts 1–6 are based on low-level event-
reconstruction variables. In particular, the NS-ES dis-
placement cuts reduce the number of accidental events
to an almost negligible level. The muon veto decreases
the number of fast-neutron events created after muon
spallation in materials in and around the detector; all
NS clusters that follow within 200 µs of a muon track are
rejected.

For cuts 7 and 8, the detector granularity is exploited
to isolate the positron energy, which carries the antineu-
trino spectrum information, and reconstruct the annihi-
lation photons (γa). Simulations of antineutrino events
(IBD MC) indicate that the most energetic cube (MEC)
in the ES cluster contains on average 91.5% and 12.5% of
the deposited positron and γa energy, respectively. The
positron is confined to a single voxel for around 78% of
IBD MC events. In other cases, the majority of the re-
maining positron energy is located in cubes directly ad-
jacent to the MEC, which can also contain significant
quantities of γa energy. As such, the positron energy is
defined as the energy of the MEC plus any bordering
cubes that contain at least 20% of the total ES energy
(Ecube/Etot ≥ 0.2). This estimator contains 96.7% and
13.8% of positron and γa energy on average. Further-
more, low-energy (Ecube/Etot < 0.2) deposits in cubes
not bordering the MEC are dominated by contributions
from the annihilation gammas. Capitalising on the anti-
parallel emission directions of the two photons, detached
clusters of gamma deposits are searched for in opposing
half-spheres around the MEC. The “gamma multiplicity”
variable can thus take values 0, 1, or 2; background-rich
0-γ events are discarded.

0.0 0.2 0.4 0.6 0.8 1.0
Combined Score

0

5000

10000

15000

20000

25000

E
ve

nt
s

Reactor-off Data
IBD MC

FIG. 3. Separation between signal (IBD MC) and background
(reactor-off) events achieved by the BDT and CNN models,
expressed as the product of their two output scores.

The final two cuts are applied on the outputs of
machine-learning models. A one-dimensional Convo-
lutional Neural Net (CNN) has been trained on pure
data samples to distinguish between neutron- and alpha-
induced NS waveforms using only pulse shape informa-
tion. The CNN architecture is identical to the one de-
scribed in Ref. [43] and it achieves 80% neutron efficiency
for rejection of 95% of alpha waveforms. The second
model is a Boosted Decision Tree (BDT) made with XG-
Boost [44], primarily designed to discriminate between
the ES clusters of IBD events and fast neutrons. It is
trained on a dataset containing reactor-off events (back-
ground, labelled 0) and IBD MC events (signal, labelled
1) in equal proportions, after having first applied selec-
tion cuts 1–9. The twenty BDT features mainly com-
prise topological variables (e.g. from the gamma recon-
struction) that have no significant correlation with the
positron energy or Z-position. Discrimination is also pro-
vided by the spatial-displacement parameters in Tab. I
and the event coordinates in the X–Y plane. The signal-
background separation granted by these models is illus-
trated in Fig. 3. Overall, cuts 1–9 remove 61% of sig-
nal events and 98% of background events; the BDT cut
then removes an additional 39% and 90%, respectively.
A comprehensive summary of the antineutrino selection
may be found in Ref. [45].

The oscillation fits are performed on a background-
subtracted IBD spectrum. Subtraction of accidentals
and BiPo is realised by estimating their respective rates
and spectrum shapes in dedicated sideband regions of pa-
rameter space. For example, BiPo is characterised in a
high-purity sideband that is nearly identical to the “sig-
nal region” (as defined by the Tab. I selections) but which
occupies a different region of ∆t-CNN space. An equiv-
alent region exists for isolating accidental background.
The relative rates of different event types in a given sam-
ple are deduced from a triple-exponential fit on the ∆t
distribution, adopting the known ES-NS time constants
of each. To subtract fast-neutron events, it is essential to
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FIG. 4. Overview of the SoLid dataset in terms of daily variations of different event types and atmospheric-pressure corrections.

account for their dependence on atmospheric pressure.
This is done by applying a daily correction computed
from a linear fit of the fast-neutron rate NROff

Signal−Acc−BiPo
(accidental- and BiPo-subtracted reactor-off data) as a
function of pressure P , both relative to their respective
means over a set period:

f(P, P ) = NROff
Signal−Acc−BiPo −NROff

Signal−Acc−BiPo

= p0 + p1(P − P ) ,
(2)

where p0 and p1 are the parameters of the fit. In prac-

tice, the robustness of the subtraction is improved by
splitting the dataset into five independent “epochs”, each
with its own pressure fit fe. The correction for a given
day (time t) is thus determined by the composite model
F (t, P, P ) =

∑
e δ(t, e)fe(P, P ), where the Kronecker-like

function δ ensures the correct epoch. Denoting the num-
ber of events in a particular parameter-space region as N
and using a tilde to signify a pressure-corrected quantity,
the number of IBD events can be expressed as:

NIBD = ÑROn
Signal−Acc−BiPo −

tROn

tROff
· ÑROff

Signal−Acc−BiPo

= (NROn
Signal −NROn

Signal Acc)− βROn · (NROn
BiPo −NROn

BiPo Acc)−
I∑
i

F (ti, Pi, PROn)

− tROn

tROff
· [(NROff

Signal −NROff
Signal Acc)− βROff · (NROff

BiPo −NROff
BiPo Acc)−

J∑
j

F (tj , Pj , PROff)] ,

(3)

where NSignal and NBiPo refer to the number of events in
the signal region and BiPo sideband, respectively, with
β correcting for the BiPo-rate difference between these
two regions, and tROn =

∑
ti (tROff =

∑
tj) is the to-

tal reactor-on (reactor-off) live-time corresponding to I
(J) data-taking days. Finally, the dataset is bisected af-
ter epoch 3 to create two halves (of roughly equal size
in ROn data) for which the subtractions are performed
using separate ROff data. The resulting spectra are then
combined. This procedure was found to mitigate the need
for an extra systematic uncertainty related to changes in
detector efficiency over time.

Presented in Fig. 4 are the time-evolution of the back-

grounds rates, the stability of the IBD-like excess (i.e.
events remaining after subtraction), and the daily pres-
sure corrections applied. Good control over the back-
ground is maintained across the data-taking period and
it is clear that fast neutrons constitute the largest back-
ground after selection. The significance of the IBD-like
excess typically lies in the 3–5σ range for reactor-on days
and, with the exception of a few outliers, the reactor-off
excess lies within 2σ of zero. The variations in atmo-
spheric pressure over this period result in adjustments of
up to 75 events per day to the number of fast neutrons
subtracted. The total number of antineutrino candidates
is 29 479 ± 603 (stat.) with a signal-to-background ratio
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FIG. 5. Reconstructed positron spectrum per detector mod-
ule compared to the Huber-Mueller model without (red) and
with (blue) the best-fit oscillations of the data applied. The
two predictions have been scaled by their individually opti-
mised normalisation parameter. Error bars represent com-
bined statistical and systematic uncertainties.

of 0.27.
A model-dependent search for oscillation of reactor

antineutrinos has been conducted using frequentist and
Bayesian methods. In both cases, the prediction for a
particular oscillation scenario is built by re-weighting the
MC events in the Huber-Mueller truth-space histogram,
according to equation 1, and propagating the result to
reconstructed space using a probability matrix [46]. The
reconstructed events are sorted into ten 500 keV energy
bins and five position bins.

The Bayesian analysis is based on a Markov chain
Monte Carlo (MCMC) procedure that assumes a uni-
form prior for the oscillation amplitude sin2(2θ14) (be-
tween 0.005 and 1) and a log-uniform prior for ∆m2

41

(between 0.05 and 40 eV2). Credible posterior regions
are estimated with a Metropolis-Hasting sampling algo-
rithm [47, 48] based on a Poisson likelihood. The fre-
quentist analysis follows the standard Feldman-Cousins
technique [49], with test statistic ∆χ2 = χ2

Hx
− χ2

HBF
for

oscillation hypothesis Hx. The best-fit value χ2
HBF

is ob-
tained by minimising globally over the sensitive region of
the ∆m2

41-sin
2(2θ14) plane. We choose a χ2 metric of the

form:

χ2 = rT V −1
cov r , (4)

where Vcov is the matrix of statistical and systematic co-

10−1

sin2 (2θ14)
10−1

100

101

Δm
2 41

 [e
V
2 ]

Sensitivity 90% CL
Exclusion 90% CL
MCMC 90% CR
SoLid Best Fit

RAA 95% CL
RAA Best Fit

FIG. 6. Frequentist exclusion and sensitivity contours
(Feldman-Cousins) and Bayesian MCMC credible region.
RAA contour and best-fit taken from Ref. [1].

variances and the residual r is defined for position-energy
bin ij as:

rij = Dij − η Pij , (5)

where Dij and Pij refer to the data and prediction bin
contents, respectively, and η is a free-floating normali-
sation parameter which renders the fit insensitive to the
overall antineutrino rate. Frequentist exclusion regions
are thus defined by points in the discretised parameter-
space grid whose ∆χ2 exceeds some critical threshold at
some confidence level (CL). The thresholds are calcu-
lated by generating O(1000) pseudo-experiments at each
grid point—via Cholesky decomposition of the covariance
matrix—to build empirical distributions of the test statis-
tic.

The background-subtracted IBD spectra per module
are shown in Fig. 5. The final spectrum follows an un-
blinding process in which the selection cuts were frozen
prior to inspection of individual reactor cycles, which
had to pass a data-MC goodness-of-fit check to be in-
cluded. The prevailing systematic uncertainty originates
from the precision of the PVT light yield—approximately
2% on the first position-energy bin compared to 10%
statistical—but overall the bin errors are dominated by
the statistical uncertainty. The reduced χ2 between
the data and the no-oscillation HM prediction (H0) is
49.8/49, indicating excellent agreement. Minimisation of
the χ2 results in a ∆χ2 of 0.915 at sin2(2θ14) = 0.123
and ∆m2

41 = 3.76 eV2, which cannot be rejected at 90%
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CL. Therefore, the data exhibits a very mild preference
for oscillations over the null hypothesis. Likewise, the
Bayesian fit finds insufficient evidence to reject H0 and
identifies a most probable value at sin2(2θ14) = 0.02
and ∆m2

41 = 0.69 eV2. The frequentist exclusion con-
tours and Bayesian credible regions (CR) are drawn in
Fig. 6. No significant evidence of an energy- and length-
dependent oscillation pattern is observed and a portion
of the 3+1 parameter space is rejected. The border of the
credible region closely follows the shape of the frequentist
contours but excludes a slightly greater area of parame-
ter space. Our results are not sensitive to the Neutrino-4
best-fit point.

In conclusion, this first analysis by the SoLid collab-
oration, conducted on a dataset comprising 280.3 live
reactor-on days, has selected 29 479 ± 603 (stat.) an-
tineutrino candidates with a signal-to-background ratio
of 0.27. Uniquely amongst similarly motivated exper-
iments, SoLid has direct access to the positron energy
which permits the definition of high-level topological vari-
ables for event characterisation. Consequently, machine-
learning tools for background suppression are both well-
suited and have been necessary to achieve a reasonable
background level given the initial rates. The stability of
the detector response and background rates throughout
the data-taking period were ensured by custom calibra-
tion tools. A model-dependent search for antineutrino
disappearance has been performed, which finds no evi-
dence of active-to-sterile oscillations in the 3+1 exten-
sion to the standard 3-neutrino paradigm and disfavours
at 90% CL a small section of the RAA allowed region.
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