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We present a general condition to obtain subspaces that decay uniformly in a system governed
by the Lindblad master equation and use them to perform error mitigated quantum computation.
The expectation values of dynamics encoded in such subspaces are unbiased estimators of noise-free
expectation values. In analogy to the decoherence free subspaces which are left invariant by the
action of Lindblad operators, we show that the uniformly decaying subspaces are left invariant (up
to orthogonal terms) by the action of the dissipative part of the Lindblad equation. We apply our
theory to a system of qubits and qudits undergoing relaxation with varying decay rates and show
that such subspaces can be used to eliminate bias up to first order variations in the decay rates
without requiring full knowledge of noise. Since such a bias cannot be corrected through standard
symmetry verification, our method can improve error mitigation in dual-rail qubits and given partial
knowledge of noise, can perform better than probabilistic error cancellation.

Decoherence remains a major obstacle in performing
useful quantum computation and thus keeping it from
fulfilling its promises [1–9]. While significant efforts are
being made to drive down the error rates at the hard-
ware level, continued progress is taking place in the fields
of quantum error correction (QEC) and quantum error
mitigation (QEM) to combat realistic noise with the aim
of using the current noisy intermediate scale quantum
(NISQ) hardware to its full potential.
Powerful methods to protect quantum information

were developed such as by encoding it in decoherence
free subspaces (DFS) that are completely immune to
noise [10–13]. Such subspaces arise as a result of sym-
metric noise usually resulting from collective decoherence
mechanisms and therefore have limited applicability in
addressing local noise affecting the NISQ hardware. In a
similar spirit to DFS, symmetry verification protocols for
error mitigation [14–16] are effective at identifying and
removing specific errors making the system immune to
noise that breaks the symmetry of the quantum state, but
have no way of removing symmetry-preserving errors. In
Ref. [17], the author develops a sampling based method
allowing for partial cancellation of errors undetectable by
symmetry verification. Error suppression methods such
as dynamical decoupling (DD) [13, 18–20] can be effec-
tive at eliminating unwanted environmental interactions
but are limited by their pulse widths, restricting its use
given the high error rates in realistic noise. Widely used
QEM methods such as zero noise extrapolation although
simple to implement, require reliably scaling noise with-
out changing its form and is limited in eliminating bias
entirely. Finally, Probabilistic Error Cancellation (PEC)
on the other hand, can completely eliminate bias, how-
ever demands full knowledge of noise that may be hard
to attain [21, 22].
In this Letter, we show that for certain realistic local

noise for which a DFS offering complete protection may
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not exist, we can obtain subspaces that are uniformly af-
fected by noise. The expectation values of dynamics en-
coded in such Uniformly Decaying Subspaces (UDS) are
unbiased estimators of noise-free expectation values and
therefore can be used for error mitigation. Specifically,
where DFS are left invariant by the action of Lindblad op-
erators, we show that the uniformly decaying subspaces
are left invariant (up to orthogonal terms) by the ac-
tion of the dissipative part of the Lindblad equation. We
present the general conditions for construction of such
subspaces and apply our theory to a system of qubits and
qudits undergoing strong individual relaxation with vary-
ing decay rates. The varying decay rates introduce a bias
in estimation which cannot be detected through standard
symmetry verification. We show that such a bias can be
eliminated up to first order variations in decay rates us-
ing an ensemble of runs without requiring the knowledge
of individual decay rates. Lastly we apply our theory
to implement the transverse field Ising model (TFIM) in
analog and circuit-model settings using dual-rail qubits.
Our method improves on the standard symmetry verifi-
cation for QEM used in dual-rail qubits and given partial
knowledge of noise, can perform better than probabilis-
tic error cancellation. We note that some earlier works
have pointed out that coherences or off-diagonal parts
of density matrix can decay with the same rate in PT
symmetric Lindbladians [23, 24], with only specific ob-
servables with additional weak symmetry experiencing a
uniform decay [25]. Our construction however does not
have PT symmetry and ensures that the entire density
matrix (off-diagonal and diagonal parts) and all observ-
ables experience a uniform decay.

Preliminaries- Consider a quantum system described
by a density operator ρ interacting with the environment.
Under the standard assumptions that a Markovian envi-
ronment started to couple to the system in some past,
the dynamics is completely positive and trace preserv-
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FIG. 1. (a) The distribution of eigenvalues of L̂ in the complex
plane, with the black and blue circles indicating coherent and
noisy dynamics and the corresponding (b) expectation values

plotted with time. (c) The distribution of eigenvalues of L̂ for
the uniformly decaying subspace marked by green circles and
the corresponding (d) expectation value plotted with time.

ing, described by the Lindblad equation of the form

ρ̇ = Lρ =Hρ +Dρ , (1a)

Dρ = m∑
i=1γiD[Ai]ρ , (1b)

where Hρ = −i[H,ρ] describes the unitarily evolving
part under the Hamiltonian H and D[A]ρ = AρA† −{A†A,ρ}/2 is the dissipative part with a general Lind-
blad operator A. We re-write the above equation in the
Liouville space or third-quantization formalism [26–28]

as ∣ρ̇⟫ = L̂∣ρ⟫ , where L̂ = Ĥ + D̂. The expectation value
of observable O is then given as

⟨O(t)⟩ = ⟪O∣eL̂t∣ρ(0)⟫ =∑
α

eλαt⟪ℓα∣ρ(0)⟫⟪O∣rα⟫ , (2)

where ∣ℓα⟫, ∣rα⟫ are bi-orthonormalized left and right

eigenvectors of L̂ and λα is the corresponding eigenvalue.
Given the Hamiltonian H such that H ∣Eα⟩ = Eα ∣Eα⟩ ,

the eigenvalues of the Liouville operator for coherent dy-
namics are purely imaginary, given by λCαβ = −i(Eα−Eβ)
and marked by black circles in Fig. 1(a). The presence of
noise causes the eigenvalues to be scattered in the com-
plex plane as marked by the blue circles forcing differ-
ent parts of the Hilbert space to decay at different rates
and ruining the system’s coherence. As an example, one
qubit experiencing relaxation with decay rate γ already
has two different decaying timescales T1 = 1/γ for diago-
nal and T2 = 1/(2γ) for off-diagonal parts of the density
matrix. Coherence of systems is therefore preserved only
for time scales t≪ 1/γ. The expectation value of an ob-
servable corresponding to the noisy and noise free cases
are shown in Fig. 1(b).

In cases with high symmetry, usually resulting from
collective decoherence, if the Lindblad operators Ai share
a common set of eigenvectors ∣Pj⟩, then there exists

a DFS that is spanned by {∣Pj⟩}Nj=1 where Ai ∣Pj⟩ =
ci ∣Pj⟩ ,∀i, j. In general, it is sufficient to only require
that the action of Lindblad operators leave a subsys-
tem unaffected up to a gauge, such as Ai ∣Pj⟩ ⊗ ∣g⟩ =
ci ∣Pj⟩⊗∣g′⟩, where ∣g⟩ , ∣g′⟩ are vectors in the gauge space.
This implies that the algebra generated by Ai leaves the
subspace invariant, and the subspace is protected from
decoherence as D ∣Pi⟩ ⟨Pj ∣ = 0,∀i, j. The Lindbladian is
only composed of the Hamiltonian term and dynamics
identical to noise-free case in Fig. 1 (a),(b).
Uniformly Decaying Subspaces- Analogous to the DFS,

for certain special cases if instead the entire Lindblad
dissipator operator D leaves a set of vectors ∣Pi⟩ ⟨Pj ∣ un-
affected up to an orthogonal component, then there ex-
ists a uniformly decaying subspace S that is spanned by{∣Pj⟩}Nj=1. The condition is given by

D(∣Pi⟩ ⟨Pj ∣⊕P⊥) = −γ ∣Pi⟩ ⟨Pj ∣⊕P ′⊥ , (3)

∀i, j where P⊥,P ′⊥ are in a subspace orthogonal to op-
erators on S. A sufficient condition can be obtained in
terms of the Lindblad operators in a similar spirit to DFS.
The computational subspace S is spanned by the eigen-

vectors of the summed operator ∑iA
†
iAi with the same

eigenvalue: ∑iA
†
iAi ∣Pj⟩ = −γ ∣Pj⟩. Furthermore, there is

a subspace S⊥, orthogonal to S, with Ai ∣ψ⟩ ∈ S⊥ for any∣ψ⟩ ∈ S ⊕ S⊥.
The condition Eq. 3 for uniformly decaying subspaces

can be rewritten in the Liouville formalism as P̂D̂ = −γP̂,
where P̂ = P⊗P and P = ∑i ∣Pi⟩ ⟨Pi∣ is the projector ontoS. We encode the initial density matrix and observable
in the subspace: ∣ρ(0)⟫ = P̂ ∣ρ(0)⟫ and ∣O⟫ = P̂ ∣O⟫. Fur-
thermore, we require that the Hamiltonian must com-
mute with P , implying P̂Ĥ = ĤP̂ = P̂ĤP̂. Using the
above, we evaluate the expectation value of the observ-
able in the subspace after evolving for a time t [26]

⟨O(t)⟩UDS = ⟪O∣P̂eL̂tP̂ ∣ρ(0)⟫ , (4a)

=∑
n

tn

n!
⟪O∣P̂(Ĥ − γ)nP̂ ∣ρ(0)⟫ , (4b)

= e−γt⟨O⟩C , (4c)

where ⟨O⟩C ≡ ⟪O∣eĤt∣ρ(0)⟫ is the noise-free expectation
value. We therefore see that the expectation value of an
observable encoded in the subspace is an unbiased es-
timator of noise-free expectation value up to an overall
decaying factor. The eigenvalues of the encoded dynam-
ics are λαβ = −γ + i(Eα −Eβ) shown with green circles in
Fig. 1 (c) and are identical those for coherent dynamics
translated by a common constant. The measured expec-
tation value in the subspace is shown in Fig. 1 (d) with
the green line which when rescaled gives back the co-
herent dynamics shown with the dashed black line. The
elimination of bias comes at the cost of requiring expo-
nentially more measurements to obtain the result at same
precision as time progresses, which is often true for error
mitigation methods.
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Rather than encoding the observable in the subspace
or equivalently measuring POP directly, which can be
difficult, for certain cases we can measure P,O simultane-
ously, post-selecting for the case P = 1. This follows the
scheme behind symmetry verification and detecting era-
sure errors in dual-rail qubits [14–16]. The state is mea-
sured in the computational subspace S with probability⟪P ∣eL̂t∣ρ(0)⟫ = e−γt, and the post-selected expectation

value is ⟨O(t)⟩PostUDS = ⟪O∣P̂eL̂tP̂ ∣ρ(0)⟫/⟪P ∣eL̂t∣ρ(0)⟫ =⟨O⟩C . The uniformly decaying part now represents the
exponentially decreasing probability of finding the sys-
tem in the correct subspace. Any errors taking the sys-
tem out of computational subspace are removed by post-
selection. Under post-selection, the UDS conditions can
be viewed as equivalent to that of symmetry verification
with perfect error detection. We now extend its applica-
bility by allowing for perturbations undetectable by sym-
metry verification.
Qubits/qudits under inhomogeneous relaxation- We

now apply our theory to n qubits subject to strong indi-
vidual relaxation, described by Eq. 1 with the dissipator
operators Ai = σ−i = ∣0⟩ ⟨1∣ and decay rates given by γi.
Such a noise model can be a generic realistic scenario in
many NISQ devices. For example, dephasing rates were
found to be an order of magnitude lower than relaxation
rates in cQED superconducting qubits [29, 30] and pho-
tonic qubits in superconducting cavities where the domi-
nant error is photon loss. Even in systems such as trans-
mon qubits, where the dephasing rates are not too small
as compared to relaxation rates, such a noise bias can be
engineered by operating two transmons in resonance with
each other forming the dual-rail qubits [31–33]. More-
over, DD can offer further protection from dephasing
leading to an even greater increase in the bias [13, 18–20].
The decay rates can be different and even fluctuate over
time [34].
We assume that we do not know the individual decay

rates γi and only have the knowledge of the average decay
rate γ̄ = 1

N ∑N
i=1 γi. We parameterize γi = γ̄ + ∆γi and

write Eq. 1 as Lρ = L0ρ +L1ρ , where

L0ρ =Hρ + γ̄∑
i

D[σ−i ]ρ , (5)

L1ρ =∑
i

∆γiD[σ−i ]ρ . (6)

We provide the solution to the above equations by solv-
ing for the L0ρ term exactly and treat the second termL1ρ perturbatively. We require that the decay timescales
of qubits are close to one another or ∣∆γ∣max ≪ γ̄, ∥H∥,
where ∥L̂1∥ = ∣∆γ∣max = maxi ∣∆γi∣. The condition above
poses no restrictions on the average decay time scales,
which in principle can be large.
We consider the basis ∣Pα⟩ = ∣α1 . . . αn⟩, where αi ∈{0,1} denotes the state of the ith qubit. We define our

computational subspace Sk as the space spanned by all∣Pα⟩ with ∑n
i=1 αi = k. In other words, each vector in

this constant Hamming weight subspace has k qubits
in state ∣1⟩ and n − k qubits in state ∣0⟩. Therefore

the dimension of the computational subspace is given
by N = dim(Sk) ≤ (nk). We see that the dissipation
operator of the unperturbed term D0 ≡ γ̄∑iD[σ−i ] sat-
isfies Eq. 3 with γ = kγ̄ where S⊥ = ⊕k−1

i=0 Si. Follow-
ing the rest of the derivation, we see from Eq. 4 that⟨O(t)⟩0 = ⟪O∣P̂eL̂0tP̂ ∣ρ(0)⟫ = e−kγ̄t⟨O⟩C . Therefore,
given n qubits decaying with the same rate, we can ob-
tain an unbiased estimation of expectation values by en-
coding the dynamics in Sk. It is worthwhile to note that
even for this apparently symmetric unperturbed term D0,
there exists only a trivial DFS with one ket ∣0 . . .0⟩, which
cannot be used for computation.
We now consider the second term L1 perturbatively,

calculating the bias in the estimation of expectation value
of the observable ⟨O⟩ as ∆⟨O⟩ = ⟨O⟩UDS−e−kγ̄t⟨O⟩C . We
have [26]

∆⟨O⟩ = ⟪O∣eL̂0t ∫ t

0
dt′L̂I

1(t′)∣ρ(0)⟫ +O(∣∆γ∣2max) , (7)

where L̂I
1(t) ≡ e−L̂0tL̂1e

L̂0t. We see that the variation
of decay rates introduce additional bias that cannot be
detected by just symmetry-verification. We define a uni-
tary translation operator T that shifts the qubits by one
position: T ∣α1α2 . . . αn−1αn⟩ = ∣αnα1 . . . αn−2αn−1⟩. We
use this shifted basis for computation, i.e. rotate the ini-
tial state, Hamiltonian and observable by T , we see that
it leaves the unperturbed term invariant and only affects
the perturbed term as

L1(TρT †) = T∑
i

∆γi−1D[σ−i ](ρ)T † . (8a)

If we consider an ensemble of n evolutions with en-
codings shifted by one each corresponding to T j where
j = 0, . . . , n − 1 and take the average of expectation val-
ues, the first order term is proportional to ∑n

j=1∆γi−j =∑n
k=1∆γk = 0 as γi = γ̄+∆γi. The bias ∆⟨O⟩ after taking

the average over n evolutions is given by

ekγ̄t⟪O⟫UDS − ⟨O⟩C = O(k2∣∆γ∣2maxt
2∥O∥

2n
) , (9)

where ⟪O⟫UDS = 1
n ∑n

j=1⟨O⟩j,UDS. We therefore see that
the bias is only second order in deviation of decay rates.
The cancellation works similarly for the post selected case
as well. Importantly, since the bias only depends on the
deviation of the decay rates, an not on the magnitude of
their average, it is possible to lower the bias arbitrarily by
worsening the decay rates of all qubits until they align
with the fastest decaying qubit, for example by tuning
operating frequencies of the qubits. This comes at the
expense of requiring more shots as the average decay rate
increases. It is also noteworthy to point out that the
knowledge of individual decay rates is not required to
achieve this cancellation.
Furthermore, we also consider the more general case

of amplitude damping channels where Ai = ai is the the
bosonic annihilation operator. This noise model is es-
pecially important for photonic d-level qudits as photon
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FIG. 2. We consider six physical qubits experiencing individ-
ual relaxation and encode a three qubit TFIM Hamiltonian
in the dual-rail logical subspace. We chose initial state to be∣0⟩⊗3L and measure the Z component of the first spin. The
system is evolved using the Lindblad master equation and
the modulus of the bias averaged over 100 random samples is
shown by solid lines, with the boundary of shaded area indi-
cating the worst case bias.

loss is the dominant source of noise [35, 36]. Our calcu-
lations generalize in a straightforward manner, with the
details given in the supplemental material [26].

Examples- We now illustrate the QEM method by sim-
ulating the random transverse field Ising model (TFIM)
in analog and circuit-model settings. Given n physical
qubits, we choose k = n/2 to maximize the encoding ef-
ficiency, however we restrict our computational subspace
to dual-rail qubits {∣0⟩L ≡ ∣01⟩ , ∣1⟩L ≡ ∣10⟩} in order to ef-
ficiently implement the Ising Hamiltonian. The number
of logical qubits is then limited to nL = n/2 which is much
less than ( n

n/2), but importantly this preserves the tensor

product structure and allows the TFIM Hamiltonian to
be realized using only two body local interactions. The
TFIM Hamiltonian is given by

H = 1

2

nL∑
ij=1JijZ

L
i Z

L
j + 1

2

nL∑
i=1h

x
iX

L
i , (10)

where ZL
i ≡ Z2i andX

L
i ≡ (X2iX2i+1+Y2iY2i+1)/2, are the

logical operations on ith qubit where i = 0, . . . , nL−1. We
can see that it preserves the dual-rail subspace and there-
fore commutes with the projector P to that subspace. We
take 100 random instances with parameters Jij , h

x
i cho-

sen from a uniform distribution over [−1,1] and decay
rates γi from a Gaussian distribution with mean 10−2
and standard deviation 10−3.

Analog- We take six physical qubits that form three
dual-rail logical qubits to simulate the TFIM Hamilto-
nian by solving the Lindblad equation. We choose the ini-

tial state to be ∣0⟩⊗3L and measure the Z component of the
first spin. For the UDS and dual-rail method, we choose
the observable O = Z0∏2

i=0Pi, where Pi = I−Z2iZ2i+1
2

takes
values {1,0} dependent on whether the ith logical qubit
is in the subspace. The observable is encoded in the com-
putational subspace, and since it is a tensor product of
Paulis, it can thus be measured efficiently. Equivalently,

FIG. 3. We consider four physical qubits experiencing indi-
vidual relaxation and encode a two qubit TFIM Hamiltonian
in the dual-rail subspace. The Hamiltonian is implemented
using 20 Trotter steps, where each unitary takes time 1/20
and is implemented as a product of one and two qubit gates.
The amplitude damping channel acts on the ith qubit with
damping rate γi. We choose the initial state ∣0⟩⊗2L and mea-
sure the qubits in computational basis. We allocate the same
number of shots Nshots = 107 to each method and plot the
histograms of the absolute bias of 100 random samples.

one may use post-selection by measuring all Zi simulta-
neously, keeping only the measured value Z0 when each
Pi = 1. The modulus of the bias ∣∆⟨O⟩∣ is plotted in Fig. 2
on a log scale. The solid lines (bottom of the envelope)
indicate the average bias of the 100 random samples and
the boundary of the shaded region indicates the maxi-
mum bias. For reference, we plot the unmitigated bias
which is calculated without any postselection. The dual-
rail qubits use post-selection for symmetry verification
eliminating any symmetry breaking errors. However due
to the varying decay rates there is additional undetected
error within the computational subspace. For the UDS
method, we consider six separate evolutions with the en-
codings shifted by one each time as given in Eq. 8 and
calculate their average as given by Eq. 9. This averag-
ing procedure allows for the elimination of errors that are
undetected by symmetry verification up to the first order
and dramatically reduces the bias.

Circuit model- Where the previous example was fo-
cused on exact calculations of expectation values, we now
show the applicability of our method on digital quantum
computers with finite shots. We trotterize the evolu-
tion into NT Trotter steps, applying NT unitaries decom-
posed as one and two qubit gates with gate time t/NT .
Rather than evolving with respect to the Lindblad mas-
ter equation Eq. 1, the dissipation is now modeled by
the discrete amplitude damping channel Ei acting on the
ith qubit with damping rate γi. We take four physical
qubits, therefore encoding two dual-rail logical qubits,
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and choose an illustrative case fixing NT = 20 Trotter
steps and time t = 1. We allocate the same number of
shots Nshots = 107 [37] to each method and measure the
Z component of the first spin same as above. We plot
the histograms of the absolute bias of 100 random sam-
ples on a log scale in Fig. 3. We see that given the same
number of shots, the UDS averaging method is able to
perform better than dual-rail encoding alone by being
able to eliminate first order bias undetected through sym-
metry verification. Since we also assume that only the
average decay rates are known, probabilistic error can-
cellation can also only eliminate bias up to zeroth order.
We can verify that the UDS results generalize to the dis-
crete channel setting with the calculation details given in
the supplementary [26].

Discussion- We presented conditions to obtain sub-
spaces that decay uniformly and used them to perform
error mitigated quantum computation. Where DFS are
left invariant by the action of Lindblad operators, we
show that the uniformly decaying subspaces are left in-
variant (up to orthogonal terms) by the action of the
dissipative part of the Lindblad equation. For localized
noise where a DFS offering complete protection may not
exist, we show that we can still encode quantum infor-
mation into UDS which can be used for error mitigation.
We applied our theory to a system of qubits undergoing
strong individual relaxation with varying decay rates and
showed that the first order bias can be eliminated using
an ensemble of runs without requiring the knowledge of
individual decay rates. The subspaces therefore can be

used to obtain unbiased estimators of the true expecta-
tion value up to second order variations in decay rates.
We demonstrated our method by implementing the trans-
verse field Ising model in analog and digital settings ob-
taining lower bias estimates as compared to dual-rail and
probabilistic error cancellation methods. Our framework
can be extended to other noise models, such as ampli-
tude damping on qudits discussed in the supplementary
material [26]. We also discuss its application to corre-
lated decays such as Aij = σ−i ⊗σ−j , which similarly give a
UDS with cancellation of first-order errors. However, the
cancellation becomes less straightforward with inefficient
scaling. The techniques of UDS open up new possibili-
ties in achieving lower biases in error mitigation. Since
our method is a passive encoding scheme, i.e. it does
not require active measurement-feedback, it can be used
as a base encoding compatibly with other QEM or QEC
methods.
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I. LIOUVILLE SPACE REPRESENTATION

Let W be a Hilbert space of pure states. For any subspace V ⊆W, let L (V) = End(V ) denote the space of linear
operators V → V.

For ρ ∈L (W), the Lindblad master equation is given as ρ̇ = Lρ =Hρ +Dρ , such that

Hρ = −i[H,ρ] , (S1)

Dρ =∑
i

γiD[Ai]ρ , (S2)

where D[A]ρ = AρA† − 1
2
{A†A,ρ} . In many scenarios, analyzing the equation and its evolution becomes easier in the

vectorized or Liouville space representation also known as the third-quantization. The rows of N ×N density matrix
ρ can be stacked on top of one another to obtain its vectorized form ∣ρ⟫ with dimension N2 × 1, identifying L (V)
with V ⊗ V ∗. As an example the 2 × 2 density matrix transforms as ρ = [ρ00 ρ01

ρ10 ρ11
] ⇐⇒ ∣ρ⟫ = [ρ00 ρ01 ρ10 ρ11]T .

Given a superoperator F on L (L)(V), we denote the corresponding operator in the Liouville space representation asF̂ . Using the operator transformation rule AρB ⇐⇒ A⊗BT ∣ρ⟫, we can write the above Lindblad master equation

in the Liouville space ∣ρ̇⟫ = L̂∣ρ⟫ , where
L̂ = Ĥ + D̂ = −i(H ⊗ I − I ⊗HT ) +∑

i

γi(Ai ⊗A∗i − 1

2
(A†

iAi ⊗ I + I ⊗AT
i A
∗
i )) . (S3)

We can now diagonalize the superoperator

L̂∣rα⟫ = λα∣rα⟫ , L̂†∣lα⟫ = λ∗α∣lα⟫ , (S4)

where ∣rα⟫, ∣lα⟫ are the corresponding right and left eigenvectors and λα is the eigenvalue. Bi-orthonormality can be
imposed such that ⟪lα∣rβ⟫ = δαβ , where the inner product in the Liouville space is equivalent to the one defined for

operators ⟪A∣B⟫ = tr(A†B). The evolution of the density matrix is then given as

∣ρ(t)⟫ =∑
α

eλαt⟪lα∣ρ(0)⟫∣rα⟫ , (S5)

The expectation value of an observable can be calculated as

⟨O⟩ = ⟪O∣ρ(t)⟫ =∑
α

eλαt⟪lα∣ρ(0)⟫⟪O∣rα⟫ . (S6)

We can also write the Lindblad-like form for the corresponding Liouville representation of L̂† given by

L†ρ = +i[H,ρ] +∑
i

γiD†[Ai]ρ , (S7)

where D†[A]ρ = A†ρA − 1
2
{A†A,ρ} .
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II. UNIFORMLY DECAYING SUBSPACES

A. General Derivation

We present the general conditions to achieve Uniformly Decaying Subspaces (UDS). As above, we let W be the
entire (pure) state space and let V be a chosen subspace. The expectation value of an observable O is given as

⟨O⟩ = ⟪O∣eL̂t∣ρ(0)⟫ , (S8)

where L̂0 = Ĥ + D̂ is a general vectorized Lindblad operator. Let S be a subspace of the state space V, with space of
operators L (S) = End(S) and projector P onto S. We write P to denote the corresponding projector onto L (S),
with

P(ρ) = PρP (S9)

P̂ ∣ρ⟫ = P ⊗ P ∣ρ⟫ (S10)

in the operator and Liouville space representations respectively. We will use the notation L (S)⊥ to denote the
orthogonal complement of L (S) in L (V) (not the full orthogonal complement in L (W)). We obtain a uniformly
decaying subspace if

P̂D̂ = −γP̂ (S11)

as operators on L (V). In other words, P̂D̂ is a diagonalizable operator on L (V), with eigenvalue −γ on L (S) and
eigenvalue 0 on L (S)⊥. We will often find it more intuitive to decompose this into two equalities:

P̂D̂P̂ = −γP̂ , (S12)

P̂D̂ = P̂D̂P̂ , (S13)

as operators on L (V). The first tells us that P̂D̂P̂ has eigenvalue −γ on L (S). The second tells us that D̂ maps

L (S)⊥ to L (S)⊥. Viewing D̂ as a matrix, we have

D̂ = [−γI 0∗ ∗] . (S14)

In more mathematical language, we would say that D̂ leaves the spaces L (V) and L (S)⊥ invariant, and therefore

that P̂D̂P̂ is an operator on the quotient space L (V)/L (S)⊥ (which is isomorphic to L (S) as a vector space).
Eq. (S12) is the assumption that this operator on the quotient space is a scalar.

We construct a Hamiltonian that commutes with P, implying

ĤP̂ = P̂Ĥ = P̂ĤP̂ . (S15)

We encode the initial state and observable in the subspace S, taking
∣ρ(0)⟫ = P̂ ∣ρ(0)⟫ , ∣O⟫ = P̂ ∣O⟫ . (S16)

Using Eq. S16, we rewrite the expectation value

⟨O⟩UDS = ⟪O∣P̂eL̂0tP̂ ∣ρ(0)⟫ =∑
n

tn

n!
⟪O∣P̂(Ĥ + D̂)nP̂ ∣ρ(0)⟫ = ⟪O∣eP̂L̂0P̂t∣ρ(0)⟫ = e−γt⟨O⟩C , (S17)

where ⟨O⟩C ≡ ⟪O∣eP̂ĤP̂t∣ρ(0)⟫ is the expectation value of the observable in the coherent case without any dissipation.
We used Eq. S13 and Eq. S15 to obtain the second last equality. We can see that the decay part factors out and the
effective evolution inside the uniformly decaying subspace is coherent up to the overall scaling factor.

More generally, note that P̂L̂0 = P̂L̂0P̂, and thus we may allow ∣ρ(0)⟫ ∈ V̂. Further, rather than measuring O with
support only on the computational subspace, we may measure any observable O′ on V that commutes with P . By
post-selecting for measurement values that indicate a projection into L (S), we effectively measure O.
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B. Sufficient conditions using Lindblad equation

We now consider the Lindblad equation

ρ̇ = Lρ =Hρ + ∑
β∈B γβD[Aβ]ρ , (S18)

where B is some index set and each Aβ is an operator on the state space W. We will give sufficient conditions on the

operators Aβ to obtain a UDS as above. Let A be the associative algebra generated by the Aβ and A†
βAβ (note we

do not generally have A†
β ∈ A). Locate a pair of nested subspaces S⊥ ⊆ V of W that are invariant subspaces for the

algebra A, and let S (the computational subspace) be the orthogonal complement to S⊥ in V, with projector P. We
in fact add the stronger assumption that Aβ maps V into S⊥. Graphically, we summarize these conditions as

V A†
β
AβÐÐÐ→ V, S⊥ A†

β
AβÐÐÐ→ S⊥, V AβÐ→ S⊥ AβÐ→ S⊥. (S19)

Equivalently, for all ∣ψ⟩ ∈ V and all indices β, we have:

PAβ ∣ψ⟩ = 0, (S20)

PA†
βAβ ∣ψ⟩ = PA†

βAβP ∣ψ⟩ . (S21)

We also assume that for some scalar c > 0,
P
⎛⎝∑β A†

βAβ

⎞⎠P = cP. (S22)

Given the above assumptions, we let γ be the average of the coefficients γβ , and define

D = γ ∑
β∈BD[Aβ] (S23)

(with corresponding Liouville space representation D̂ = γ∑β∈B D̂[Aβ]). We will consider L̂0 = Ĥ + D̂, where
Hρ = −i[H,ρ], (S24)

corresponding to a Hamiltonian H on V that commutes with P. Writing

∆γβ = γβ − γ, (S25)

we have L̂ = L̂0 + L̂1, where L̂1 = ∑β ∆γβD̂[Aβ].
It is straightforward to see that the operator D̂ satisfies the condition (S11) discussed above; we give the calculation

explicitly here. Note that by (S20) and (S21),

PD[Aβ](ρ) = PAβρA
†
βP − 1

2
P (A†

βAβρ + ρA†
βAβ)P (S26)

= −1
2
P (A†

βAβPρP + PρPA†
βAβ)P. (S27)

= PD[Aβ]P(ρ). (S28)

Summing the penultimate line over all β and applying (S22), we obtain

PD(ρ) = −1
2
γ
⎛⎝P ⎛⎝∑β A†

βAβ

⎞⎠PρP +PρP ⎛⎝∑β A†
βAβ

⎞⎠P⎞⎠ (S29)

= −1
2
cγ(PρP +PρP) (S30)

= −cγP(ρ). (S31)

This is (S11) with γ = cγ. Then by the calculations of Section IIA, we conclude that (S17) holds for L̂0 = Ĥ + D̂ as
above.

After considering some examples, we will discuss the effect of the perturbation term L̂1. We note that the fact thatP̂D̂[Aβ] = P̂D̂[Aβ]P̂ implies that

P̂L̂1 = P̂L̂1P̂. (S32)
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C. Main example: amplitude damping channel

We now consider the example of the bosonic amplitude damping channel [S1], generalizing the qubit case considered
in the main text. Let W be the state space of n qudits, each of dimension d. Let a = ∑m≥0√m ∣m − 1⟩⟨m∣ be the
bosonic annihilation operator, with ai denoting the annihilation operator on qudit i. We consider the Lindblad
equation (S18) with B = {1, . . . , n} and Ai = ai:

L = L0 +L1, L1 =∑
i

∆γiD[Ai], (S33)

where all notation is as above. (Note that d = 2 gives the qubit case of the main text, with ai = σ−i .)
Let the degree of a Fock basis vector ∣α⟩ = ∣α1⋯αn⟩ be deg ∣α⟩ = ∑i αi, and define Sk to be the space spanned by all

Fock basis vectors of degree k. We fix a degree k and consider

V = k⊕
i=0 Si, S = Sk, S⊥ =

k−1⊕
i=0 Si. (S34)

It is easy to see that these operators satisfy the assumptions of the previous section. In particular, (S19) is immediate

from the fact that ai is degree-lowering and a†
iai is degree-preserving. We obtain (S22) by noting that

a†a = ∑
m≥0m ∣m⟩⟨m∣ (S35)

and therefore, on the degree-k subspace Sk, we have

∑
i

a†
iai ∣α1⋯αn⟩ = (∑

i

αi) ∣α1⋯αn⟩ = k ∣α1⋯αn⟩ . (S36)

Thus we obtain (S17) with γ = γ deg ∣α⟩.
We further note that, since the dual-rail subspace is a subspace of Sk in the case d = 2, the above also proves the

UDS conditions are satisfied for that subspace.

1. Variant: unitary transformations

We also consider the following more general variant. Recall that any Fock basis vector may be expressed (up to

scalar multiple) in the form a†
i1
⋯a†

is
∣0⃗⟩, where ∣0⃗⟩ = ∣0⋯0⟩ is the vacuum state. For any n×n unitary matrix U = (uij),

we may define a unitary transformation of the Fock space by Ua†
jU

† = ∑i uija
†
j and U ∣0⃗⟩ = ∣0⃗⟩, so that

Ua†
i1
⋯a†

is
∣0⃗⟩ = (Ua†

i1
U †)⋯(Ua†

is
U †) ∣0⃗⟩ . (S37)

(In photonics, these are the linear optical unitaries.) Note that we have

UajU
† =∑

i

u∗ijaj , (S38)

a sum of annihilation operators on different qubits.
We now consider the case of (S18) with B = {1, . . . , n} and Ai = UaiU †. We use the same subspaces V, Sk, etc., as

in the previous example. Since Ai is a sum of annihilation operators, it lowers the degree of Fock basis vectors by 1,
and (S22) follows as before. Note also that U preserves the degree and therefore leaves the computational subspaceSk of degree-k vectors invariant. Then for (S22), we have

∑
i

A†
iAi ∣α1⋯αn⟩ =∑

i

Ua†
iU

†UaiU
† ∣α1⋯αn⟩ =∑

i

Ua†
iaiU

† ∣α1⋯αn⟩ = degα ∣α1⋯αn⟩ = k ∣α1⋯αn⟩ . (S39)

We note that this example behaves very similarly to the above, but now the operators Ai are no longer required to
correspond to single-qudit noise.
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2. Correlated Decays

Another potential example corresponds to correlated decays, as in the Lindblad operator

Lρ =Hρ +∑
i≠j γijD[aiaj]ρ.

Note that

∑
i≠j a

†
ia

†
jaiaj ∣α1⋯αn⟩ =∑

i≠jαiαj ∣α1⋯αn⟩ = ⎛⎝(∑i αi)2 −∑
i

α2
i

⎞⎠ ∣α1⋯αn⟩ , (S40)

so in order to satisfy (S22), we must change our computational subspace to the span of Fock basis vectors with a fixed
nonzero “variance.” (This distinction is irrelevant in the qubit case, since all αi are 0 or 1.) This change gives (S22),
and (S19) is easily checked.

Alternatively, one may consider

Lρ =Hρ +∑
i,j

γijD[aiaj]ρ,
where the restriction i ≠ j is removed. For ∣α1⋯αn⟩ in the degree-k subspace, so that ∑i αi = k, this satisfies

∑
i,j

a†
ia

†
jaiaj ∣α1⋯αn⟩ = ⎛⎝(∑i αi)2 −∑

i

αi

⎞⎠ ∣α1⋯αn⟩ = (k2 − k) ∣α1⋯αn⟩ . (S41)

Then this setting may use the usual degree-k computational subspace, and the UDS assumptions (S19), (S22) easily
follow. Since this example uses the same computational subspace as the standard amplitude damping case, one can
actually show that they are compatible: with the Lindblad equation

Lρ =Hρ +∑
i

γiD[ai]ρ +∑
i,j

γijD[aiaj]ρ,
one may define

D′ = ( 1
n
∑
b

γb)∑
i

D[ai]ρ + ⎛⎝ 1

n2
∑
b,d

γb,d
⎞⎠∑i,j D[aiaj]ρ

and find that (S17) holds for L̂0 = Ĥ + D̂′.
Similar considerations allow for transformations by a unitary U as above and correlated decays between more than

2 qudits. We will observe in Section IID 3, however, that the examples based on correlated decays seem not to
conveniently allow for cancellation of the first-order error.

D. Perturbative Cancellation

1. Additional assumption and its consequences

We now return to the notation and generality of Section II B, in particular (S18), (S19), (S22). In addition to these
assumptions, we let T be a unitary operator that commutes with P, with corresponding superoperator T (ρ) = TρT †.
We assume there exists a permutation π of the index set B such that

TAβT
† = Aπ(β) for all β, (S42)

and that π acts transitively on B. As a consequence, note that T̂ acts on the operators D[A] similarly, with

T̂ D̂[Aβ]T̂ −1 = D̂[Aπ(β)]. (S43)

For D̂ defined in (S23), this implies

T̂ D̂T̂ −1 = D̂. (S44)
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For the amplitude damping case considered in Section IIC, we will take T to be the cyclic shift operator given by

T ∣α1⋯αn⟩ = ∣αnα1α2⋯αn−1⟩ , (S45)

so that π is the permutation (12⋯n) and we have TaiT
† = ai+1 (indices taken modulo n).

We now consider the perturbation by L̂1 and show that the uniformly decaying subspace is stable to first order
under varying decay rates. We note that the perturbation L1 induces a bias in the expectation value. We will account
for this by averaging over multiple different experiments, shifting by a power of T each time. Let j satisfy 0 ≤ j <m,
where m = ∣B∣ is the order of T . We implement a T j-shifted version of the Hamiltonian, T j(H) = T jHT −j , which
corresponds to replacing Ĥ by T̂ jĤT̂ −j and L̂0 by T̂ jĤT̂ −j + D̂. We similarly implement shifted versions of the state
and observable, T j(ρ) and T j(O) respectively. We observe that, by (S44),

T̂ −j(T̂ jĤT̂ −j + D̂ + L̂1)T̂ j = Ĥ + D̂ + T̂ −jL̂1T̂ j = L̂0 + T̂ −jL̂1T̂ j . (S46)

The expected value of the T j-shifted experiment is then

⟪O∣T̂ −jet(T̂ jĤT̂ −j+D̂+L̂1)T̂ j ∣ρ(0)⟫ = ⟪O∣et(L̂0+T̂ −jL̂1T̂ j)∣ρ(0)⟫, (S47)

the same as the unshifted case with L̂1 replaced by T̂ −jL̂1T̂ j . We note that by (S43) and the definition of L̂1,

T̂ −jL̂1T̂ j =∑
β

∆γβ T̂ −jD[Aβ]T̂ j =∑
β

∆γβD[Aπ−j(β)] =∑
β

∆γπj(β)D[Aβ]. (S48)

In particular, recalling that π transitively permutes the indices β ∈ B and that

∑
β

∆γβ =∑
β

(γβ − γ) =∑
β

γβ −mγ = 0,
we observe that

m−1∑
j=0 T̂ −jL̂1T̂ j =∑

β

⎛⎝
m−1∑
j=0 ∆γπj(β)⎞⎠D[Aβ] =∑

β

⎛⎝∑β′∈B∆γβ′
⎞⎠D[Aβ] = 0. (S49)

2. First order error cancellation

Let us briefly return to the unshifted case. We work in the Liouville space

∣ρ̇(t)⟫ = (L̂0 + L̂1)∣ρ(t)⟫. (S50)

We consider the interaction picture where we define ∣ρI(t)⟫ ≡ e−L̂0t∣ρ(t)⟫ and L̂I
1(t) ≡ e−L̂0tL̂1e

L̂0t and subsequently
obtain the equation of motion

∣ρ̇I(t)⟫ = L̂I
1(t)∣ρI(t)⟫ . (S51)

We can now perturbatively solve the above equation as

∣ρI(t)⟫ = ∣ρ(0)⟫ + ∫ t

0
dt′L̂I

1(t′)∣ρ(0)⟫ + ∫ t

0
dt′ ∫ t′

0
dt′′L̂I

1(t′)L̂I
1(t′′)∣ρI(t′′)⟫ . (S52)

where we used ∣ρI(0)⟫ = ∣ρ(0)⟫. Applying eL̂0t, we obtain

∣ρ(t)⟫ = eL̂0t∣ρ(0)⟫ + ∫ t

0
dt′eL̂0tL̂I

1(t′)∣ρ(0)⟫ + ∫ t

0
dt′ ∫ t′

0
dt′′eL̂0tL̂I

1(t′)L̂I
1(t′′)∣ρI(t′′)⟫ . (S53)

Therefore the expectation value of the observable O now is

⟨O⟩UDS = ⟪O∣ρ(t)⟫ = ⟪O∣eL̂0t(∣ρ(0)⟫ + ∫ t

0
dt′L̂I

1(t′)∣ρ(0)⟫ + ∫ t

0
dt′ ∫ t′

0
dt′′eL̂0tL̂I

1(t′)L̂I
1(t′′)∣ρI(t′′)⟫) (S54)

= e−cγ̄t⟨O⟩C + ⟪O∣eL̂0t(∫ t

0
dt′L̂I

1(t′)∣ρ(0)⟫ + ∫ t

0
dt′ ∫ t′

0
dt′′eL̂0tL̂I

1(t′)L̂I
1(t′′)∣ρI(t′′)⟫) , (S55)
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where we apply (S17) in the last line. We will consider the 0th and 1st order terms, observing that averaging over allT̂ -shifts leaves the 0th order invariant while cancelling the 1st order terms. We will consider the problem of bounding
the 2nd order terms in Section IID 4.

Since L̂0 is unaffected by T̂ -shifting (up to the change in encoding of the Hamiltonian), the constant term e−cγ̄t⟨O⟩C
is unaffected. Also recall L̂I

1(t) ≡ e−L̂0tL̂1e
L̂0t, so the T̂ j-shifted version is e−L̂0tT̂ −jL̂1T̂ jeL̂0t. Then the expected

value averaged over all T̂ -shifts, denoted by ⟪O⟫UDS, satisfies

⟪O⟫UDS − e−cγ̄t⟨O⟩C = 1

m

m−1∑
j=0 ⟪O∣eL̂0t ∫ t

0
dt′e−L̂0tT̂ −jL̂1T̂ jeL̂0t∣ρ(0)⟫ + 2nd order (S56)

= 1

m
⟪O∣eL̂0t ∫ t

0
dt′e−L̂0t

⎛⎝
m−1∑
j=0 T̂ −jL̂1T̂ j⎞⎠ eL̂0t∣ρ(0)⟫ + 2nd order (S57)

= 0 + 2nd order, (S58)

where we apply (S49) in the last line. In particular, we were able to negate the effect of first order deviations in decay
rates even without the knowledge of perturbations. Therefore, we see that uniformly decaying subspaces can be made
stable up to first order.

3. Amplitude damping channel examples

We now return to the examples related to the amplitude damping channel, discussed in Section IIC. As stated
above, in the standard case Ai = ai we take T to be the cyclic shift operator given by

T ∣α1⋯αn⟩ = ∣αnα1α2⋯αn−1⟩ , (S59)

so that TaiT
† = ai+1 (indices taken modulo n).

More generally, we recall the variant with Ai = UaiU † where U is an n × n unitary matrix. We note that

(UTU †)Ai(UTU †)† = UTaiT †U † = Uai+1U † = Ai+1,
where we continue to take the indices of the A and a operators modulo n. Then in the U -transformed setting, we
must replace the translation T with UTU †.

For the case of correlated decays, Aij = aiaj , there is in general no operator T satisfying the desired properties. In
principle, one can simply replace the role of 1, T, T 2, . . . with the entire group of permutations of n qudits, Sn, and
similar calculations to the above will work. But of course this would require one to perform n! different experiments,
leading to infeasible scaling.

4. Second order error bound

We now consider the last term in (S55). We have shown that under the assumptions of the previous section, the
middle (first order) term can be cancelled. Thus if one wants to estimate ⟨O⟩C ≈ ecγ̄t⟪O⟫UDS, the error is given by
the last term of (S55). To obtain this bound, we follow the techniques of the supplemental material of [S2].

Since ⟪O∣ = ⟪O∣P̂, P̂L̂i = P̂L̂iP̂, and P̂L̂0P̂ = P̂ĤP̂ − cγP̂, we have

⟪O∣eL̂0tL̂I
1(t′)L̂I

1(t′′)∣ρI(t′′)⟫ = ⟪O∣P̂eL̂0tL̂I
1(t′)L̂I

1(t′′)∣ρI(t′′)⟫ (S60)

= ⟪O∣eP̂L̂0P̂tP̂L̂I
1(t′)P̂L̂I

1(t′′)P̂ ∣ρI(t′′)⟫ (S61)

= e−cγt⟪O∣eP̂ĤP̂tP̂L̂I
1(t′)P̂L̂I

1(t′′)P̂ ∣ρI(t′′)⟫. (S62)

We now apply the mean value theorem: there exist ζ ′, ζ ′′ ∈ [0, t] such that

∫ t

0
dt′ ∫ t′

0
dt′′e−cγt⟪O∣eP̂ĤP̂tP̂L̂I

1(t′)P̂L̂I
1(t′′)P̂ ∣ρI(t′′)⟫ = t22 e−cγt⟪O∣eP̂ĤP̂tP̂L̂I

1(ζ ′)P̂L̂I
1(ζ ′′)P̂ ∣ρI(ζ ′′)⟫. (S63)



8

We briefly recall the Schatten p-norms, for 1 ≤ p ≤ ∞, ∣∣T ∣∣p = (Tr(√T †T
p))1/p. For p = ∞, this is the standard

operator norm. Rewriting the above as a 1-norm and applying Hölder’s inequality for Schatten p-norms, we have

t2

2
e−cγt ∣⟪O∣eP̂ĤP̂tP̂L̂I

1(ζ ′)P̂L̂I
1(ζ ′′)P̂ ∣ρI(ζ ′′)⟫∣ = t22 e−cγt∣∣⟪O∣eP̂ĤP̂tP̂L̂I

1(ζ ′)P̂L̂I
1(ζ ′′)P̂ ∣ρI(ζ ′′)⟫∣∣1 (S64)

≤ t2
2
e−cγt∣∣⟪O∣eP̂ĤP̂t∣∣∞ ⋅ ∣∣P̂L̂I

1(ζ ′)P̂L̂I
1(ζ ′′)P̂ ∣ρI(ζ ′′)⟫∣∣1. (S65)

Since eP̂ĤP̂t is unitary, we have ∣∣⟪O∣eP̂ĤP̂t∣∣∞ = ∣∣O∣∣∞ = ∣∣O∣∣op, the standard operator norm of O. Then we must only
bound

∣∣P̂L̂I
1(ζ ′)P̂L̂I

1(ζ ′′)P̂ ∣ρI(ζ ′′)⟫∣∣1 = ∣∣P̂L̂I
1(ζ ′)P̂L̂I

1(ζ ′′)P̂ ∣ρI(ζ ′′)⟫∣∣1 (S66)

= ∣∣e−P̂L̂0P̂ζ′P̂L̂1P̂eP̂L̂0P̂(ζ′−ζ′′)P̂L̂1P̂ ∣ρ(t′′)⟫∣∣1 (S67)

= e−cγ(−ζ′+(ζ′−ζ′′)∣∣e−P̂ĤP̂ζ′P̂L̂1P̂eP̂ĤP̂(ζ′−ζ′′)P̂L̂1P̂ ∣ρ(ζ ′′)⟫∣∣1 (S68)

≤ ecγζ′′ ∣∣e−P̂ĤP̂ζ′P̂L̂1P̂eP̂ĤP̂(ζ′−ζ′′)P̂L̂1P̂ ∣∣op,1 (S69)

= ecγζ′′ ∣∣P̂L̂1P̂ ∣∣2op,1, (S70)

where ∣∣ ⋅ ∣∣op,1 is the operator norm with respect to the Schatten 1-norm, and we use the fact that operator norms are
unitarily invariant. In total, then, the error term of interest satisfies

∣∫ t

0
dt′ ∫ t′

0
dt′′e−cγt⟪O∣eP̂ĤP̂tP̂L̂I

1(t′)P̂L̂I
1(t′′)P̂ ∣ρI(t′′)⟫∣ ≤ t22 e−cγ(t−ζ′′)∣∣O∣∣op ⋅ ∣∣P̂L̂1P̂ ∣∣2op,1 (S71)

≤ t2
2
∣∣O∣∣op ⋅ ∣∣P̂L̂1P̂ ∣∣2op,1. (S72)

The analogous result holds in the T -shifted case. Combining this with the results of Section IID, we obtain

∣⟪O⟫UDS − e−cγ̄t⟨O⟩C ∣ ≤ t2
2
∣∣O∣∣op ⋅ ∣∣P̂L̂1P̂ ∣∣2op,1. (S73)

5. Return to amplitude damping example

We return to the example of Section IIC, with qudits of dimension d, Ai = ai the annihilation operator on the ith
qudit, and computational subspace the degree-k subspace Sk. The bound above is determined by the operator norm
of P̂L̂1P̂. We note

PL1P(ρ) = PL1(PρP )P = −1
2
∑
i

∆γi{a†
iai, ρ} = −12∑i ∆γi {∑

s

s ∣s⟩⟨s∣ , ρ} .
In particular, P̂L̂1P̂ is diagonalizable in the Fock basis ∣α1⋯αn⟩⟨α′1⋯α′n∣, so its operator norm is the modulus of the
largest eigenvalue. One can easily verify that this largest eigenvalue is bounded above by kλ, where λ = maxi ∣∆γi∣.
This gives the bound

∣⟪O⟫UDS − e−kγ̄t⟨O⟩C ∣ ≤ (tkλ)2
2
∣∣O∣∣op. (S74)

The same result holds in the case Ai = UaiU †.

E. Circuit case

We now discuss why one can apply the techniques discussed above, specifically the cancellation of errors up to first
order, to the discretized example at the end of the main text.
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We let E = E(η) be a single-qudit discretized amplitude damping channel, given by the following Kraus operators
Ks(η) for s ≥ 0 and a parameter η [S1] (where η = 1 − γ in ibid.):

Ks(η) =∑
r

√
(r
s
)ηr−s(1 − η)s ∣r − s⟩⟨r∣ . (S75)

We write Ei(ηi) for E acting on the ith qudit with parameter η = ηi.
Now suppose we prepare a state ρ ∈ L (V), apply unitaries U1, . . . , UNT

on V that commute with P (with corre-

sponding operators Û1, . . . , ÛNT
on the Liouville space), and measure an observable O with POP = O. We model

dissipation in a discretized manner by replacing each Ûj by (⊗i Êi(ηi))Ûj . The expectation value is the following:

⟨O⟩ = ⟪O∣P̂(⊗
i

Êi(ηi))Û1(⊗
i

Êi(ηi))⋯(⊗
i

Êi(ηi))ÛNT
∣ρ⟫. (S76)

Since all Ks preserve or lower the degree, keeping L (S)⊥ and L (V) invariant, we have P̂Êi = P̂ÊiP̂. Further, the Ûi
commute with P̂ by assumption. Therefore,

⟨O⟩ = ⟪O∣(⊗
i

P̂Êi(ηi)P̂)Û1(⊗
i

P̂Êi(ηi)P̂)⋯(⊗
i

P̂Êi(ηi)P̂)ÛNT
∣ρ⟫. (S77)

Since POP = O (meaning that we post-select for measurements in the degree-k subspace), and ∣ρ⟫ involves only terms
of degree k or lower, all terms involving the degree-raising operators Ks for s > 0 must vanish. Then only the K0

term of each P̂ÊiP̂ contributes to the expectation. Letting K̂
(i)
0 (η) be the corresponding operator on L (V), we note

that we may replace ⊗i P̂Êi(ηi)P̂ with

Ê (η1, . . . , ηn) ≡⊗
i

P̂K̂(i)0 (ηi)P̂, (S78)

and write

⟨O⟩ = ⟪O∣Ê (η1, . . . , ηn)Û1Ê (η1, . . . , ηn)⋯Ê (η1, . . . , ηn)ÛNT
∣ρ⟫. (S79)

We will show that the first-order cancellation observed above extends to this discretized setting. Toward that end,
for comparison with the continuous case, we take ηi = exp(−∆tγi), where γi is the parameter in the Lindblad master
equation (S33) and ∆t = t/NT is the time elapsed per unitary (here t is the total time elapsed, as above). We define

η = (η1⋯ηn)1/n = exp(− 1
n
∆t∑

i

γi) = exp(−∆tγ) and ∆ηi = ηi/η = exp(−∆t∆γi), (S80)

and note that K̂
(i)
0 (ηi) = K̂(i)0 (η)K̂(i)0 (∆ηi), so that

Ê (η1, . . . , ηn) = Ê (η, . . . , η)Ê (∆η1, . . . ,∆ηn). (S81)

For ∣ρ′⟫ in the degree-k subspace, we note that

Ê (η, . . . , η)∣ρ′⟫ = ηk = exp(−k∆tγ), (S82)

so we obtain

⟨O⟩ = e−kNT∆tγ⟪O∣Ê (∆η1, . . . ,∆ηn)Û1Ê (∆η1, . . . ,∆ηn)⋯Ê (∆η1, . . . ,∆ηn)ÛNT
∣ρ⟫, (S83)

where we note that NT∆t = t is the total time.
Now, we consider a single expression Ê (∆η1, . . . ,∆ηn)∣ρ′⟫ for ρ′ ∈ L (V). As above, it suffices to consider ρ′ ∈

L (S). For ρ′ = ∣α1⋯αn⟩⟨α′1⋯α′n∣ ∈ L (S), P̂Êi(∆ηi)P̂ acts by the scalar (∆ηi)(αi+α′i)/2. In particular, we see that

Ê (∆η1, . . . ,∆ηn) acts by the scalar

∏
i

(∆ηi)(αi+α′i)/2 = exp(−1
2
∆t∑

i

(αi + α′i)∆γi) = 1 − 1

2
∆t∑

i

(αi + α′i)∆γi +O((∆t∆γmax)2). (S84)
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Averaging over all cyclic permutations of the qudits as in Section IID, we see that the averaged channel acts on
ρ′ = ∣α1⋯αn⟩⟨α′1⋯α′n∣ ∈L (S) by the scalar

1 − 1

2n
∆t∑

i

(αi + α′i)∑
j

∆γj +O((∆t∆γmax)2) = 1 +O((∆t∆γmax)2). (S85)

Then up to first order in ∆t and ∆γmax, the superoperator Ê (∆η1, . . . ,∆ηn) acts trivially. This suffices to show that

⟪O⟫UDS = e−ktγ (⟪O∣Û1⋯ÛNT
∣ρ⟫ +O((∆t∆γmax)2)) (S86)

and

⟪O⟫UDS − e−cγ̄t⟨O⟩C = O((∆t∆γmax)2) (S87)

as desired.
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