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Si m ul a ti n g t h e H u b b a r d m o d el i s of g r e a t i nt e r e s t t o a wi d e r a n g e of a p pli c a ti o n s wi t hi n c o n d e n s e d
m a t t e r p h y si c s, h o w e v e r i t s s ol u ti o n o n cl a s si c al c o m p u t e r s r e m ai n s c h all e n gi n g i n di m e n si o n s l a r g e r
t h a n o n e. T h e r el a ti v e si m pli ci t y of t hi s m o d el, e m b o di e d b y t h e s p a r s e n e s s of t h e H a mil t o ni a n
m a t ri x, all o w s f o r i t s e ffi ci e nt i m pl e m e nt a ti o n o n q u a nt u m c o m p u t e r s, a n d f o r i t s a p p r o xi m a t e
s ol u ti o n u si n g v a ri a ti o n al al g o ri t h m s s u c h a s t h e v a ri a ti o n al q u a nt u m ei g e n s ol v e r.  W hil e t h e s e
al g o ri t h m s h a v e b e e n s h o w n t o r e p r o d u c e t h e q u ali t a ti v e f e a t u r e s of t h e H u b b a r d m o d el, t h ei r
q u a nti t a ti v e a c c u r a c y i n t e r m s of p r o d u ci n g t r u e g r o u n d s t a t e e n e r gi e s a n d o t h e r p r o p e r ti e s, a n d
t h e d e p e n d e n c e of t hi s a c c u r a c y o n t h e s y s t e m si z e a n d i nt e r a c ti o n s t r e n g t h, t h e c h oi c e of v a ri a ti o n al
a n s a t z, a n d t h e d e g r e e of s p a ti al i n h o m o g e n ei t y i n t h e m o d el, r e m ai n s u n k n o w n. H e r e w e p r e s e nt a
ri g o r o u s cl a s si c al b e n c h m a r ki n g s t u d y, d e m o n s t r a ti n g t h e p o t e nti al i m p a c t of t h e s e f a c t o r s o n t h e
a c c u r a c y of t h e v a ri a ti o n al s ol u ti o n of t h e H u b b a r d m o d el o n q u a nt u m h a r d w a r e. We fi n d t h a t e v e n
w h e n u si n g t h e m o s t a c c u r a t e w a v ef u n c ti o n a n s ä t z e f o r t h e H u b b a r d m o d el, t h e e r r o r i n i t s g r o u n d
s t a t e e n e r g y a n d w a v ef u n c ti o n pl a t e a u s f o r l a r g e r l a t ti c e s, w hil e s t r o n g e r el e c t r o ni c c o r r el a ti o n s
m a g nif y t hi s i s s u e. C o n c u r r e ntl y, s p a ti all y i n h o m o g e n e o u s p a r a m e t e r s a n d t h e p r e s e n c e of o ff- si t e
C o ul o m b i nt e r a c ti o n s o nl y h a v e a s m all e ff e c t o n t h e a c c u r a c y of t h e c o m p u t e d g r o u n d s t a t e e n e r gi e s.
O u r s t u d y hi g hli g ht s t h e c a p a bili ti e s a n d li mi t a ti o n s of c u r r e nt a p p r o a c h e s f o r s ol vi n g t h e H u b b a r d
m o d el o n q u a nt u m h a r d w a r e, a n d w e di s c u s s p o t e nti al f u t u r e a v e n u e s of r e s e a r c h.

I. I N T R O D U C T I O N

U n d er st a n di n g str o n gl y- c orr el at e d el e ctr o n s y st e m s i s
o n e of t h e c e ntr al c h all e n g e s of c o n d e n s e d m att er p h y si c s.
M at eri al s wit h str o n g el e ctr o ni c i nt er a cti o n s e x hi bit a
w e alt h of i nt er e sti n g pr o p erti e s, i n cl u di n g s u p er c o n d u c-
ti vit y [ 1 , 2 ], M ott i n s ul ati n g b e h a vi or [3 , 4 ], e x cit o ni c
g r o u n d st at e s [ 5 , 6 ], n o n- Fer mi li q ui d b e h a vi or [7 ], c o m-
p eti n g a n d i nt ert wi n e d or d er s [ 8 – 1 0 ], a n d n o n-tri vi al
m a g n eti s m [ 1 1 , 1 2 ]. O n e of t h e m o st f a m o u s m o d el s t h at
i s c a p a bl e of c a pt uri n g s u c h p h e n o m e n a i s t h e Fer mi-
H u b b ar d m o d el [ 1 3 – 2 2 ]. I n it s c a n o ni c al f or m, it s H a mil-
t o ni a n i s writt e n a s

H = − t
σ ⟨ R R ′ ⟩

a σ †
R a σ

R ′ + U
R

n R ↑ n R ↓ , ( 1)

w h er e R i s t h e l atti c e v e ct or c orr e s p o n di n g t o a sit e
wit hi n t h e st u di e d l atti c e, σ t h e el e ctr o n s pi n, t a h o p pi n g
i nt e gr al b et w e e n n e ar e st n ei g h b or s (⟨·⟩ d e n ot e s n e ar e st-
n ei g h b or s u m m ati o n o nl y), U a r e p ul si v e o n- sit e i nt er a c-

ti o n, a σ †
R (a σ

R ) a n o p er at or cr e ati n g ( d e str o yi n g) a n el e c-

t r o n of s pi n σ at sit e R , a n d n R ↑ = a ↑ †
R a ↑

R t h e n u m b er
o p er at or f or s pi n- u p el e ctr o n s at sit e R , a n d si mil ar f or
s pi n- d o w n.

W hil e t h e H u b b ar d m o d el c a n q u alit ati v el y c a pt ur e
t h e b e h a vi or of str o n gl y- c orr el at e d s y st e m s, it d o e s n ot
g e n er all y o ff er q u a ntit ati v e pr e di cti v e a c c ur a c y of o b-

s er v a bl e s. H o w e v er, i n r e c e nt y e ar s s e v er al a p pr o a c h e s
h a v e b e e n p ut f or w ar d i n or d er t o d eri v e m at eri al- s p e ci fi c
H u b b ar d m o d el s wit h a d diti o n al c o m pl e xit y t o t h at of
E q. ( 1 ), i n cl u di n g a b i niti o d o w nf ol di n g [ 2 3 – 2 5 ], e m b e d-
di n g t e c h ni q u e s [ 2 6 , 2 7 ] a n d m or e. T h e g e n er al fr a m e-
w or k of t h e s e s c h e m e s e nt ail s el e ctr o ni c str u ct ur e c al c u-
l ati o n s wit hi n, e. g. , d e n sit y f u n cti o n al t h e or y t o d eri v e
t h e p ar a m et er s e nt eri n g t h e H u b b ar d m o d el f or a gi v e n
m at eri al, all o wi n g al s o f or m ulti pl e or bit al s p er sit e, s p a-
ti al a ni s otr o p y, l o n g-r a n g e i nt er a cti o n s, et c. , a s a m e a n s
of c a pt uri n g t h e c o m pl e xit y of r e al m at eri al s [ 2 8 , 2 9 ].
F or e x a m pl e a r e c e ntl y pr o p o s e d a p pr o a c h t o a b i niti o
d o w nf ol di n g g e n er at e s t h e f oll o wi n g H a milt o ni a n f or a
m at eri al [ 2 3 ]:

H =
σ R R ′

tR R ′ a σ †
R a σ

R ′

+
1

2
σ ρ R R ′

U R R ′ a σ †
R a ρ †

R ′ a
ρ
R ′ a

σ
R , ( 2)

i n t h e c a s e of a si n gl e b a n d. I n t hi s r e pr e s e nt ati o n of
a s y st e m, t h e h o p pi n g a n d C o ul o m b t er m s m a y v ar y
a cr o s s t h e l atti c e. T hi s H a milt o ni a n r e pr e s e nt s t h e s y s-
t e m wit hi n a l o w- e n er g y s u b s p a c e, t y pi c all y ar o u n d t h e
Fer mi l e v el. H er e R = R ′ r e pr e s e nt s o n- sit e i nt er a c-
ti o n s, w h er e a s R ≠ R ′ r ef er s t o l o n g er-r a n g e i nt er a c-
ti o n s. W hil e h er e w e will r e stri ct o ur s el v e s t o i n cl u di n g
n e ar e st- n ei g h b or t er m s, o n e c o ul d i n pri n ci pl e a c c o u nt
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for longer-range interactions as well.

Solving for the ground and excited states of the Hub-
bard model is a quantum many-body problem, which
generally scales exponentially with the lattice size when
solved exactly on classical computers. As a result, one
is restricted to studying finite clusters of relatively small
sizes [30], although there exist several approximate meth-
ods and numerical techniques which have allowed study-
ing larger systems [31, 32]. On the other hand, the
Hamiltonians of Eq. (1) and Eq. (2) are amenable to sim-
ulation on quantum computers, for example using varia-
tional quantum algorithms (VQAs), where a linear scal-
ing with system size is possible in the ideal scenario [33].
Moreover, several other potential benefits of solving the
Hubbard model on quantum computers, as these tech-
nologies progress into the fault-tolerant era, have been
discussed [34]. These facts make quantum computing an
attractive avenue to pursue for tackling such problems.
Indeed, there have been several studies solving different
flavors of the Hubbard model on quantum computers or
classical simulators thereof [35–43]. Some of these stud-
ies have shown that VQAs can reproduce qualitative fea-
tures of the Hubbard model such as its magnetic proper-
ties [39, 40], and it has been shown that for a 1× 8 Hub-
bard chain increasing the ansatz complexity can lead to
well-converged values for energies and site occupancies,
while spin-spin correlation functions are more challenging
to capture [40].

At this point it remains unclear whether the qualita-
tive success of VQAs in describing features of the Hub-
bard model will also translate into the quantitative re-
production of ground state properties such as the en-
ergy, and whether this will depend on the system size
and other factors. It is therefore important to systemat-
ically benchmark the impact of varying lattice sizes on
the quantitative features of the solutions obtained with
VQAs, particularly given the importance of extrapola-
tions to the thermodynamic limit for drawing compar-
isons to established methods [31]. Moreover, it is crucial
to establish the impact on VQA simulation accuracy of
electronic correlations, the chosen wavefunction ansatz,
and the presence of off-site Coulomb interactions and spa-
tially inhomogeneous parameters.

Here we present a detailed classical benchmarking
study of the variational quantum eigensolver [44, 45]
(VQE), a promising algorithm for quantum simulation
on noisy intermediate-scale quantum (NISQ) hardware,
applied to single-band Hubbard models of varying de-
grees of complexity. Our focus lies on comparing the
quality of different wavefunction ansätze when scaling to
larger system sizes. We perform classical tensor-network
simulations of VQE calculations for Hubbard models at
half filling on 1D and 2D lattices of up to 16 sites, corre-
sponding to 32 qubits. We consider different onsite inter-
action strengths U/t = 2, 8 and the inclusion of nearest-
neighbor interactions V and spatial inhomogeneities. We
show that the so-called number preserving (NP) ansatz,
designed specifically for Hubbard models [35], outper-

forms other popular ansätze, but still incurs errors and
converges extremely slowly for larger lattices with strong
electronic correlations. Moreover, we demonstrate that
VQE with the NP ansatz can successfully describe Hub-
bard models with nonuniform parameters and interac-
tions beyond the on-site term, which is encouraging for
the utility of this approach for solving Hamiltonians rep-
resenting complex materials. Additionally, we show that
an optimization based on maximizing the overlap with a
wavefunction computed with a classical reference method
can result in a small reduction to the energy error of
VQE in some cases, but it can substantially improve
the wavefunction fidelity and capture long-range corre-
lations. Our study serves as a reference point along
the path to accurate simulation of quantum materials
on near-term quantum computers.

II. METHODS

A. Classical simulation of VQE

Our aim is to obtain the ground state of general-
ized Hubbard models with Hamiltonians of the form
in Eq. (2). Here, we focus on models with and with-
out nearest-neighbor repulsion and spatially anisotropic
hopping parameters. To do so, we simulate the VQE
classically by representing the variational ansatz state
as a matrix product state (MPS) within a recently pro-
posed variational tensor network eigensolver (VTNE) ap-
proach [46]. Specifically, following Ref. [46], we start from
a product state |ψ0⟩ in a checkerboard configuration, i.e.,
with alternating spin up and down. We then generate a
variational ansatz state via a parameterized quantum cir-
cuit (PQC) as follows:

|ψPQC(θ)⟩ = Un(θn)...U1(θ1) |ψ0⟩ . (3)

The precise form of the operators Ui (i = 1, . . . , n) is de-
termined by the choice of ansatz used in our simulations,
more details on which are given below. Each of these op-
erators takes as arguments a set of parameters θi, which
are initialized randomly. Some ansätze also include addi-
tional parameter-free gates as specified below. The PQC
is represented as an MPS |ψχ(θ)⟩ with bond dimension
χ, and we can therefore compute the energy expectation
value

Eχ(θ) = ⟨ψχ(θ)|H |ψχ(θ)⟩ , (4)

with the Hamiltonian H represented as a matrix product
operator (MPO). Within our optimization scheme, we
vary the parameters θ of the PQC in order to minimize
the energy in Eq. (4). Unless otherwise explicitly stated,
we use the maximum bond dimension χmax = 2nq/2,
where nq = 2NxNy is the number of qubits needed to
simulate the Hubbard model on an Nx ×Ny square lat-
tice. Since this bond dimension is sufficient to exactly
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represent an arbitrary wavefunction on nq qubits, the
MPS representation yields the energy of the exact PQC.
For all tensor operations in this work we have used the
ITensor software package [47, 48]. Our VQE results are
benchmarked against those obtained within the density
matrix renormalization group (DMRG) [49] solution of
the studied systems, as implemented within ITensor.

Similar to Ref. [46], we first optimize the non-
interacting (U = 0) case, and then use the resulting
parameters θ to initialize the optimization of the full in-
teracting case. The random initial parameters θ are ob-
tained from a Gaussian distribution N (0, 10−5) with zero
mean and variance σ2 = 10−5. The energy minimization
is terminated when one of three conditions is satisfied:
the energy tolerance [50] reaches 10−7, the energy gradi-
ent reaches 10−6, or the optimization reaches 1000 steps.
For every value of U/t and for each lattice size, we per-
form ten independent optimizations (using the L-BFGS
method [51]), starting from different random parameters
θ, and we take the minimum value among these as our
estimate of the ground state energy. In this manner, we
reduce the chances of the system becoming trapped in a
local minimum.

For some cases studied here, we compare the results
from this energy-based optimization to those from an
overlap-based optimization which minimizes the follow-
ing loss function, which is defined as the logarithm of
the infidelity of the VTNE wavefunction |ΨVTNE⟩, with
respect to the DMRG wavefunction |ΨDMRG⟩, which we
consider to be the ground truth:

f = log10(1− | ⟨ΨVTNE|ΨDMRG⟩ |2). (5)

Comparing the performance of the energy- and overlap-
based approaches helps to disentangle the effects of cost
function landscape and ansatz expressivity in capturing
the physics of the Hubbard model. Of course the ulti-
mate goal of VQAs is to obtain the ground state proper-
ties of systems for which classical methods would strug-
gle, which would in turn constitute such an overlap-based
optimization impractical. However, even in those cases
one could perform an overlap-based optimization using
an approximate, but still reasonably accurate classically-
computed ground state for the system of interest. This
would in turn provide a good starting point for subse-
quent optimization based on energy minimization, mak-
ing it important to benchmark the performance of this
overlap-based approach.

Before we proceed, it is worth emphasizing that,
while the VTNE approach is generally meant as a pre-
optimization for VQE [46], our simulations use the maxi-
mal bond dimension χmax (unless otherwise stated, such
as for some of our 32 qubit results) and therefore con-
stitute an exact simulation of the VQE algorithm for a
given PQC. We will therefore simply refer to our VTNE
optimization as VQE.

B. Ansätze

Below we outline the ansätze for the PQC in Eq. (3)
which are used throughout this manuscript.

1. Number preserving (NP) ansatz

The number preserving (NP) ansatz [35] is a
generalization of the Hamiltonian Variational Ansatz
(HVA) [52]. As discussed in Ref. [35], for a 2D square-
lattice system, a layer of the HVA applies a unitary op-
erator of the form

eitv2Hv2 eith2
Hh2 eitv1Hv1 eith1

Hh1 eitHoHo , (6)

where tHo , th1 , th2 , tv1 , tv2 are variational parameters.
Additionally, Ho consists of the on-site terms of the
Hamiltonian. The vertical hopping terms in the Hamilto-
nian are partitioned into components Hv1 ,Hv2 such that
each component consists of mutually commuting terms,
and the same is done with the horizontal hopping terms,
where the partitions are denoted as Hh1

,Hh2
. The NP

ansatz replaces each hopping and on-site term within Ho,
Hv1

, Hv2
,Hh1

, and Hh2
, with a general two-qubit NP op-

erator, which takes two parameters θ, ϕ:

UNP(θ, ϕ) =

1 0 0 0
0 cos θ i sin θ 0
0 i sin θ cos θ 0
0 0 0 eiϕ

 . (7)

This generalized HVA introduces independent parame-
ters for each term in the Hamiltonian, unlike the orig-
inal HVA [52], which introduces a single parameter for
each class of terms, e.g., for all horizontal hopping terms.
Therefore, while for the NP ansatz used here the number
of parameters in the optimization scales with the sys-
tem size, this is not the case in the original HVA. Since
sites that are adjacent in the 2D lattice system are not
necessarily adjacent in the 1D qubit encoding, a series of
fermionic SWAPs are needed to bring together these sites
in the circuit before applying the two-qubit NP opera-
tor. After we apply the NP operator, we apply fermionic
SWAPs to send the qubits back. As discussed in Ref. [35],
a simplified circuit has hopping terms between vertically
adjacent qubits implemented locally using an NP gate by
applying a parameterless fermionic SWAP gate

FSWAP =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 −1

 . (8)

A single layer of this ansatz consists of applying the UNP

gate to each pair of qubits coupled by the Hamiltonian of
Eq. (1), and requires 10NxNy−4Nx−4Ny parameters for
an Nx ×Ny lattice. Note that the number of parameters
in the NP ansatz scales to leading order as O(ℓNxNy),



4

where ℓ is the number of HVA layers. In contrast, the
number of parameters scales as O(ℓ) in the original HVA
of Ref. [33] (see Eq. (6)). Similar to Ref. [46], we apply
Rz(θ) gates to each qubit prior to the application of the
NP ansatz, which was found to improve optimization.

2. Excitation preserving (EP) ansatz

We also employ an excitation preserving (EP) ansatz,
which is very similar to the NP ansatz outlined above. As
implemented within Qiskit [53], we apply the two-qubit
gate

UEP(θ, ϕ) =

1 0 0 0
0 cos(θ/2) −i sin(θ/2) 0
0 −i sin(θ/2) cos(θ/2) 0
0 0 0 e−iϕ

 . (9)

This is very similar to the NP operator of Eq. (7). How-
ever, unlike the NP case, we do not perform fermionic
swaps between the qubits, but rather apply the gate to
neighboring qubits, where for two-dimensional lattices we
adopt a one-dimensional indexing scheme, with the in-
dex of a site (x, y) given by (x − 1)Ny + y. Therefore,
for one-dimensional lattices, the NP and EP ansätze are
essentially identical. However, while for two-dimensional
lattices the lack of fermionic swaps makes the EP ansatz
more straightforward to use than the NP, it also means
that vertically adjacent qubits are not coupled directly.
As a result, despite using two-qubit gates which are
closely related to those of the NP ansatz, the EP ansatz
is less tailored to the the physics of the Hubbard model
Eq. (1), as will also be reflected by our results on two-
dimensional lattices.

3. Unitary coupled cluster (UCC) ansatz

The unitary coupled cluster (UCC) ansatz consists of
applying excitation operators to the initial wavefunction
|ψ0⟩ as follows:

|ΨUCC⟩ = exp
(
T̂ − T̂ †

)
|Ψ0⟩ , (10)

T̂ =
occ∑
i

vir∑
a

θai â
†
aâi +

occ∑
ij

vir∑
ab

θabij â
†
aâ

†
bâj âi + · · · . (11)

Here the creation and annihilation operators â† and â act
on the occupied (i, j, . . .) and virtual ( a, b, . . .) orbitals
of the initial wavefunction, respectively.

We employ the factorized form of the UCC ansatz,

|ΨUCC⟩ =
occ∏
ij···

vir∏
ab···

Ûab···
ij··· |Ψ0⟩ , (12)

for which the individual gates are defined as

Ûab···
ij··· = exp

(
θab···ij··· (â

ab···
ij··· − âij···ab···)

)
âab···ij··· = â†aâ

†
b . . . âj âi .

(13)

We only include single- and double-excitation operators,
Ûa
i and Ûab

ij , within the so-called unitary coupled cluster
ansatz with singles and doubles (UCCSD). The UCCSD
ansatz, which we will refer to simply as the UCC ansatz,
is number preserving, similar to the NP and EP ansätze,
however, unlike the linear scaling of the number of pa-
rameters of those ansätze with system size (per layer),
UCCSD scales quadratically [54], becoming more com-
plex for larger systems.

III. RESULTS

We now systematically study the impact of varying
the number of variational parameters and the ansatz, the
strength of the electronic interactions, and the strength of
disorder and off-site Coulomb interactions, on the quality
of the VQE solutions of the Hubbard model with respect
to DMRG. Moreover, we benchmark the performance of
using an overlap-based optimization, compared to the
more conventional energy-based optimization. The op-
timized VQE energies for all cases presented below are
given in the Supplemetary Material.

A. Impact of the ansatz and the number of
variational parameters

We start our analysis by describing the VQE result for
the Hubbard model of different system sizes in d = 1 and
d = 2 square lattice geometries. We employ open bound-
ary conditions throughout. We will first explore how the
NP ansatz, which was designed specifically for solving
the Hubbard model on quantum hardware, performs as
a function of lattice size and number of ansatz parame-
ters. Our benchmarks make use of PQCs of up to thirteen
layers, with each layer contributing 10NxNy−4Nx−4Ny

parameters.
In Fig. 1a we plot for several one-dimensional lattices

the difference between our VQE energy and the DMRG
benchmark per lattice site, for U/t = 2. This interac-
tion strength lies in the weakly- to moderately-correlated
regime [32, 55]. As our ground state energy from VQE
we plot our best estimate, obtained as the lowest value
from ten independent optimizations with random start-
ing points. The shaded regions in Fig. 1a indicate the
full range of energies obtained over all optimizations.
While it is clear that the VQE optimization converges
to the ground state energy even for the larger lattices
as more parameters are added to the PQC, the conver-
gence becomes increasingly slow for larger lattice sizes,
and even plateaus to errors of order 10−2 in those cases.
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FIG. 1. Energy difference per lattice site, between VQE and DMRG ground state energies when using the NP and EP ansätze,
for 1D and 2D lattices, on a logarithmic scale. The shaded region indicates the difference between the minimum and maximum
ground state energies obtained using VQE with a total of ten different random starting points. The inset of panel b shows a
log-log plot of the minimum number of parameters needed to achieve an error per lattice site ∆ = 0.01, when using the NP
ansatz for 2D lattices.

For the 1× 12 lattice with 13 layers of the NP ansatz we
have also performed an extended optimization, where we
performed a hundred independent optimizations (rather
than ten) starting from different random parameters.
Nevertheless, even when we explore a larger part of phase
space, we do not find any appreciable reduction in the
ground state energy produced by VQE. Fig. 1b visual-
izes the performance of VQE on a logarithmic scale for
two-dimensional lattices at U/t = 2. We again see that
the convergence of VQE using the NP ansatz slows down
with increasing system size, consistent with our bench-
marks of the one-dimensional case.

To further understand the convergence behavior of
the VQE energy towards the DMRG value, we plot in
the inset of Fig. 1b the minimum number of parame-
ters that is required in order to reach an error value

∆ =
EVQE−EDMRG

N of 0.01 with the NP ansatz and for
2D lattices. We see that the necessary number of pa-
rameters to reach ∆ = 0.01 scales as (Nx × Ny)

n, with
n = 2.13. A similar power-law behavior with an expo-
nent n in the range of 1.6 − 2 is found for 1D systems
depending on the value of ∆.

We now turn to results obtained with the EP ansatz.

FIG. 2. Energy difference per lattice site, of the VQE ground
state from DMRG for a 2×3 lattice, as a function of the num-
ber of parameters in the NP and EP ansätze (corresponding
to 1 to 13 ansatz layers), and also when using the UCC ansatz.

Figs. 1c and 1d visualize the error per lattice site of VQE
with respect to DMRG for U/t = 2 and for one- and two-
dimensional lattices, respectively. As for the case of the
NP ansatz, we optimize PQCs of up to thirteen layers.
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For one-dimensional lattices, the performance of VQE
based on the EP ansatz is very similar to that of VQE
based on the NP ansatz. However, for two-dimensional
lattices, it is immediately evident that the VQE energy
converges to the DMRG one at a much slower rate than
when using the NP ansatz. Moreover, for larger lattices
we observe that the VQE energy plateaus at substantial
error values; when using 13 layers of this ansatz for a
3 × 3 lattice for example, the error per lattice site of
the VQE energy compared to the DMRG value is 0.019-
0.029, compared to 0.0003-0.001 for the NP ansatz. We
attribute this behavior to the fact that the EP ansatz
does not directly couple vertically adjacent qubits in two-
dimensional lattices, due to the lack of fermionic swaps,
hence missing a key part of the physics of the Hubbard
model in which entanglement is generated efficently and
directly between neighboring lattice sites.

The UCC ansatz is a popular choice for VQE calcula-
tions, particularly for chemistry applications. Given this
popularity, we benchmark in Fig. 2 the performance of
the NP, EP and UCC ansätze for the solution of a 2× 3
Hubbard model with U/t = 2. Unlike the layered NP
and EP ansätze, the UCC ansatz contains a set num-
ber of one- and two-electron excitation operators, and
a number of parameters that is determined only by the
lattice size. We see in Fig. 2 that for our case study,
the UCC ansatz requires significantly more parameters
(quadratic scaling, see Section II B) compared to NP or
EP PQCs of up to thirteen layers (linear scaling), thus
leading to a higher computational cost. Indeed we were
not able to study lattices larger than 2 × 3 using the
UCC ansatz due to the steep increase in the number of
optimization parameters - for a 3 × 3 lattice, the ansatz
has 3213 parameters, more than three times that of the
NP ansatz at thirteen layers. Moreover, we see in Fig. 2
that despite the larger number of optimization param-
eters associated with the UCC ansatz, there is no sig-
nificant improvement of the results compared to the EP
ansatz, while the NP ansatz significantly outperforms it.
In the future, it will be worthwhile to explore ways to
optimize the UCC ansatz for lattice model simulations
such as by adaptive approaches or by truncating excita-
tion operators through a ranking scheme of their relative
importance, which has been implemented for molecular
systems through an MP2 pre-optimization scheme [56].
Another striking observation when comparing the layered
ansätze is that, for small parameter numbers ≲ 150, the
EP ansatz actually slightly outperforms NP. However the
rate of convergence with the number of parameters slows
down markedly for the EP ansatz as this parameter num-
ber threshold is surpassed, and the NP ansatz systemat-
ically yields smaller errors. We find that it is a general
feature across different lattices that for smaller number
of parameters the NP and EP ansätze perform similarly,
however the energy error obtained from optimizing the
EP PQC plateaus for larger numbers of parameters.

U/t=8 - 1D

U/t=8 - 2D

U/t=2 and U/t=8 - 2D

a

b

c

FIG. 3. Energy difference per lattice site, of the VQE ground
state from DMRG 1D (panel a) and 2D (panel b) lattices,
when using the NP ansatz and for U/t = 8. In panel c we
compare the energy error per lattice site of the VQE ground
state between the cases of U/t = 2 (solid lines) and U/t = 8
(dashed lines) for 2D lattices.

B. Impact of interaction strength U/t

Up to this point, we have focused on the case with
interaction strength U/t = 2. However, for several appli-
cations of interest in condensed matter physics, stronger
electronic correlations become important, and previous
results on 1×8 Hubbard chains indicate that this regime
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a bU/t=2 with disorder U/t=2 with off-site Coulomb

FIG. 4. Comparison of the energy difference per lattice site, of the VQE ground state from DMRG for 2D lattices, when using
the NP ansatz and for U/t = 2, in the presence of disorder d (panel a) and off-site Coulomb interactions V (panel b). Solid
lines represent the case of no disorder/off-site Coulomb interaction d = 0, V = 0, dotted lines represent d = 0.2 and V = 0.2
respectively, while dashed lines represent d = 0.8 and V = 0.8 respectively.

might be more challenging to capture with VQAs [40].
To address the quality of VQE simulations in this strong
coupling regime, we set U/t = 8. Motivated by the re-
sults of Fig. 1, we adopt the NP ansatz in the following.
Figs. 3a and 3b demonstrate the convergence of the VQE
results towards the DMRG ones as a function of the num-
ber of parameters in the PQC for various lattice sizes in
1D and 2D, respectively. It becomes clear from these re-
sults that stronger electronic correlations pose more of a
challenge to accurate VQE simulations of the Hubbard
model, even when using the NP ansatz. To emphasize
this, we plot in Fig. 3c the VQE energy error per site
for 2D lattices, for U/t = 2 and U/t = 8. It is also
worth noting that similar to U/t = 2 and Fig. 1b, we find
for U/t = 8 that there is a power-law dependence of the
minimum number of parameters needed to achieve an ac-
curacy of ∆ = 0.01, on the lattice size, with an exponent
of n = 2.18 for 2D systems and n = 1.61 for 1D systems.
The challenge posed by systems with greater electronic

correlation motivates a search for an ansatz that is tai-
lored to the strong coupling regime, for example, one
that exploits the well-known mapping of the Hubbard to
the Heisenberg model at strong coupling. Another pos-
sibility to improve the ground state energies for strongly
correlated Hubbard models could be to use solutions to
the Heisenberg model as starting points for VQE, as was
recently proposed [57].

C. Impact of disorder and off-site Coulomb
interactions

An important factor towards increasingly realistic ma-
terials simulations on quantum hardware is spatial inho-
mogeneity not present in the simple Hubbard model of
Eq. (1). Indeed, the material-specific Hubbard models
of the form (2), derived through methodologies such as
ab initio downfolding [23–25] and embedding [26, 27],

allow for spatial variations in the hopping and interac-
tion parameters, e.g., due to static disorder present in
the material.

We therefore now consider the impact of such disorder
on the accuracy of VQE simulations of Hubbard models.
To do so, we study the ground state properties of the
Hamiltonian

H = −
∑
σ

∑
⟨RR′⟩

tRR′aσ†R aσR′ + U
∑
R

nR↑nR↓, (14)

where we now have disorder in the nearest-neighbor hop-
ping (R ̸= R′) and chemical potential (R = R′) terms,
tRR′ = t ·δ⟨RR′⟩+δtRR′ . The function δ⟨RR′⟩ is equal to
one for nearest neighbors, and zero otherwise, since the
chemical potential in our system is set to zero. The dis-
order enters via δtRR′ = d ·N (0, 1), with d a user-defined
parameter for the magnitude of the disorder and N (0, 1)
a function drawing a random number from a Gaussian
distribution of zero mean and unit variance. In this way
we ensure that the values of tRR′ of nearest neighbor hop-
ping are centered around t, and the chemical potential is
centered around zero, both with a standard deviation of
d. In Fig. 4a we plot the error per lattice site of the VQE
ground state energies with respect to the DMRG ones,
for different lattices and as a function of the number of
optimization parameters in the ansatz. We use disorder
values of d = 0.2 and d = 0.8. We observe a small in-
crease in the error of the VQE energies as compared to
the homogeneous case (d = 0), however this increase is
not monotonic with the value of d. Despite this small in-
crease in the VQE energy error, these results suggest that
even for disordered systems with nonuniform parameters,
VQE using the NP ansatz can recover the ground state
of the Hubbard model with reasonable accuracy, within
different regimes of disorder.

So far we have focused on Hubbard models where
Coulomb interactions are present only on-site. However,
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Energy- vs overlap-based optimization

U/t=2 - 1D

U/t=2 - 2D

a

b

U/t=8 - 1D

U/t=8 - 2D

c

d

FIG. 5. Comparison of the energy difference per lattice site, of the VQE ground state from DMRG, as obtained from an
energy-based optimization (solid lines) and an overlap-based optimization (dashed lines), when using the NP ansatz. The
different panels visualize the results for 1D and 2D lattices, and for the cases U/t = 2 and U/t = 8.

in realistic material systems there are also longer-range
interactions present, which motivates us to investigate
the impact of including a finite nearest-neighbor repul-
sive Coulomb interaction V in our model, i.e., to consider
models of the form

H = −t
∑
σ

∑
⟨RR′⟩

aσ†R aσR′ + U
∑
R

nR↑nR↓

+V
∑
σσ′

∑
⟨RR′⟩

nRσnR′σ′ . (15)

In Fig. 4b we visualize the energy error per lattice site
of the VQE solutions of the Hubbard model on 2D lat-
tices, with respect to the DMRG energy, as a function
of the number of parameters used in the optimization,
and for different values of V , specifically V = 0 (solid
lines), V = 0.2 (dotted lines) and V = 0.8 (dashed lines).
Similar to the case of Fig. 4a of having finite disorder in
the lattice, we see that while indeed having off-site in-
teractions generally leads to slightly larger errors in the
VQE energy, the increase of the error is non-monotonic
with V . The fact that VQE with the NP ansatz seems

capable of accurately describing spatially inhomogeneous
systems with Coulomb interactions beyond on-site is en-
couraging for the simulation of increasingly complex and
inhomogeneous systems on quantum hardware. We re-
late this capability to the fact that, unlike in the original
HVA ansatz [33], the NP ansatz contains independent
variational parameters on every link that appears in the
Hamiltonian.

D. Impact of using an overlap-based optimization

Here we compare the performance of conventional
VQE, where we drive the optimization by minimizing the
energy expectation value of the wavefunction, to overlap-
based optimization, where we minimize the logarithm of
the infidelity with respect to the DMRG ground state
(eq. (5)). In Fig. 5 we visualize the energy error per lat-
tice site of VQE based on overlap optimization (dashed
lines), alongside the values previously obtained from en-
ergy optimization (solid lines), for 1D and 2D lattices,
and for the cases of U/t = 2 and U/t = 8. We find that in
the one-dimensional case the overlap-based optimization
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a b
U/t=2 -2D U/t=8 -2D

FIG. 6. Comparison of the fidelity of the VQE ground state with respect to DMRG, as obtained from an energy-based
optimization (solid lines) and an overlap-based optimization (dashed lines), when using the NP ansatz, and for 2D lattices with
U/t = 2 (panel a) and U/t = 8 (panel b).

leads to a small improvement of the VQE energies, for
both U/t = 2 and U/t = 8. This suggests that the resid-
ual energy error for larger lattices is a result of the com-
plex cost function landscape rather than the expressivity
of the NP ansatz. However, for two-dimensional lattices
we find no substantial differences between the two meth-
ods, and the energy-based optimization can even slightly
outperform the overlap-based one in some cases.

It is also worth investigating how the energy- and
overlap-based optimization perform in terms of produc-
ing high-fidelity VQE ground states. Figs. 6a and 6b
visualize the fidelity F = | ⟨ΨVQE|ΨDMRG⟩ |2 of the VQE
ground state, when using the NP ansatz for 2D lattices,
and for U/t = 2 and U/t = 8. We see that with the
addition of more parameters to the optimization, both
methods converge towards the limit of F = 1, except for
the largest system size 3 × 3. However, the convergence
of the overlap-based optimization is generally faster, es-
pecially for larger lattices, a feature which is particularly
prominent in the case of U/t = 8, where strong elec-
tronic correlations are present. The fact that the overlap-
based optimization performs better in terms of yielding
higher-fidelity ground states is not surprising, given that
this method is tailored specifically to minimize the loss
function of eq. (5), i.e., to minimize the infidelity of the
VQE ground state. However, it is worth emphasizing
that the higher fidelity solutions produced via overlap-
based optimization do not always possess lower energies
compared to the lower-fidelity wavefunctions obtained
via energy-based minimization. An example of this is
seen for 3×3 lattices, and for both U/t = 2 and U/t = 8.
While overlap-based optimization produces ground states
of higher fidelities as seen in Fig. 6, the energy error of
these states is in fact larger than that from energy-based
optimization, as seen in Fig. 5.

0.1

0.02

0.05

0.4

FIG. 7. Converged energy difference of VQE and DMRG
energy per lattice site, for a 4×4 Hubbard model with U/t =
2, and for different starting points of the optimization. Both
levels of theory employ a bond dimension of χ = 512. Here
we use 12 layers of the NP ansatz, corresponding to 1,568
optimization parameters within VQE.

E. Scaling up and extracting correlation functions

Our results so far have demonstrated that convergence
of the VQE energy to the DMRG value with respect
to the number of the optimization parameters becomes
slower for larger lattice sizes. It is therefore interesting to
explore this convergence in more detail for a larger lattice
of size 4 × 4 for U/t = 2, to examine whether this trend
holds even for larger systems. Since each lattice site can
be occupied by a spin-up and/or a spin-down electron,
this corresponds to 4×4×2 = 32 qubits. Due to the large
computational cost associated with simulating a lattice of
this size, we restrict the bond dimension of the MPS rep-
resentation within our VTNE approach, and also within
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FIG. 8. Spin correlation function ⟨C1j⟩ (panel a) and ⟨Cij⟩ (panel b at the DMRG level, panel c within energy-based VQE,
and panel d within overlap-based VQE), for a 1× 6 Hubbard model with U/t = 8. Panels e-h visualize the same quantities for
a 1× 12 Hubbard chain instead.

DMRG, to χ = 512. Here we also set d = V = 0. As in
previous cases, we initialize ten VQE optimizations from
different, random starting points. Two of these failed to
converge, and for the remaining eight we visualize their
converged energy errors per lattice site with respect to
DMRG in Fig. 7. The lowest energy obtained through
VQE optimization, with 12 NP ansatz layers correspond-
ing to 1,568 parameters, has a relative error of 2.2% in
its energy, compared to the DMRG value. This demon-
strates that even for these larger lattices, reasonable ac-
curacy for the ground state of the Hubbard model can be
achieved using VQE, as long as enough parameters are
included in the optimization.

Overall, our work so far has focused on the quantita-
tive benchmarking of VQE simulations of the Hubbard
model. However, qualitative features of the model can
be important to reproduce, and indeed VQAs have been
shown in various examples to yield ground states that
display the well-known antiferromagnetic behavior of the
Hubbard model in the strong coupling regime [31, 40].
Our VQE implementation based on tensor networks can
recover such behaviors; in Fig. 8, we visualize the spin
correlation function

⟨Cij⟩ = ⟨Sz
i S

z
j ⟩ − ⟨Sz

i ⟩⟨Sz
j ⟩ (16)

in the case of U/t = 8 for a 1×6 and 1×12 chain, within
VQE based on energy- and overlap-based optimizations,
and within DMRG. To obtain the VQE results here we
have used 13 layers of the NP ansatz. We observe that for
the smaller chain, the spin properties from both VQE ap-
proaches and DMRG are in near perfect agreement. For
the larger 1 × 12 chain, VQE based on an energy mini-
mization fails to fully capture longer-range spin correla-
tions, in agreement with previous findings [39, 40]. How-
ever, the VQE ground state obtained through overlap-
based optimization is in near-perfect agreement to the
DMRG one in terms of its long-range spin correlation,

highlighting the utility of this approach for computing
such features.

IV. CONCLUSIONS AND OUTLOOK

In this work we have presented a rigorous benchmark
of the quantitative features of the solution of the Hub-
bard model using variational quantum eigensolvers. We
find that the NP ansatz of Ref. [35] yields energies with
the smallest error relative to a DMRG reference, com-
pared to the EP and UCC ansätze. However, even when
using the NP ansatz, the error in the ground state energy
increases for larger lattices, and ultimately plateaus with
increasing number of optimization parameters. More-
over, we have found that systems with stronger electronic
correlations pose an even greater challenge in terms of
their accurate quantitative description, and require more
optimization parameters. At the same time, spatial in-
homogeneity in the parameters of the Hubbard model
does not seem to strongly affect the convergence rate of
the results, nor does the addition of nearest-neighbor
Coulomb interactions. This is encouraging as we are
moving towards the description of more complex ver-
sions of the Hubbard model, representing real materi-
als through schemes such as ab initio downfolding. We
have also shown, in agreement with previous work, that
the qualitative characteristics of the ground state wave-
function of the one-dimensional Hubbard model repro-
duce the expected magnetic behavior depending on the
U/t ratio. We found that while for smaller lattices the
VQE solutions obtained via energy minimization can give
quantitatively accurate results for spin correlation func-
tions, for larger systems it struggles to capture long-range
correlations. However, a VQE optimization based on
maximizing the overlap to the solution of a classical ref-
erence method succeeds in describing these long-range
phenomena. While of course ultimately it is the goal of
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the community to utilize quantum computers to obtain
the properties of Hubbard model ground states for sys-
tems beyond the reach of classical methods, where com-
puting the overlap to the “true” ground state will not
be possible, this result still highlights the potential of an
overlap-based optimization using an approximate clas-
sical reference state to provide a strong starting point
for energy-based VQE. The overlap-based optimization
results also highlight that the NP ansatz is expressive
enough to capture features like long-range correlations,
suggesting that improvements to the energy-based opti-
mization approach may be able to remedy these issues.

Moving forward, it will be important to extend the
applicability of current approaches to the solution of
Hubbard models with multiple electronic bands, as these
multi-band models describe several physical phenomena
of relevance to applications, including superconductivity
and excitonic insulating behavior [19, 58–60]. Given the
challenge with systematically converging to the global
energy minimum with current variational approaches as
demonstrated here, even in the one-band case and partic-
ularly for the strongly correlated regime, it will be impor-
tant to develop flexible approaches to achieve this. One

possibility is to explore other ansatz generation schemes,
such as adaptive ansätze [43, 61–65] or problem-inspired
ansätze tailored for the strongly-correlated regime.
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