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Charged-current neutrino interactions with final states containing zero mesons and at least one
proton are of high interest for current and future accelerator-based neutrino oscillation experiments.
Using the Booster Neutrino Beam and the MicroBooNE detector at Fermi National Accelerator
Laboratory, we have obtained the first double-differential cross section measurements of this channel
for muon neutrino scattering on an argon target with a proton momentum threshold of 0.25 GeV/c.
We also report a flux-averaged total cross section of σ = (11.8 ± 1.2) × 10−38 cm2 /Ar and several
single-differential measurements which extend and improve upon previous results. Statistical and
systematic uncertainties are quantified with a full treatment of correlations across 359 kinematic
bins, including correlations between distributions describing different observables. The resulting
data set provides the most detailed information obtained to date for testing models of mesonless
neutrino-argon scattering.

I. INTRODUCTION

Accelerator-based measurements of neutrino oscilla-
tions will be critical for definitively answering key open
questions in high-energy physics, including whether
charge-parity (CP ) violation [1] occurs in the lepton sec-
tor, whether sterile neutrino species [2] (which do not
participate in the weak interaction) exist, and whether
ν3 is the heaviest or lightest of the known neutrino mass
eigenstates [3]. In the coming years, the Fermilab-based
Short Baseline Neutrino (SBN) program [4] and Deep
Underground Neutrino Experiment (DUNE) [5] will both
pursue high-precision neutrino oscillation analyses using
liquid argon time projection chambers (LArTPCs) as the
primary detector technology. Maximizing the discovery
potential of these large experimental efforts will require
substantial improvements to the present understanding
of GeV-scale neutrino-nucleus scattering physics [6]. An
emerging literature of neutrino-argon cross-section mea-
surements [7], pioneered by the ArgoNeuT [8] and Micro-
BooNE [9] LArTPC experiments, will provide the most
direct constraints for refining interaction models to the
precision needed for SBN and DUNE.
This article contributes to that effort by presenting

measurements of differential cross sections for charged-
current (CC) νµ scattering on argon leading to final states
containing no mesons and one or more protons. This

∗ microboone info@fnal.gov

event topology (hereafter abbreviated as CC0πNp) is
the dominant neutrino interaction channel for the SBN
program, and its contribution is expected to remain im-
portant for DUNE oscillation analyses. The results pre-
sented herein build upon a previous MicroBooNE inves-
tigation [10] which measured single-differential neutrino-
argon cross sections in the CC0πNp channel for the first
time. The present work leverages subsequent improve-
ments to the MicroBooNE simulation [11], reconstruc-
tion [12], and systematic uncertainty quantification [13]
to achieve more detailed measurements, including mul-
tiple double-differential distributions. The analysis also
benefits from a significantly larger data set, which was
recorded by the MicroBooNE detector [9] with a total
exposure of 6.79 × 1020 protons on target (POT) from
the Fermilab Booster Neutrino Beam (BNB) [14].

Various kinematic distributions involving the three-
momenta of the final-state muon and leading proton are
measured and compared to simulations in this article. An
innovative feature of the data set is the strategy used for
its presentation; covariances between all 359 kinematic
bins studied in the analysis are reported and used to
quantify an overall goodness-of-fit of theoretical predic-
tions. The full group of cross-section measurements may
thus be regarded as a single result with greater combined
model discrimination power (due to the need to describe
inter-distribution correlations) than its constituent parts.
Together with the inclusive cross-section measurements
recently reported by MicroBooNE in Refs. [15, 16], this
analysis thus represents a first application of the “block-
wise unfolding” technique proposed in Ref. [17].
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The experimental setup and simulations used in the
analysis are described in Sec. II. Section III presents the
signal definition and the event selection criteria. Sec-
tion IV discusses the strategy for reporting the results,
including the observables measured and the general ap-
proach to corrections for imperfect event reconstruction.
The procedures used to estimate uncertainties and con-
vert measured event distributions to cross sections are
documented in Secs. V and VI, respectively. Section VII
reports the cross-section results and compares them to
several model predictions. Finally, Sec. VIII contains a
summary and conclusions.

II. MICROBOONE EXPERIMENT AND
SIMULATION

The MicroBooNE detector [9] is a LArTPC that op-
erated in the BNB from 2015–2021. The detector’s 85-
tonne active mass of liquid argon was exposed to a 273
V/cm electric field and instrumented with three wire
planes and thirty-two photomultiplier tubes (PMTs).
Acrylic disks coated with tetraphenyl butadiene (TPB)
were placed in front of the PMTs to convert the 128-
nm argon scintillation light into visible wavelengths for
efficient detection.
Neutrinos from the BNB are generated by bombarding

a beryllium target with 8-GeV protons. Secondary par-
ticles produced by the proton collisions are focused by a
magnetic horn and decay in flight. The decay products
are directed toward a beam stop made of steel and con-
crete that absorbs particles other than neutrinos. During
operation, the MicroBooNE detector was located 463 m
downstream from the target along the beam axis. The
BNB neutrino flux at this position is dominated by muon
neutrinos with a mean energy of 0.8 GeV. Minor contri-
butions from ν̄µ (5.8%) and a mixture of νe and ν̄e (0.5%
combined) are also present.
Interpretation of the data obtained from the Micro-

BooNE detector is enabled by a suite of Monte Carlo
simulations that provide comprehensive modeling of the
entire experiment. Neutrino beam production is simu-
lated using the Geant4 framework [18, 19] and a detailed
representation of the BNB apparatus developed by the
MiniBooNE collaboration [14].

A. Neutrino interaction model

Neutrino interactions are modeled in the MicroBooNE
simulation chain using version 3.0.6 of the GENIE neu-
trino event generator [20–22] with the G18 10a 02 11a
configuration. This configuration includes a local Fermi
gas (LFG) representation of the nuclear ground state [23]
and the Valencia model for quasielastic (QE) and two-
particle two-hole (2p2h) interactions in the CC chan-
nel [24–28]. Resonance production (RES) is simulated
with the model of Kuzmin-Lyubushkin-Naumov and

Berger-Sehgal (KLN-BS) [29–32], deep inelastic scatter-
ing [33] (DIS) is described using the structure functions
of Bodek and Yang [34, 35], and coherent pion production
(COH) follows the Berger-Sehgal approach [36]. Intranu-
clear hadronic final-state interactions (FSI) are simulated
using the hA2018 model [37]. Several model parame-
ters relevant for calculations of neutrino-nucleon cross-
sections were tuned by the GENIE collaboration to data
sets from bubble chamber experiments [38].
The GENIE v3.0.6 G18 10a 02 11a configuration de-

scribed above was modified with MicroBooNE-specific
tuning [11] of two CCQE and two CC2p2h model pa-
rameters to data from the T2K experiment reported in
Ref. [39]. The resulting interaction model is referred to
as the MicroBooNE Tune in the remainder of this article.

B. Detector simulation

Final-state particles produced in GENIE events are
transported through the MicroBooNE detector geometry
using version 10.3.3 of Geant4 [18, 19]. The response of
the detector electronics to these particles is modeled us-
ing a custom simulation implemented within the LArSoft
framework [40]. This detector response model includes
data-driven treatments of position dependence in the
wire responses, distortion of the time projection chamber
(TPC) electric field due to buildup of slow-moving posi-
tive ions (space-charge effects), and dynamically-induced
charge [41–45].
Backgrounds generated by cosmic rays and other

sources unrelated to the neutrino beam are directly mea-
sured in the analysis using beam-off data samples col-
lected at times when the BNB was not active. To en-
sure that these backgrounds are properly treated when
reconstructing simulated neutrino interactions, an over-
lay technique is used; simulated TPC wire and PMT
waveforms induced by GENIE neutrino scattering events
are superimposed on measured waveforms from beam-off
data before analysis [46].

III. SIGNAL DEFINITION AND EVENT
SELECTION

A neutrino scattering event is considered part of the
signal for this analysis if it fulfills the following criteria:

(1) A muon neutrino undergoes a CC interaction with
an argon nucleus.

(2) The final state contains at least one proton.

(3) The momentum of the outgoing muon lies within
the interval [0.1, 1.2] GeV/c.

(4) The momentum of the leading final-state proton
(i.e., the proton with the highest momentum) lies
within the interval [0.25, 1.0] GeV/c.
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(5) The final state contains zero mesons and zero
antimesons.

The momentum limits on the muon and leading proton
in signal requirements (3) and (4) are motivated by con-
siderations of efficiency, resolution, and systematic un-
certainties. Apart from adjustments to these momentum
limits, the signal definition given above is the same as the
one adopted in the previous MicroBooNE CC0πNp anal-
ysis [10].

A. Reconstruction workflow

Identification of candidate CC0πNp signal events in
this article relies upon an automated event reconstruc-
tion workflow implemented within the Pandora multi-
algorithm pattern-recognition toolkit [47]. The individ-
ual hits reconstructed from the pulses recorded by each
of the TPC wire planes are clustered in 2D and then cor-
related to produce 3D particle candidates. Collections of
nearby particle candidates are grouped into slices, and
information from both the TPC and PMTs is used to
identify a maximum of one slice per event that contains
a candidate neutrino interaction. Algorithms to calcu-
late additional reconstructed quantities, such as the par-
ticle identification score described in Ref. [12] and the
muon momentum estimator described in Ref. [48], are
combined with this generic neutrino selection to perform
the analysis.

B. Event categories

Plots of reconstructed event distributions in Fig. 1 and
Figs. 7–14 show the prediction of the MicroBooNE simu-
lation as a stacked histogram that distinguishes between
the following categories of events:

Signal: All events which satisfy signal requirements (1)
to (5) and have a true neutrino vertex position that
falls within the fiducial volume defined in selection
requirement (I) from Sec. III C. Signal events are di-
vided into subcategories based on whether the pri-
mary interaction mode is QE, 2p2h, or any other
process. The last of these subcategories is domi-
nated by resonant pion production followed by in-
tranuclear pion absorption.

Out FV: Events in which the true neutrino vertex falls
outside of the fiducial volume (FV). This category
includes all final-state topologies since it is defined
solely in terms of the true vertex location.

CCNπ: Events containing a charged-current νµ inter-
action which produces one or more final-state pi-
ons of any charge. These fail to satisfy signal re-
quirement (5). Note that νµ CC events containing
final-state mesons other than pions fall into another
event category.

CC0π0p: Charged-current νµ events containing zero
final-state pions of any momentum and zero pro-
tons within the true momentum limits imposed by
signal requirement (4). Events with any number of
mesons other than pions are allowed in this cate-
gory.

Other CC: Charged-current νµ events which do not fall
into any of the previous categories. Among these
are events which would otherwise be signal but do
not satisfy the muon momentum limits imposed by
signal requirement (3). This category also includes
events containing at least one proton within the
momentum limits from signal requirement (4) to-
gether with one or more mesons other than pions.

νe CC: Events involving a charged-current νe interac-
tion inside the fiducial volume. These fail to satisfy
signal requirement (1).

NC: Events in which a neutrino or antineutrino of
any flavor undergoes a neutral-current interaction
within the fiducial volume. These fail to satisfy
signal requirement (1).

Beam-off: Cosmic-ray-induced backgrounds.

Other: All events which do not fall into one of the other
categories defined above. This category is domi-
nated by CC interactions of antineutrinos.

C. Inclusive νµνµνµ CC preselection

Following automated reconstruction using the Pandora
framework, twelve event-selection criteria are applied to
distinguish the CC0πNp signal from other event topolo-
gies. These criteria are divided into a preselection that
seeks to identify inclusive νµ CC events (described in the
following paragraphs), quality checks to eliminate events
with a poorly-reconstructed final-state muon (Sec. IIID),
and additional requirements designed to isolate mesonless
final states containing one or more protons (Sec. III E).
Overall performance of the selection is then discussed in
Sec. III F, including evolution of the efficiency and purity
as each requirement is applied.
In order of application, the selection criteria used to

identify νµ CC candidate events are as follows:

(I) The position of the reconstructed neutrino vertex
must lie within a fiducial volume representing a re-
gion in which the efficiency of the remainder of the
selection is appreciable and the detector response
is well-understood. The fiducial volume chosen
for this analysis is a rectangular prism with most
boundaries parallel to and 21.5 cm inward from the
edges of the active volume of the MicroBooNE de-
tector. The only exception is the boundary that
is perpendicular to the beam on the downstream
side. This boundary is chosen to be 70 cm inward
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FIG. 1. Distribution of topological score values obtained when
applying the νµ CC inclusive preselection. The portion near
zero is dominated by beam-off events as expected. The green
arrow points into the region in which events are accepted by
selection requirement (III). The dashed lines indicate the total
uncertainty on the simulation prediction evaluated according
to the prescription given in Sec. V. The lower panel shows the
ratio of the data to the simulation prediction. The same total
uncertainty band is represented by the shaded gray region.

from the edge of the active volume to enable better
acceptance of forward-going muons.

(II) Starting points for all reconstructed primary par-
ticles (i.e., those labeled by the reconstruction as
direct progeny of the neutrino) are required to lie
within a looser containment volume offset inward
from the active volume edges by 10 cm on all sides.

(III) The topological score [49] assigned to the event
must be greater than 0.1. This score represents
the output of a support-vector machine designed to
classify events as either neutrino-like (scores near
1) or cosmic-ray-like (scores near 0). Figure 1
shows the measured distribution of this variable,
obtained at this stage of the selection, compared
to the prediction from the MicroBooNE simulation
chain. The topological score threshold of 0.1 is suf-
ficient to remove a large fraction of beam-off and
out-of-fiducial-volume backgrounds.

(IV) The event must contain a muon candidate, which
is defined as a reconstructed primary particle that
satisfies the following criteria:

a. The track score [49, 50] assigned to the par-
ticle by the reconstruction must be greater
than 0.8. This score classifies reconstructed
particles as shower-like (values near 0) and
track-like (values near 1). This requirement
slightly increases the muon purity (see Fig. 2).
The “cosmic” (“beam-off”) category in the
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FIG. 2. Track score criterion applied to all reconstructed pri-
mary particles when searching for a muon candidate. The
green arrow points into the region in which particle candi-
dates are accepted. The percentages in the legend indicate
the fraction of reconstructed particles of each type before the
illustrated selection is applied. The lower panel shows the ra-
tio of the data to the simulation prediction. The uncertainty
on the simulation prediction is represented by the dashed lines
in the top panel and the gray region in the bottom panel.

legend represents reconstructed particle can-
didates attributed to cosmic-ray activity in
events that include (do not include) a sim-
ulated neutrino interaction. All other cate-
gories represent reconstructed particle candi-
dates that correspond to a specific kind of true
particle produced by a simulated neutrino in-
teraction.

b. The Euclidean distance between the particle’s
reconstructed starting position and the recon-
structed neutrino vertex must be less than 4
cm (see Fig 3). This is a minor quality check
to ensure that the muon candidate is cor-
rectly associated with the reconstructed neu-
trino vertex.

c. The length of the particle track must be
greater than 10 cm (see Fig 4). Tracks below
this length are overwhelmingly generated by
protons and cosmic activity. The lower limit
on the muon momentum applied in signal re-
quirement (3) helps to mitigate the impact of
this cut on the efficiency for very low-energy
muons.

d. The log-likelihood ratio particle-identification
(LLR PID) score assigned to the particle must
exceed 0.2 (see Fig. 5). This score is cal-
culated by comparing track hit information
from all three TPC wire planes to theoretical
templates for muons and protons. The loga-
rithm of a likelihood ratio for these two parti-
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FIG. 3. Distribution of distances between the reconstructed
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type before the illustrated selection is applied. The lower
panel shows the ratio of the data to the simulation prediction.
The uncertainty on the simulation prediction is represented
by the dashed lines in the top panel and the gray region in
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cle identification hypotheses is then converted
to a score where -1 is most proton-like and
1 is most muon-like. Reference [12] describes
this particle identification technique in greater
detail.

In cases where two or more reconstructed primary
particles satisfy these criteria, the one with the
highest LLR PID score (most muon-like) is con-
sidered the muon candidate.

D. Muon momentum reconstruction quality checks

Three additional selection criteria are applied imme-
diately after the νµ CC preselection to ensure adequate
reconstruction of the outgoing muon momentum. In or-
der of application, they are as follows:

(V) The muon candidate track must have a recon-
structed end point within the containment vol-
ume defined in selection requirement (II). Requir-
ing containment allows for a reliable track-length-
based estimate of the muon momentum. This cri-
terion substantially improves the resolution when
reconstructing the muon momentum and derived
quantities (e.g., δpT ) at the cost of a notable drop
in efficiency.

(VI) Muon momentum estimators based on multiple
Coulomb scattering [48] (pMCS

µ ) and based on track
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FIG. 4. Track length criterion applied to reconstructed pri-
mary particles when searching for a muon candidate. The
green arrow points into the region in which particle candi-
dates are accepted. The percentages in the legend indicate
the fraction of reconstructed particles of each type before the
illustrated selection is applied. The lower panel shows the ra-
tio of the data to the simulation prediction. The uncertainty
on the simulation prediction is represented by the dashed lines
in the top panel and the gray region in the bottom panel.

length [51] (prangeµ ) for the muon candidate track
must agree with each other within 25%, i.e., they
must satisfy the relation

∣∣prangeµ − pMCS
µ

∣∣
prangeµ

< 0.25 . (1)

This requirement removes events in which only a
portion of the full muon track is successfully recon-
structed.

(VII) The track-length-based estimator for the recon-
structed muon momentum prangeµ must lie within
the limits imposed by requirement (3) from the sig-
nal definition: 0.1 GeV/c ≤ prangeµ ≤ 1.2 GeV/c.

E. 0πNp0πNp0πNp selection

The remaining five criteria from the full CC0πNp se-
lection are intended to isolate final states containing zero
mesons and one or more protons. In order of application,
they are

(VIII) All reconstructed primary particles must have a
track score higher than 0.5 (track-like). This re-
quirement eliminates events containing electromag-
netic showers, which are not expected for mesonless
νµ interactions.

(IX) At least one reconstructed primary particle that
is not the muon candidate must be present in the
event. All such particles are considered proton can-
didates.
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FIG. 5. Log-likelihood ratio particle ID score for recon-
structed primary particles under consideration as possible
muon candidates. The green arrow points into the region
in which muon candidates are accepted by the selection.
The percentages in the legend indicate the fraction of recon-
structed particles of each type before the illustrated selection
is applied. The lower panel shows the ratio of the data to
the simulation prediction. The uncertainty on the simulation
prediction is represented by the dashed lines in the top panel
and the gray region in the bottom panel.

(X) All proton candidates must have reconstructed end
points that lie within the containment volume de-
fined in selection requirement (II). This is a quality
requirement intended to ensure that a track-length-
based estimator of the proton momentum will be
valid. Containment of the end point for the muon
candidate is already enforced by selection require-
ment (V).

(XI) All proton candidates must have an LLR PID score
less than 0.2 (see Fig. 6). The chosen cutoff value
comes close to optimizing the product of efficiency
and purity while maintaining good acceptance of
low-momentum protons.

(XII) The longest proton candidate track must have a
length-based momentum estimator prangep that falls
within the limits given in requirement (4) from
the signal definition: 0.25 GeV/c ≤ prangep ≤
1.0 GeV/c.

F. Overall selection performance

Events that satisfy all twelve selection requirements
described in the previous subsections are considered the
CC0πNp candidates of interest for this analysis. The
full CC0πNp selection achieves an estimated overall effi-
ciency of 12.3% and a purity of 78.5%. The evolution of
these quantities as each requirement is applied is shown
in Table I, as well as the relative efficiency (“Rel. eff.”),
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FIG. 6. Log-likelihood ratio particle ID requirement applied
to proton candidates in selection requirement (XI). The green
arrow points into the region in which proton candidates are
accepted. The percentages in the legend indicate the fraction
of reconstructed particles of each type before the illustrated
selection is applied. The lower panel shows the ratio of the
data to the simulation prediction. The uncertainty on the
simulation prediction is represented by the dashed lines in
the top panel and the gray region in the bottom panel.

TABLE I. Evolution of the selection efficiency, purity, and
relative efficiency as the various requirements described in
the text are applied.

Requirement Index Eff. Purity Rel. eff.
No cuts − 1.0000 0.0230 −
In FV (I) 0.7817 0.2084 0.7817
Starts contained (II) 0.7258 0.2114 0.9284
Topological score (III) 0.6418 0.2945 0.8843
CC incl (IV) 0.5720 0.3442 0.8913
µ contained (V) 0.2381 0.3382 0.4162
µ quality (VI) 0.1960 0.3967 0.8233
µ momentum limits (VII) 0.1956 0.4044 0.9977
No showers (VIII) 0.1716 0.4772 0.8775
Has p candidate (IX) 0.1514 0.5300 0.8822
p contained (X) 0.1435 0.5724 0.9482
p PID (XI) 0.1249 0.7781 0.8700
p momentum limits (XII) 0.1233 0.7851 0.9872

which is defined as the ratio of the selection efficiency
after the current requirement is applied to the efficiency
before it is applied. Equivalently, it is the efficiency calcu-
lated considering only those signal events accepted after
applying all previous criteria.

IV. DATA PRESENTATION STRATEGY

The selection defined in the previous section is used in
the remainder of this article to obtain single- and double-
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differential cross sections for a variety of kinematic vari-
ables. To maximize the usefulness of these measurements
for the neutrino interaction modeling community, an in-
novative strategy for reporting the results has been de-
veloped.
In previous MicroBooNE cross-section publications,

and typically in the experimental neutrino scattering lit-
erature as a whole, individual kinematic distributions
are treated as entirely separate entities. For exam-
ple, in the article describing the previous MicroBooNE
CC0πNp analysis [10], single-differential cross sections
are shown for both the muon momentum and scattering
angle (among several other observables), but the covari-
ance matrices used to report the measurement uncertain-
ties consider only correlations between bins of the same
variable. Readers are thus obliged to treat each reported
differential cross section as if it was obtained in isola-
tion from all others. This reduces the power of the full
multivariable data set since external users must either ig-
nore correlations between the observables that are known
to be important (e.g., those introduced by limited data
statistics and systematic uncertainties on the neutrino
flux prediction), invent ad hoc correlations that may be
inaccurate, or consider only a single variable at a time
when performing model comparisons. This problem has
been encountered and discussed previously in the neu-
trino interaction literature [52], but standard practices
for experimental data releases have not yet been adjusted
to address it.
The present analysis overcomes this limitation by pro-

viding comprehensive uncertainties for all final results;
cross sections are reported in a binning scheme that in-
volves multiple variables, and an overall covariance ma-
trix is computed that accounts for the measurement un-
certainties and correlations between all pairs of bins. To
avoid double-counting in the cross-section extraction pro-
cedure, bins describing the same kinematic distribution
are grouped into distinct blocks. As described in the
sections that follow, some mathematical operations are
applied to each block independently, but the blockwise
results are later merged together to form the final group
of measurements.

A. Observables measured

Various observables related to the 3-momenta of the
outgoing muon (pµ) and leading proton (pp) are mea-
sured in this analysis. Studies of sub-leading protons in
the CC0πNp channel are reserved for later work. In ad-
dition to the magnitude of the momentum for the muon
(pµ) and leading proton (pp) and their scattering angles
(θµ and θp, defined with respect to the neutrino direction
+ẑ), differential cross sections in several other variables
are reported. These include the opening angle θµp be-
tween the muon and leading proton

θµp ≡ arccos

(
pµ · pp

pµ pp

)
, (2)

as well as the magnitude δpT of the transverse missing
momentum

δpT ≡ pT
µ + pT

p . (3)

Here, pT
µ is the vector projection of the muon momentum

transverse to the neutrino beam direction and pT
p is the

same for the leading proton. These vectors have magni-
tudes pTµ and pTp respectively. One may also describe the

angular orientation of δpT with respect to pT
µ using the

angle

δαT ≡ arccos

(
−pT

µ · δpT

pTµ δpT

)
(4)

as well as the vector components

δpTx
≡ (ẑ× pT

µ ) · δpT

pTµ
, (5)

and

δpTy
≡ −pT

µ · δpT

pTµ
= δpT · cos δαT , (6)

where the hat on ẑ indicates that it is a unit vector.
Measurements of the transverse kinematic imbalance

(TKI) variables δpT , δαT were originally proposed [53]
as a means of exploring nuclear effects in neutrino scat-
tering with a reduced dependence on the neutrino en-
ergy. Cross sections as a function of these variables for a
hydrocarbon target have been reported by the T2K [54]
and MINERvA [55] collaborations, the latter also extend-
ing [56] the investigation to δpTx

and δpTy
. In response

to community interest [57] in measuring these observ-
ables using a LArTPC, a recent MicroBooNE analysis
reported first neutrino-argon differential cross sections in
TKI variables for an exclusive one-proton final state [58],
including the first double-differential TKI measurement
for neutrino scattering on any nuclear target [59]. The
present work reports similar measurements for the more
inclusive CC0πNp signal event topology.
Finally, this analysis measures an estimator pn for the

momentum of the initial struck neutron in the CC in-
teraction. This estimator was proposed in Ref. [60] with
similar phenomenological motivations as the TKI vari-
ables, but it is calculated using momentum components
both transverse and longitudinal to the neutrino beam
direction. Specifically, pn is computed via the expression

pn =
√

δp2L + δp2T (7)

where the reconstructed longitudinal missing momentum
δpL is given by

δpL ≡ R

2
−

m2
f + δp2T
2R

. (8)

Here

mf ≡ mAr40 −mn +B (9)
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and

R ≡ mAr40 + pzµ + pzp − Eµ − Ep , (10)

where mAr40 = 37.215526 GeV/c2 is the mass of the
40Ar nuclear target (not the atomic mass), mn =
0.93956541 GeV/c2 is the mass of a neutron, and B =
0.02478 GeV is the assumed average binding energy for
a neutron in 40Ar. The longitudinal momentum compo-
nents and total energies of the muon (pzµ, Eµ) and leading
proton (pzp, Ep) are also used above.
The value of B chosen in the present work is a weighted

average of the neutron separation energies Eα given in
Table I of Ref. [60] with the shell occupancies nα used
as the weights. An equivalent prescription for carbon
(using Table II from the same reference) was adopted
to estimate B in a prior MINERvA analysis that studied
pn [55]. The first measured neutrino cross sections in this
observable for an argon target were recently reported by
MicroBooNE for a one-proton final state [61] assuming
a different value B = 0.0309 GeV based on a study of
electron scattering data [62].

B. Estimation of inefficiency and bin migrations

Corrections for imperfect detector and reconstruction
performance in the analysis are applied using an unfold-
ing procedure documented in Sec. VI. The implementa-
tion of this procedure requires a description of the re-
lationship between reconstructed and true values of the
observables of interest. This relationship is estimated
quantitatively by assigning simulated CC0πNp events
to two duplicate sets of the bins defined in Table III
of Appendix A. The true bins contain all simulated
CC0πNp events that have true values of the observables
that fall within the relevant kinematic limits. The re-
constructed bins contain those events that pass the full
selection and have appropriate reconstructed values of
the observables.
With these definitions, the connection between the re-

constructed and true observables is described using a re-
sponse matrix ∆, which transforms a prediction of signal
event counts in true bins µ into a corresponding predic-
tion in reconstructed bins j. Each element of the response
matrix is computed from the MicroBooNE simulation re-
sults according to the relation

∆jµ ≡ ϕjµ

ϕµ
, (11)

where ϕµ is the total number of signal events in true bin
µ and ϕjµ is the number of signal events which fall si-
multaneously into true bin µ and reconstructed bin j.
Thus, the response matrix quantifies the effects of both
inefficiency and smearing of the observables due to imper-
fect reconstruction. This matrix is employed in system-
atic uncertainty estimation and unfolding as described in

Secs. V and VI respectively. It is plotted in Sec. IV of
the supplemental materials.
One may also quantify the effect of smearing separately

from inefficiency by calculating the migration matrix M .
Each element of this matrix is estimated from simulation
via the expression

Mjµ =
ϕjµ∑
ℓ ϕℓµ

, (12)

where, to avoid double-counting, the sum over ℓ includes
only those reconstructed bins in the block of interest.
The migration matrix element Mjµ is thus an estimate
of the probability that a selected signal event belonging
to true bin µ will be assigned to reconstructed bin j.
Plots of the migration matrices for each of the 14 blocks
of bins defined in Table III are given in Sec. II of the
supplemental materials.

V. UNCERTAINTIES

Systematic uncertainties are estimated by modify-
ing the nominal MicroBooNE simulation and calculat-
ing resultant variations in the expected number of se-
lected events nj in each reconstructed bin j. This ex-
pected event count includes contributions from both sim-
ulated neutrino interactions and measured constant-in-
time backgrounds from beam-off data:

nj = ϕj +Oj +Bj . (13)

Here the expected contents of the j-th reconstructed bin
are divided into ϕj simulated signal CC0πNp events, Oj

measured beam-off background events, and Bj simulated
beam-correlated background events.
Uncertainties are quantified using covariance matri-

ces calculated according to a multiple-universe proce-
dure. Under this approach, the covariance between the
expected event counts na and nb in the a-th and b-th
reconstructed bins is represented by the matrix element

Vab =
1

Nuniv

Nuniv∑

u=1

(
nCV
a − nu

a

)(
nCV
b − nu

b

)
. (14)

Here nCV
a is the total event count in reconstructed bin a

predicted by the central-value MicroBooNE simulation.
The variable nu

a is a prediction of the same quantity com-
puted based on an alternate simulation (i.e., in an alter-
nate universe) in which some aspect of the models used
to describe the neutrino beam, particle interactions, and
the detector response has been changed from the adopted
central value. The total number of alternate universes
Nuniv included when computing the average in Eq. (14)
depends on the systematic effect of interest. In some
cases, only a single variation (Nuniv = 1) is used. Co-
variance matrices Vab are calculated individually for each
source of uncertainty. A total covariance matrix is then
obtained by summing the individual contributions.
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A. Sources of systematic uncertainty

Several classes of systematic uncertainties are consid-
ered in this analysis. Those related to the BNB flux pre-
diction, which include variations related to the horn cur-
rent and hadron production modeling, follow the treat-
ment developed by the MiniBooNE collaboration [14].
Flux shape uncertainties are handled in a way which al-
lows the final cross-section results to be reported based
upon the predicted BNB νµ flux (tabulated in the supple-
mental materials) rather than the unknown true flux [63].

The GENIE-based neutrino interaction model and as-
sociated uncertainties used by MicroBooNE are doc-
umented in a dedicated publication [11]. Following
Ref. [58], an additional single-universe variation to the
neutrino interaction model is adopted in which an alter-
native event generator (version 19.02.2 of NuWro [64]) re-
places GENIE in the MicroBooNE simulation chain and
is used to predict the reconstructed event counts.

Uncertainties related to propagation of the final-state
particles emerging from the neutrino interaction are cal-
culated using the Geant4Reweight [65] software pack-
age. Systematic variations of the Geant4 [18, 19] total
cross section model for positive pions, negative pions,
and protons are considered. For protons, variations are
applied to the elastic and reaction (i.e., total inelastic)
channels separately. For pions, the elastic, quasielas-
tic, absorption, single charge-exchange, double charge-
exchange, and pion production channels are individually
varied.

Systematic uncertainties on the detector response
model are calculated for both the MicroBooNE pho-
ton detection system and the time projection chamber.
For the former, three alternate universes are constructed
in which the scintillation light yield, attenuation, and
Rayleigh scattering length are individually varied. For
the latter, space-charge effects, electron-ion recombina-
tion, and data-driven modifications to the simulated wire
response [13] are considered.

Fully-correlated fractional uncertainties are also ap-
plied to the beam-related portion of the reconstructed
events (ϕj + Bj) to account for limited precision in the
counting of protons delivered to the beam target (2%)
and the number of argon atoms in the fiducial volume
(1%).

B. Signal model uncertainty

For most of the systematic uncertainties mentioned
above, the simulated reconstructed event counts ϕj

and Bj are varied directly in each alternate universe.
However, since uncertainties related to predicting the
CC0πNp signal will only affect the final results via their
impact on estimating the detection efficiency and bin mi-
grations, a different treatment is used for neutrino inter-
action model variations. In this case, the expected num-

ber of selected signal events ϕj is rewritten in the form

ϕj =
∑

µ

∆jµ ϕCV
µ , (15)

where ∆jµ is the response matrix element connecting true
bin µ and reconstructed bin j. This quantity is varied in
each alternate universe, while the expected signal event
counts in the µ-th true bin ϕCV

µ are held constant at
the central-value prediction (as indicated by the super-
script). To avoid double-counting events, the sum over
µ includes only those true bins that belong to the same
block as the j-th reconstructed bin. Details about the
binning scheme and response matrix definition are pro-
vided above in Sec. IV.

C. Statistical correlations

The data release strategy outlined in Sec. IV requires
a slightly more complicated treatment of statistical un-
certainties than has been typical for previous neutrino
cross-section analyses. When every measured event be-
longs to exactly one bin, statistical fluctuations of the
bin contents are described by independent Poisson dis-
tributions. In that case, the statistical covariance matrix
is diagonal, and the variance of each bin is estimated by
the number of observed counts.
However, reporting combined measurements over the

multiple blocks of bins defined in Table III introduces
correlations in the statistical uncertainties because the
same event belongs to a unique bin in each block. Fortu-
nately, the derivation of an estimator for the statistical
covariance between two arbitrary bins is straightforward.
As shown in Sec. III C 1 of Ref. [17], the statistical covari-
ance between any pair of bins is estimated as simply the
number of events that fall simultaneously into both of
them. In the case of weighted Monte Carlo events, the
sum of the squares of the event weights is used rather
than the raw event count.

D. Impact on integrated cross section

The flux-averaged total CC0πNp cross section ob-
tained by this analysis is σ = (11.8 ± 1.2) ×
10−38 cm2 /Ar. The full fractional uncertainty of 9.8%
includes contributions from the neutrino flux prediction
(6.6%), neutrino interaction modeling (5.1%), detector
response modeling (4.1%), beam exposure measurements
(2.2%), data statistics (1.4%), estimation of the num-
ber of argon atoms in the fiducial volume (1.1%), model-
ing of final-state particle propagation (0.9%), and Monte
Carlo statistics (0.8%). The data statistical uncertainty
includes a contribution from the beam-off measurements
used to estimate cosmic-ray backgrounds. The Monte
Carlo statistical uncertainty includes a contribution from
simulated neutrino-induced backgrounds from the BNB.
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For the total cross-section measurement, the addi-
tional neutrino interaction modeling uncertainty esti-
mated by using NuWro as an alternative event generator
(1.7%) is substantially smaller than the uncertainty aris-
ing from GENIE systematic variations (4.8%). However,
for many of the differential measurements reported be-
low, the NuWro-based systematic uncertainty is larger.
Full covariance matrices giving the contributions of both
of these classes of interaction model variations to the to-
tal measurement uncertainty are reported in the supple-
mental materials. For the detector response model, the
uncertainty related to the simulation of electron recom-
bination [66] has a dominant impact on the total cross
section result (3.3%).

E. Reconstructed event distributions

As an intermediate step in the analysis, the event se-
lection presented in Sec. III and the uncertainty treat-
ment described above were applied to measure candidate
CC0πNp event rates in each of the 359 kinematic bins
defined in Table III. The measured event rates and asso-
ciated uncertainties were then used as input to the un-
folding procedure defined in Sec. VI to obtain the final
cross-section results.
The plots in Figs. 7 to 14 report the measured event

rates (black data points) as a function of reconstructed
observables for a total beam exposure of 6.79×1020 POT.
The error bars on the data points show only the statis-
tical uncertainty. The stacked histograms in the main
panel of each plot show the central-value prediction from
the MicroBooNE simulation chain. Individual contribu-
tions from the event categories defined in Sec. III are
shown using the same color scheme as in Fig. 1. The total
uncertainty (including statistical and systematic contri-
butions) on the central-value prediction is indicated by
the dashed lines. Below the main panel of each plot, the
ratio of the data points to the central-value prediction is
also shown, and the total uncertainty on the prediction
is indicated by the gray band.
Reasonable agreement between the measured event

rates and the MicroBooNE simulation prediction is seen
across most of the phase space studied, yielding an over-
all χ2 value of 355.25 for the 359 reconstructed bins. The
areas of greatest tension are the muon angular distribu-
tion at moderate pµ (see Fig. 7), as well as the individual
and double-differential distributions of pn and θµp (see
Figs. 9 and 13).

F. Sideband-based validation of background model

Removal of the beam-correlated backgrounds in this
analysis relies upon a simulation-based estimate Bj of
their contribution to the measured event counts in each
reconstructed bin j. A sideband study, described below,
was performed to demonstrate that the background pre-

dictions from the MicroBooNE simulation are sufficiently
precise to obtain the final measurements.

Three sets of alternative selection criteria were de-
veloped to enhance sensitivity to the three dominant
backgrounds: events outside of the fiducial volume (Out
FV, see Sec. III), neutral-current events (NC), and νµ
charged-current events with one or more final-state pions
(CCNπ). In each case, the full CC0πNp selection was
used as a starting point, and minor adjustments were
made to improve acceptance of the background category
of interest. By construction, all events which pass at least
one set of alternative selection criteria are rejected by the
original CC0πNp selection. The alternative selection cri-
teria for each class of background are given below.

Out FV: The full CC0πNp selection is unaltered except
that the event must fail requirement (I) (i.e., the re-
constructed neutrino vertex position must lie out-
side the fiducial volume).

NC: The event must fail requirement (IV) (there must
not be a muon candidate). The additional require-
ments (V)–(VII) applied to the muon candidate are
also removed. All other CC0πNp selection criteria
remain the same. The event must also contain at
least two reconstructed primary particles. To al-
low all of the observables of interest to be defined
for such events, the reconstructed primary parti-
cle with the longest track length is treated as the
muon candidate, while the second-longest is treated
as the leading proton candidate. Checks of the sim-
ulated NC events that passed the original CC0πNp
selection revealed that this ordering by track length
occurred in a large majority (88%) of cases.

CCNπNπNπ: The full CC0πNp selection is unaltered except
that requirement (XI) is reversed; at least one of
the proton candidates must have an LLR PID score
greater than 0.2 (muon-like).

To assess the adequacy of the background model for
this analysis, the logical OR of these three alternative
selections was applied to measure event rates. That is,
an event was accepted by this combined sideband selec-
tion if it satisfied all of the criteria for at least one of the
Out-FV-, NC-, or CCNπ-enhanced selections described
above. Good agreement between the MicroBooNE simu-
lation prediction and the sideband data, within the un-
certainties defined above, was found across the full phase
space defined in Table III. An overall χ2 value of 177.94
was obtained for the full set of 359 bins. Based on this
successful comparison with the sideband data set, the
background predictions of MicroBooNE’s simulation are
used unaltered to obtain the final cross-section results.
Plots of the measured and predicted sideband event dis-
tributions are provided in Sec. III of the supplemental
materials.
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FIG. 7. Reconstructed event distributions for block #0 (pµ, cos θµ). The bottom panel of each plot shows the ratio of the data
to the MicroBooNE simulation prediction. The uncertainty on the prediction is represented by the dashed lines in each top
panel and the gray region in each bottom panel.
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FIG. 8. Reconstructed event distributions for block #1 (pp, cos θp). The bottom panel of each plot shows the ratio of the data
to the MicroBooNE simulation prediction. The uncertainty on the prediction is represented by the dashed lines in each top
panel and the gray region in each bottom panel.
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FIG. 9. Reconstructed event distributions for (a) block #2 (δpT ), (b) block #5 (δpTx), (c) block #7 (θµp), and (d) block #8
(pn). The bottom panel of each plot shows the ratio of the data to the MicroBooNE simulation prediction. The uncertainty
on the prediction is represented by the dashed lines in each top panel and the gray region in each bottom panel.

VI. CROSS-SECTION EXTRACTION

A neutrino cross-section measurement is ultimately the
result of a counting experiment: estimated backgrounds
are subtracted from a measured number of events in each
bin, and scaling factors are then applied to obtain a quan-
tity with the appropriate units. Corrections to the mea-
sured event counts for detector inefficiency and bin mi-
grations (due to imperfect reconstruction) must also be
applied via a procedure called unfolding. Multiple stan-
dard methods for unfolding are described in terms of the

matrix transformation

ϕ̂µ =
∑

j

Uµj dj , (16)

where a vector of measured, background-subtracted
event counts d is multiplied by an unfolding matrix U

to obtain an estimator ϕ̂̂ϕ̂ϕ for the vector of true signal
event counts. The element of d corresponding to the
j-th reconstructed bin is given by

dj = Dj −Oj −Bj , (17)

where Dj is the total number of measured events in the
bin, and both Oj and Bj are defined as in Eq. (13). In
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FIG. 10. Reconstructed event distributions for block #3 (δαT , δpT ). The overall χ2 value includes contributions from four δpT
overflow bins that are not plotted. The bottom panel of each plot shows the ratio of the data to the MicroBooNE simulation
prediction. The uncertainty on the prediction is represented by the dashed lines in each top panel and the gray region in each
bottom panel.

this context, Bj is evaluated in the central-value universe.
The covariance between the measured event counts in the
a-th and b-th reconstructed bins is used to calculate the
covariance between the unfolded event counts in the µ-th
and ν-th true bins according to the relation

Vµν = Cov(ϕ̂µ, ϕ̂ν) =
∑

a,b

Eµa Cov(da, db)E
T
bν , (18)

where the elements of the error propagation matrix E are
the partial derivatives

Eµa ≡ ∂ϕ̂µ

∂da
. (19)

An explicit expression for these, appropriate for this
analysis, is given below in Eq. (30). The contribu-
tion of systematic uncertainties to the covariance on the
background-subtracted measured event counts is esti-
mated from the expected event counts:

Cov(da, db) ≈ Cov(na, nb) = Vab , (20)
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FIG. 11. Reconstructed event distributions for block #4 (δpT , δαT ). The bottom panel of each plot shows the ratio of the data
to the MicroBooNE simulation prediction. The uncertainty on the prediction is represented by the dashed lines in each top
panel and the gray region in each bottom panel.

where Vab is calculated according to the prescription in
Eq. (14).

A. The additional smearing matrix AC

A simple method of unfolding is to directly invert the
response matrix ∆ via

Udirect = (∆T∆)−1 ∆T . (21)

However, in most cases of practical interest, this ap-
proach leads to strong anticorrelations between bins and

large uncertainties. Overcoming these difficulties re-
quires introducing new information (specifically, a prior
prediction of the unfolded result) into the otherwise ill-
posed unfolding problem. The process of adding this in-
formation is known as regularization. The various un-
folding techniques defined in the literature differ in their
prescriptions for how the regularization should be carried
out.

Multiple recent MicroBooNE analyses [15, 16, 58, 59,
61, 67, 68] have used the Wiener-SVD [69] unfolding tech-
nique, which is based on an analogy with signal pro-
cessing: regularization is applied using a “Wiener filter”
matrix designed to mitigate “noise” arising from uncer-
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FIG. 12. Reconstructed event distributions for block #6 (δpTy , δpTx). The overall χ2 value includes contributions from three
underflow and three overflow δpTx bins that are not plotted. The bottom panel of each plot shows the ratio of the data to the
MicroBooNE simulation prediction. The uncertainty on the prediction is represented by the dashed lines in each top panel and
the gray region in each bottom panel.

tainties on the measurement. The Wiener-SVD method
involves explicit construction of an additional smearing
matrix AC which is related to the unfolding matrix U
via

U = AC · Udirect = AC · (∆T∆)−1 ∆T . (22)

The additional smearing matrix thus encapsulates the
effect of regularization on the unfolding procedure. While
an expression for AC specific to the Wiener-SVD method
is given in Eq. (3.23) of the original publication [69], it
follows from the definition in Eq. (22) that AC may be
calculated for an arbitrary unfolding method via

AC = U ·∆ . (23)

Reference [69] also describes a method to avoid intro-
ducing new measurement uncertainties related to the un-
folding procedure itself. By multiplying theoretical pre-
dictions by AC before comparisons are made to the un-
folded results, the effects of regularization-related bias on
the measurement are properly taken into account. This
prescription is followed herein: all model predictions are

multiplied by AC when comparisons are made to the un-
folded data. The AC matrix elements needed to compare
the final measurements to new theoretical predictions are
provided in the supplemental materials.

B. D’Agostini iterative unfolding

The present work adopts an iterative method of unfold-
ing popularized in high-energy physics by D’Agostini [70].
An initial estimate for the unfolded event counts (itera-
tion i = 0) is obtained from the central-value prediction
of the MicroBooNE simulation in the true bins:

ϕ̂0
µ = ϕCV

µ . (24)

Superscripts on ϕ̂ and related quantities are used to de-
note the number of iterations. Subsequent iterations of
the method are used to refine the initial estimate using
the measured event rates in each reconstructed bin. This
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FIG. 13. Reconstructed event distributions for block #9 (pn, θµp). The bottom panel of each plot shows the ratio of the data
to the MicroBooNE simulation prediction. The uncertainty on the prediction is represented by the dashed lines in each top
panel and the gray region in each bottom panel.

is done via the formula

ϕ̂i+1
µ =

∑

j

U i
µj dj . (25)

where the unfolding matrix element

U i
µj =

P i
jµ

ϵµ
(26)

is defined in terms of the selection efficiency in the µ-th
true bin

ϵµ =
∑

ℓ

∆ℓµ (27)

and the conditional probability that a signal event which
belongs to the µ-th true bin will be assigned to the j-th
reconstructed bin

P i
jµ =

∆jµ ϕ̂i
µ∑

ν ∆jν ϕ̂i
ν

. (28)

Because the unfolding matrix depends on the measured
event counts for iterations i > 0, the error propagation

matrix elements needed to evaluate uncertainties on the
unfolded result

V i
µν = Cov(ϕ̂i

µ, ϕ̂
i
ν) =

∑

a,b

Ei
µa Cov(da, db)E

i
νb (29)

are given by [71, 72]

Ei+1
µa =

∂ϕ̂i+1
µ

∂da
= U i

µa+
ϕ̂i+1
µ

ϕ̂i
µ

Ei
µa−

∑

ν,b

ϵν
db

ϕ̂i
ν

U i
µb U

i
νb E

i
νa .

(30)
For the first iteration, this reduces to

E1
µa = U0

µa (31)

since the central-value prediction of the MicroBooNE
simulation does not depend on the data:

E0
µa =

∂ϕ̂0
µ

∂da
=

∂ϕCV
µ

∂da
= 0 . (32)
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FIG. 14. Reconstructed event distributions for (a) block #10 (cos θµ), (b) block #11 (cos θp), (c) block #12 (pp), and
(d) block #13 (pµ). The bottom panel of each plot shows the ratio of the data to the MicroBooNE simulation prediction. The
uncertainty on the prediction is represented by the dashed lines in each top panel and the gray region in each bottom panel.

C. Convergence criterion for unfolding iterations

In the limit of many iterations, the D’Agostini ap-
proach converges to the direct inversion result discussed
in Sec. VIA. Regularization is thus applied by stopping
the method at a finite number of iterations.

Traditionally, the choice of the number of iterations to
use in the D’Agostini unfolding method is a critical step
of an analysis: one must iterate enough times to avoid a

strong bias towards the initial estimate ϕ̂0
µ for the true

event distribution without approaching the direct inver-
sion result too closely. These concerns are addressed in
this article by multiplying theoretical predictions by the

additional smearing matrix AC before comparing them
to the unfolded data. The implicit regularization in the
D’Agostini method is thus applied to the predictions in
a consistent way, avoiding the need to introduce new
unfolding-related systematic uncertainties.

Nevertheless, even while using AC , one must choose a
definite number of iterations in order to unfold via the
D’Agostini approach. In this analysis, the choice is made
by continuing to iterate until the average fractional de-
viation F in the T true bins

F ≡ 1

T

∑

µ

∣∣ϕ̂i+1
µ − ϕ̂i

µ

∣∣
ϕ̂i+1
µ

(33)
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between neighboring iterations falls below 2.5%. This
cutoff was chosen empirically based on the unfolding per-
formance in fake data studies and the observation that
fluctuations of the bin counts at this level will be well-
covered by typical systematic uncertainties. The fake
data studies used to validate the unfolding procedure
treated the prediction in the NuWro alternate universe
(see Sec. VA) as if it were real data. Recovery of the
known true bin counts ϕµ predicted by NuWro was ver-
ified within the relevant subset of the uncertainties, i.e.,
only the Monte Carlo statistical and neutrino interaction
model systematic uncertainties were included.

D. Blockwise unfolding

The convergence criterion discussed in Sec. VIC leads
to between two and five iterations being used to unfold
each individual block of bins.
To avoid the double-counting issues mentioned in

Sec. IV (e.g., an incorrect calculation of the selection effi-
ciency from the elements of the response matrix ∆), the
sums in Eqs. (27)–(30) and Eq. (33) should be under-
stood to include only true and reconstructed bins within
the same block. Also, since Eq. (33) is intended to be an
average, T should be interpreted as the number of true
bins in the block of interest.
An overall unfolding matrix U used according to

Eq. (16) to obtain final results involving all bins is con-
structed as the direct sum of the blockwise unfolding ma-
trices:

U =
⊕

b

Ub = U0⊕U1⊕· · · =




U0 0 0 . . .
0 U1 0 . . .

0 0
. . . . . .

...
...

...
. . .




. (34)

Here Ub is the unfolding matrix for the b-th block of true
and reconstructed bins. A similar direct sum is calculated
to build the combined error propagation matrix needed
to evaluate the unfolded covariance matrix in Eq. (18):

E =
⊕

b

Eb = E0 ⊕ E1 ⊕ . . . (35)

E. Decomposition of the blockwise covariance
matrices

The covariance matrix Vµν describing the unfolded

event counts ϕ̂µ and ϕ̂ν (see Eq. (18)) for an individ-
ual block of bins can be decomposed into components
representing normalization-only, shape-only, and mixed
uncertainties according to the relations [73]

Vµν = V norm
µν + V shape

µν + V mixed
µν (36)

V norm
µν =

ϕ̂µ ϕ̂ν

ϕ̂2
tot

∑

αβ

Vαβ (37)

V mixed
µν =

ϕ̂µ

ϕ̂tot

∑

α

Vαν +
ϕ̂ν

ϕ̂tot

∑

α

Vµα − 2V norm
µν (38)

where

ϕ̂tot ≡
∑

α

ϕ̂α , (39)

and the sums are understood to include all true bins
belonging to the block of interest and no others. Note
that the same formulas cannot be meaningfully applied to
the multi-block covariance matrix due to double-counting
when computing the total number of events in Eq. (39).
This decomposition of the covariance matrix is used when
presenting cross-section results for individual blocks of
bins in Sec. VIIB.

F. Calculation of differential cross sections

The unfolded event counts ϕ̂µ from the final itera-
tion provide an estimator for the true number of signal
events in the µ-th bin. They may be converted to a
flux-averaged differential cross section according to the
formula

〈dnσ
dx

〉
µ
=

ϕ̂µ

ΦNAr ∆xµ
(40)

where Φ = 5.00846×1011 νµ /cm2 is the integrated flux of
muon neutrinos calculated for the beam exposure (6.79×
1020 POT) used in the analysis, NAr = 7.99249× 1029 is
the number of argon nuclei in the fiducial volume, and
∆xµ is the product of the n widths of the µ-th bin of the
n-dimensional measurement.
The covariance between the n- and m-dimensional dif-

ferential cross sections in the µ-th and ν-th true bins is
likewise given by

Cov

(〈dnσ
dx

〉
µ
,
〈dmσ

dy

〉
ν

)
=

Cov(ϕ̂µ, ϕ̂ν)

Φ2 N 2
Ar ∆xµ ∆yν

. (41)

VII. RESULTS

The measurements shown in the remainder of this arti-
cle are flux-averaged differential CC0πNp cross sections
obtained via the unfolding procedure presented above.
Several event generator predictions are compared to the
data using NUISANCE [74], and goodness-of-fit is quan-
tified for the data set as a whole and for the individual
blocks of kinematic bins listed in Table III.
In Sec. I of the supplemental materials, the full 359-

bin data set is presented in terms of flux-averaged total
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cross sections integrated over each bin (trivially obtain-
able by multiplying by the bin widths ∆xµ). This allows
the measured cross sections and the covariance matrix
elements for all observables to be expressed using consis-
tent units.

A. Interaction models

In addition to the MicroBooNE Tune model described
in Sec. IIA and used to execute the analysis, the predic-
tions of several other simulation-based neutrino interac-
tion models are compared to the measured cross-section
results. These models include multiple configurations of
GENIE as well as three alternative neutrino event gen-
erators.
The GENIE-based prediction labeled GENIE 3.0.6

is produced using the same code version and model
set (G18 10a 02 11a) as the MicroBooNE Tune, but
the custom MicroBooNE-specific modifications described
in Ref. [11] are omitted. The GENIE 2.12.10 pre-
diction uses a near-default configuration of this older
version of the code, which includes the Bodek-Ritchie
Fermi gas description of the nuclear ground state [75],
the Llewellyn Smith CCQE calculation [76], an empir-
ical model for 2p2h interactions [77], the Rein-Sehgal
treatment of RES and COH scattering [78], and the
hA FSI model [79, 80]. The modeling ingredients in
GENIE 3.2.0 G18 02a, which uses the default configura-
tion (G18 02a 00 000 ) of this recent GENIE release, are
largely similar to GENIE 2.12.10. In addition to code up-
dates, however, the KLN-BS RES model [29–32], Berger-
Sehgal COH model [36], and hA2018 FSI model [37]
replace their prior counterparts. A final configuration,
GENIE 3.2.0 G21 11b, uses the more recently-added
G21 11b 00 000model set, which adopts the SuSAv2 cal-
culation [81–84] of CCQE and 2p2h cross sections as well
as the hN2018 FSI model [37]. The remaining compo-
nents of the model set are similar to GENIE 3.0.6.
The first prediction of an alternate neutrino event

generator, NuWro 19.02.2, uses the NuWro [64] imple-
mentations of the LFG nuclear ground state [23], the
Llewellyn Smith CCQE model [76], the Valencia CC2p2h
model [27, 28], the Adler-Rarita-Schwinger treatment of
∆ resonance production [32], the Berger-Sehgal COH
model [36] and an intranuclear cascade approach to FSI.
A comparison to NEUT 5.6.0 is also provided, in which
the NEUT event generator [85, 86] is configured to use an
LFG nuclear model [23], the Valencia model for CCQE
and 2p2h [24–28], the KLN-BS RES calculation [29–32],
the Berger-Sehgal COH model [36], and an FSI cascade
treatment with nuclear medium corrections for pions [87].
Finally, a prediction from the GiBUU event genera-

tor [88] (labeled GiBUU 2021.1 ) is studied using the 2021
“patch 1” release of the code announced to users on 5
November 2021. Ingredients of the GiBUU physics model
include an LFG representation of the nuclear ground
state [23], a standard expression for the neutrino-nucleon

CCQE cross section [89], an empirical 2p2h model, a
treatment of RES based upon the MAID analysis [90],
and a DIS model from PYTHIA [91]. A unique fea-
ture of the code is its dynamical model of intranuclear
hadron transport based upon numerical solution of the
Boltzmann-Uehling-Uhlenbeck equation. A consistent
nuclear potential is used in both the description of the
target nucleus and FSI.
The χ2 metric used to assess goodness-of-fit when

comparing these models to data accounts for the to-
tal covariance matrix associated with the measurements
but neglects any theoretical uncertainties on the pre-
dictions themselves. Documentation needed to enable
new comparisons beyond those shown here is provided in
Sec. I of the supplemental materials. The data set from
this article has also recently been incorporated into the
NUISANCE [74] software framework for convenient use
by the neutrino interaction modeling community.

B. Differential cross-section results

Figures 15 to 28 present the final results of the analy-
sis as flux-averaged differential cross sections. The mea-
surements are compared to the event generator models
described above, each rendered in the plots as a distinct
colored line. The legends accompanying each figure list
the models together with their overall χ2 scores describ-
ing the level of agreement with data. Each χ2 score is
separated from the number of bins for which it was cal-
culated by a / character. A separate figure is included
for each block of bins defined in Table III.
Following recent MicroBooNE publications that re-

port cross sections for an exclusive single-proton final
state [58, 59, 61], the covariance matrix decomposition
described in Sec. VIE is applied when displaying the
measurement uncertainties. For the data points shown
in each plot, the inner error bars represent the statistical
uncertainty only, while the outer error bars also include
shape-only systematic uncertainties. The remaining por-
tion of the total uncertainty, composed of both normal-
ization and mixed terms, is shown by the gray band along
the x-axis.
Table II presents the χ2 scores quantifying goodness-

of-fit with the full group of measurements for each of the
event generator models studied. None of the simulation
predictions provides a satisfactory treatment of the entire
data set (χ2 ≈ 1/bin). The best χ2 value is obtained by
the GENIE 3.0.6 calculation, although poor agreement
is seen between this model and the data in some of the
individual blocks of bins, and its prediction is seen to
be systematically low across the entire measured phase
space. The modest preference for GENIE 3.0.6 may thus
be attributed to a manifestation of Peelle’s Pertinent
Puzzle [92] (in which implausibly low predictions are fa-
vored using a least-squares metric like χ2) rather than
a particularly high-quality description of the data. The
substantially larger χ2 values seen for GENIE 2.12.10 and
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GENIE 3.2.0 G18 02a, however, do suggest that some of
their common model components (e.g., a global rather
than local Fermi gas description of the nuclear ground
state) are disfavored by the present measurements. As
shown in the plots below, GiBUU 2021.1 has the best
χ2 score for many of the individual blocks of bins de-
spite performing more poorly when confronted with the
combined results.

TABLE II. Overall χ2 scores for each of the neutrino interac-
tion models studied.

Model χ2 / 359 bins
GENIE 3.0.6 1859
NEUT 5.6.0 2582
MicroBooNE Tune 2673
GENIE 3.2.0 G21_11b 2947
GiBUU 2021.1 4836
NuWro 19.02.1 5315
GENIE 3.2.0 G18_02a 5724
GENIE 2.12.10 7799

Figure 15 presents the double-differential cross-section
measurement in terms of muon momentum (pµ) and scat-
tering angle (θµ) obtained using the kinematic bins from
block #0. The GiBUU 2021.1 model achieves the best
agreement with this distribution, partially due to its
larger cross section relative to most of the other plotted
models in the region of moderate pµ (especially between
0.3 and 0.38 GeV/c) and intermediate scattering angles.
Interestingly, the data are compatible with an even larger
cross section in this region, to the extent that all stud-
ied predictions lie noticeably below the measured central
value in several relevant bins.
Figure 16 presents the double-differential cross-section

measurement in terms of the leading proton momentum
(pp) and scattering angle (θp) obtained using the bins
from block #1. At low pp, the NuWro 19.02.2 calcula-
tion markedly undershoots the data, particularly at for-
ward proton angles. However, this model prediction be-
comes more similar to the others with increasing pp, as
can also be seen in the single-differential pp results shown
in Fig. 27. Significant model differences are seen in the
shape of the forward-angle region at relatively high pp,
but the systematic uncertainty of the present measure-
ment allows for only limited sensitivity to these details.
Figure 17 shows the single-differential cross section in

the transverse momentum imbalance δpT as obtained
from the analysis bins in block #2. A clear preference
in the χ2 values is seen for models which can simultane-
ously provide a relatively good treatment of the low-δpT
region (dominated by CCQE events without proton FSI)
and the high-δpT tail (dominated by more inelastic events
and CCQE with FSI). Notably, two of the event generator
models that show the poorest agreement with this distri-
bution, NuWro 19.02.2 and GENIE 3.2.0 G18 02a, have
their greatest tension with the data in opposite kinematic

regions corresponding to high- and low-δpT , respectively.

A double-differential result in which the δpT measure-
ment is sub-divided into four δαT bins (as defined in
block #3) is plotted in Fig. 18. Here the NuWro 19.02.2
model shows good agreement with data in the lowest δαT

region, which gradually worsens with increasing δαT . A
similar trend is seen in Fig. 12 of Ref. [58], which re-
ports a similar MicroBooNE measurement studying a
more exclusive single-proton final state. Because the ef-
fect of FSI is to make the δαT distribution more asym-
metric and weighted towards high values [58, 93], these
results may indicate an underestimation of proton FSI in
the NuWro 19.02.2 configuration considered herein. The
GENIE 3.2.0 G18 02a model, on the other hand, shows
a roughly consistent deficit in the lowest δpT bins across
all δαT values, which is suggestive of missing CCQE
strength. Similar conclusions follow from Fig. 19, in
which the bins from block #4 are used to report a mea-
surement of double-differential δαT distributions in four
coarse bins of δpT .

Figure 20 presents a single-differential cross-section
measurement in δpTx

, the component of δpT that is or-
thogonal to the transverse projection of the outgoing
muon momentum. The GiBUU 2021.1 and NEUT 5.6.0
models provide particularly good predictions for this ob-
servable, which follows a distribution that is nearly sym-
metric around zero. Figure 21 subdivides this measure-
ment into three coarse bins of δpTy , the other component
of δpT . Here the effects of FSI enhance the cross section
in the region where δpTy is negative. The strong deficit
seen in the NuWro 19.02.2 prediction in the lowest δpTy

bin is thus symptomatic of the same modeling deficiencies
seen previously at high values of δpT and δαT .

Figure 22 displays the measured single-differential
CC0πNp cross section in bins of θµp, the opening an-
gle between the outgoing muon and leading proton. Al-
though all of the interaction models studied in this article
agree on the rough shape of this angular distribution, the
position of the peak is sensitive to the relative contribu-
tions of QE and 2p2h events, as seen in the lower-left
panel of Fig. 9. The data points provide a peak loca-
tion that is shifted slightly to the right of the bulk of
the event generator predictions, with NEUT 5.6.0 and
especially GiBUU 2021.1 achieving the best agreement.

Figure 23 reports the measured distribution of pn, a
three-dimensional analog of δpT which includes the com-
ponent of missing momentum δpL longitudinal to the
neutrino beam. The addition of this new direction no-
ticeably worsens the χ2/bin for all models studied, par-
ticularly for GENIE 2.12.10 and NEUT 5.6.0, although
the latter still achieves the second-best χ2 score. When
one considers the single-differential cross section for pn in
isolation, the GiBUU 2021.1, GENIE 3.2.0 G21 11b, and
MicroBooNE Tune models also describe the data fairly
well (χ2/bin < 1) despite using distinct theoretical treat-
ments of both the QE and 2p2h interaction modes.

Figure 24 presents double-differential cross sections as
a function of θµp in three bins of pn. Here the prefer-
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FIG. 15. Measured differential cross sections for block #0 (pµ, cos θµ). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.
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FIG. 16. Measured differential cross sections for block #1 (pp, cos θp). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.



25

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
0

5

10

15

20

25

30

35

40

45

50

55

δpT (GeV)

d
σ
/d
δp

T
(1
0−

38
cm

2
/G

eV
/A

r)

MicroBooNE 6.79 × 1020 POT
BNB data Norm unc.

GENIE 2.12.10 2.85/11

GENIE 3.0.6 9.88/11

GiBUU 2021.1 2.43/11

NEUT 5.6.0 1.23/11

NuWro 19.02.2 13.7/11

MicroBooNE Tune 2.16/11

GENIE 3.2.0 G18_02a 8.36/11

GENIE 3.2.0 G21_11b 1.77/11

FIG. 17. Measured differential cross sections for block #2 (δpT ). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.

ence for the peak location predicted by GiBUU 2021.1
in Fig. 22 is partially explained by this model’s remark-
ably good description of the data in the bin of moderate
pn (0.21 GeV/c to 0.45 GeV/c). As shown in Fig. 13,
this is also the kinematic region in which differences in
the relative contributions of QE and 2p2h events have
the greatest impact on the shape of the θµp distribution.
Although it obtains one of the larger χ2 values for this
group of bins (block #9), the NuWro 19.02.2 model pro-
vides nearly the best agreement (χ2 = 3.85/11 bins) in
the QE-dominated region of pn < 0.21 GeV/c. Only the
NEUT 5.6.0 model achieves slightly better performance
(χ2 = 3.32/11 bins) for this region of phase space.

Figure 25 shows the measured single-differential cross
section as a function of the muon scattering angle θµ.
The lowest χ2 values obtained by GiBUU 2021.1 and
NEUT 5.6.0 can be attributed to two features of these
model predictions. First, the data favor significantly
more cross-section strength in the cos θµ ≲ 0.4 region
than is predicted by the majority of the studied event
generators. Here the GiBUU 2021.1 and NEUT 5.6.0 pre-
dictions are noticeably higher than the others. A similar
tendency for models to underpredict data in this angular
region has also been seen in recent MicroBooNE cross-
section results for quasielastic-like interactions [58] and
inclusive charged-current νµ scattering with at least one
proton in the final state [16]. Second, both GiBUU 2021.1
and NEUT 5.6.0 provide a good description within un-
certainties of the forward-angle region (cos θµ ≳ 0.8),
although GiBUU 2021.1 lies substantially closer to the
measured data point in the most-forward bin.

Finally, Figs. 26, 27, and 28 present measured single-
differential cross sections in terms of the leading proton
scattering angle (θp), leading proton momentum (pp),

and muon momentum (pµ), respectively. For all three
distributions, GiBUU 2021.1 provides the best quantita-
tive agreement with the data, driven in part by its pre-
diction of a higher CC0πNp cross section at moderate
proton scattering angles (cos θp ∈ [0, 0.6]), low proton
momenta (pp < 0.5 GeV/c) and moderate muon mo-
menta (pµ ∈ [0.25, 0.5] GeV/c).
For the single-differential pµ and pp results, similar

trends can be seen in MicroBooNE data for inclusive CC
νµ events with one or more final-state protons [16]. For
both the CC0πNp cross sections shown here and the in-
clusive results, data indicate a higher cross section near
the peak of the pµ distribution than is predicted by a
variety of neutrino event generators, and models with a
larger prediction at low pp are also preferred.

VIII. SUMMARY AND CONCLUSIONS

This article presents a detailed study of charged-
current muon-neutrino interactions with argon leading
to mesonless final states containing one or more pro-
tons. Flux-averaged cross sections for this CC0πNp pro-
cess were measured using the Fermilab Booster Neutrino
Beam and MicroBooNE detector. The results are re-
ported as a function of ten observables related to the
three-momenta of the outgoing muon and leading pro-
ton. A larger data set and significant improvements to
MicroBooNE’s software tools since the experiment’s first
CC0πNp cross-section analysis was reported [10] allow
the present work to achieve higher precision and explore
new kinematic distributions, including the first double-
differential measurements in the CC0πNp channel for an
argon target.
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FIG. 18. Measured differential cross sections for block #3 (δαT , δpT ). The overall χ2 value includes contributions from four
δpT overflow bins that are not plotted. Statistical (shape-only systematic) uncertainties are included in the inner (outer) error
bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.

A covariance matrix describing correlated uncertain-
ties between all 359 kinematic bins is provided in the sup-
plemental materials, allowing goodness-of-fit to be quan-
titatively assessed for theoretical predictions describing
the entire data set. This data release strategy represents
an improvement over the typical procedure employed to
date in the neutrino scattering literature, in which corre-
lations between distinct kinematic distributions are not
disclosed.

The predictions of several standard neutrino event

generators are presented and compared to the Micro-
BooNE data. The GiBUU 2021.1 model provides a rela-
tively good description of all of the individual differential
cross sections studied, but its poor agreement with the
combined set of measurements (quantified with the χ2

score given in Table II) suggests that the correlations
between kinematic distributions are less well-modeled.
Overall agreement is likewise unsatisfactory for the other
neutrino interaction models considered herein, although
those with the least sophisticated treatments of nu-
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FIG. 19. Measured differential cross sections for block #4 (δpT , δαT ). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.

clear effects (GENIE 2.12.10 and GENIE 3.2.0 G18 02a)
obtain substantially higher χ2 values than the others.
The GENIE 3.0.6 prediction achieves the best overall
goodness-of-fit of the models studied, but it is seen to
systematically underpredict the data across a large frac-
tion of the measured phase space.

Some of the kinematic regions for which the present
measurements give the greatest model discrimination
power include moderate pµ, low to moderate cos θµ,
and low pp. The data show a clear preference for the
greater cross-section strength assigned to these regions
by GiBUU 2021.1 and NEUT 5.6.0 compared with the

other event generators studied. These two models also
describe the distribution of the muon-proton opening an-
gle θµp noticeably better than their counterparts. Espe-
cially when combined with recent MicroBooNE measure-
ments examining more exclusive [58, 59, 94] and inclu-
sive [68, 95] final-state topologies in charged-current νµ-
argon scattering, the present data set provides a highly
detailed benchmark for the ongoing effort to improve
event generators to the precision needed for the future
accelerator-based neutrino oscillation program.
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FIG. 20. Measured differential cross sections for block #5 (δpTx). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.
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FIG. 21. Measured differential cross sections for block #6 (δpTy , δpTx). The overall χ2 value includes contributions from three
underflow and three overflow δpTx bins that are not plotted. Statistical (shape-only systematic) uncertainties are included in
the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.
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FIG. 22. Measured differential cross sections for block #7 (θµp). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.
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FIG. 23. Measured differential cross sections for block #8 (pn). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.
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FIG. 24. Measured differential cross sections for block #9 (pn, θµp). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.
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FIG. 25. Measured differential cross sections for block #10 (cos θµ). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.
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FIG. 26. Measured differential cross sections for block #11 (cos θp). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.
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FIG. 27. Measured differential cross sections for block #12 (pp). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.
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FIG. 28. Measured differential cross sections for block #13 (pµ). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The remainder of the total uncertainty is shown by the gray band along the x-axis.
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Appendix A: Bin definitions

Table III presents the full set of 359 kinematic bins
used to report the CC0πNp cross section measurements.
For an observable x, the bin with lower limit xlow and
upper limit xhigh will include events with xlow ≤ x <
xhigh. The blocks of related bins (indicated in the table)
are defined so that a selected event will belong to a unique
bin within each block.
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TABLE III: Bin definitions used in the analysis.

Block 0: (pµ, cos θµ)

bin number plowµ (GeV/c) phighµ (GeV/c) cos θlowµ cos θhighµ

0 0.1 0.24 −1 −0.55
1 −0.55 −0.25
2 −0.25 0
3 0 0.25
4 0.25 0.45
5 0.45 0.7
6 0.7 1

7 0.24 0.3 −1 −0.55
8 −0.55 −0.25
9 −0.25 0

10 0 0.25
11 0.25 0.45
12 0.45 0.7
13 0.7 1

14 0.3 0.38 −1 −0.4
15 −0.4 −0.1
16 −0.1 0.1
17 0.1 0.35
18 0.35 0.5
19 0.5 0.7
20 0.7 0.85
21 0.85 1

22 0.38 0.48 −1 0
23 0 0.5
24 0.5 0.65
25 0.65 0.8
26 0.8 0.92
27 0.92 1

28 0.48 0.7 −1 0.2
29 0.2 0.5
30 0.5 0.65
31 0.65 0.8
32 0.8 0.875
33 0.875 0.95
34 0.95 1

35 0.7 0.85 −1 0.65
36 0.65 0.8
37 0.8 0.875
38 0.875 0.95
39 0.95 1

40 0.85 1.2 −1 0.85
41 0.85 0.9
42 0.9 0.95
43 0.95 1

Block 1: (pp, cos θp)

bin number plowp (GeV/c) phighp (GeV/c) cos θlowp cos θhighp

44 0.25 0.325 −1 0
45 0 1

46 0.325 0.4 −1 −0.5
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47 −0.5 0
48 0 0.5
49 0.5 0.8
50 0.8 1

51 0.4 0.5 −1 −0.6
52 −0.6 −0.2
53 −0.2 0.2
54 0.2 0.5
55 0.5 0.65
56 0.65 0.85
57 0.85 1

58 0.5 0.6 −1 −0.2
59 −0.2 0.2
60 0.2 0.4
61 0.4 0.6
62 0.6 0.7
63 0.7 0.8
64 0.8 0.9
65 0.9 1

66 0.6 0.7 −1 0.1
67 0.1 0.37
68 0.37 0.5
69 0.5 0.6
70 0.6 0.7
71 0.7 0.8
72 0.8 0.9
73 0.9 1

74 0.7 1 −1 0.45
75 0.45 0.65
76 0.65 0.75
77 0.75 0.82
78 0.82 0.9
79 0.9 1

Block 2: δpT

bin number δplowT (GeV/c) δphighT (GeV/c)

80 0 0.06
81 0.06 0.12
82 0.12 0.18
83 0.18 0.24
84 0.24 0.32
85 0.32 0.40
86 0.40 0.48
87 0.48 0.55
88 0.55 0.68
89 0.68 0.75
90 0.75 0.90
91 0.90 ∞

Block 3: (δαT , δpT )

bin number δαlow
T (◦) δαhigh

T (◦) δplowT (GeV/c) δphighT (GeV/c)

92 0 45 0 0.06
93 0.06 0.12
94 0.12 0.18
95 0.18 0.24
96 0.24 0.32



35

97 0.32 0.40
98 0.40 0.48
99 0.48 ∞

100 45 90 0 0.06
101 0.06 0.12
102 0.12 0.18
103 0.18 0.24
104 0.24 0.32
105 0.32 0.40
106 0.40 0.48
107 0.48 0.55
108 0.55 ∞

109 90 135 0 0.06
110 0.06 0.12
111 0.12 0.18
112 0.18 0.24
113 0.24 0.32
114 0.32 0.40
115 0.40 0.48
116 0.48 0.55
117 0.55 0.63
118 0.63 0.70
119 0.70 ∞

120 135 180 0 0.06
121 0.06 0.12
122 0.12 0.18
123 0.18 0.24
124 0.24 0.32
125 0.32 0.40
126 0.40 0.50
127 0.50 0.60
128 0.60 0.72
129 0.72 0.90
130 0.90 ∞

Block 4: (δpT , δαT )

bin number δplowT (GeV/c) δphighT (GeV/c) δαlow
T (◦) δαhigh

T (◦)

131 0 0.2 0 25
132 25 60
133 60 95
134 95 120
135 120 145
136 145 165
137 165 180

138 0.2 0.3 0 25
139 25 60
140 60 95
141 95 120
142 120 145
143 145 165
144 165 180

145 0.3 0.4 0 25
146 25 60
147 60 95
148 95 120
149 120 145
150 145 165
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151 165 180

152 0.4 ∞ 0 25
153 25 60
154 60 95
155 95 120
156 120 145
157 145 165
158 165 180

Block 5: δpTx

bin number δplowTx
(GeV/c) δphighTx

(GeV/c)

159 −∞ −0.60
160 −0.60 −0.45
161 −0.45 −0.35
162 −0.35 −0.25
163 −0.25 −0.15
164 −0.15 −0.075
165 −0.075 0
166 0 0.075
167 0.075 0.15
168 0.15 0.25
169 0.25 0.35
170 0.35 0.45
171 0.45 0.6
172 0.60 ∞

Block 6: (δpTy , δpTx)

bin number δplowTy
(GeV/c) δphighTy

(GeV/c) δplowTx
(GeV/c) δphighTx

(GeV/c)

173 −∞ −0.15 −∞ −0.6
174 −0.6 −0.45
175 −0.45 −0.35
176 −0.35 −0.25
177 −0.25 −0.15
178 −0.15 −0.075
179 −0.075 0
180 0 0.075
181 0.075 0.15
182 0.15 0.25
183 0.25 0.35
184 0.35 0.45
185 0.45 0.60
186 0.60 ∞

187 −0.15 0.15 −∞ −0.6
188 −0.6 −0.45
189 −0.45 −0.35
190 −0.35 −0.25
191 −0.25 −0.15
192 −0.15 −0.075
193 −0.075 0
194 0 0.075
195 0.075 0.15
196 0.15 0.25
197 0.25 0.35
198 0.35 0.45
199 0.45 0.60
200 0.60 ∞
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201 0.15 ∞ −∞ −0.4
202 −0.4 −0.3
203 −0.3 −0.2
204 −0.2 −0.1
205 −0.1 0
206 0 0.1
207 0.1 0.2
208 0.2 0.3
209 0.3 0.4
210 0.4 ∞

Block 7: θµp

bin number θlowµp (◦) θhighµp (◦)

211 0 30
212 30 40
213 40 50
214 50 60
215 60 70
216 70 80
217 80 90
218 90 100
219 100 110
220 110 120
221 120 130
222 130 140
223 140 150
224 150 180

Block 8: pn

bin number plown (GeV/c) phighn (GeV/c)

225 0 0.07
226 0.07 0.14
227 0.14 0.21
228 0.21 0.28
229 0.28 0.35
230 0.35 0.45
231 0.45 0.54
232 0.54 0.66
233 0.66 0.77
234 0.77 0.9
235 0.9 ∞

Block 9: (pn, θµp)

bin number plown (GeV/c) phighn (GeV/c) θlowµp (◦) θhighµp (◦)

236 0 0.21 0 60
237 60 70
238 70 80
239 80 90
240 90 100
241 100 110
242 110 120
243 120 130
244 130 140
245 140 150
246 150 180

247 0.21 0.45 0 45
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248 45 60
249 60 75
250 75 90
251 90 100
252 100 110
253 110 120
254 120 130
255 130 140
256 140 150
257 150 180

258 0.45 ∞ 0 30
259 30 45
260 45 60
261 60 75
262 75 90
263 90 105
264 105 120
265 120 135
266 135 150
267 150 180

Block 10: cos θµ

bin number cos θlowµ cos θhighµ

268 −1 −0.85
269 −0.85 −0.775
270 −0.775 −0.7
271 −0.7 −0.625
272 −0.625 −0.55
273 −0.55 −0.475
274 −0.475 −0.4
275 −0.4 −0.325
276 −0.325 −0.25
277 −0.25 −0.175
278 −0.175 −0.1
279 −0.1 −0.025
280 −0.025 0.05
281 0.05 0.125
282 0.125 0.2
283 0.2 0.275
284 0.275 0.35
285 0.35 0.425
286 0.425 0.5
287 0.5 0.575
288 0.575 0.65
289 0.65 0.725
290 0.725 0.8
291 0.8 0.85
292 0.85 0.875
293 0.875 0.9
294 0.9 0.925
295 0.925 0.95
296 0.95 0.975
297 0.975 1

Block 11: cos θp

bin number cos θlowp cos θhighp

298 −1 −0.9
299 −0.9 −0.75
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300 −0.75 −0.6
301 −0.6 −0.45
302 −0.45 −0.3
303 −0.3 −0.15
304 −0.15 0
305 0 0.15
306 0.15 0.3
307 0.3 0.4
308 0.4 0.5
309 0.5 0.6
310 0.6 0.7
311 0.7 0.8
312 0.8 0.85
313 0.85 0.9
314 0.9 0.925
315 0.925 0.95
316 0.95 0.975
317 0.975 1

Block 12: pp

bin number plowp (GeV/c) phighp (GeV/c)

318 0.25 0.3
319 0.3 0.35
320 0.35 0.4
321 0.4 0.45
322 0.45 0.5
323 0.5 0.55
324 0.55 0.6
325 0.6 0.65
326 0.65 0.7
327 0.7 0.75
328 0.75 0.8
329 0.8 0.85
330 0.85 0.9
331 0.9 0.95
332 0.95 1

Block 13: pµ

bin number plowµ (GeV/c) phighµ (GeV/c)

333 0.1 0.175
334 0.175 0.2
335 0.2 0.225
336 0.225 0.25
337 0.25 0.275
338 0.275 0.3
339 0.3 0.325
340 0.325 0.35
341 0.35 0.375
342 0.375 0.4
343 0.4 0.425
344 0.425 0.45
345 0.45 0.475
346 0.475 0.5
347 0.5 0.55
348 0.55 0.6
349 0.6 0.65
350 0.65 0.7
351 0.7 0.75
352 0.75 0.8
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353 0.8 0.85
354 0.85 0.9
355 0.9 0.95
356 0.95 1
357 1 1.1
358 1.1 1.2
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Measurement of double-differential cross sections for mesonless charged-current muon
neutrino interactions on argon with final-state protons using the MicroBooNE

detector

I. BASIC DATA RELEASE

The compressed tar archive file basi data release.tar.bz2 contains the information required to allow new model
predictions to be compared to the data reported in this paper. On Unix-like operating systems, the file contents can
be extracted by running the command

tar xvfj basi data release.tar.bz2

in a terminal. All files discussed in the remainder of this section will be made available by this procedure. A separate,
more detailed set of supplemental files related to this analysis is described in Sec. VI.
Table I reports the flux-averaged CC0πNp total cross section ⟨σ⟩µ measured in each of the analysis bins µ defined

in Table III from the main text. In the notation of Sec. VI F from the main text, the flux-averaged total cross sections

and their covariances are obtained from the unfolded event counts ϕ̂µ via the relations

⟨σ⟩µ =
ϕ̂µ

ΦNAr
Cov

(
⟨σ⟩µ, ⟨σ⟩ν

)
=

Cov(ϕ̂µ, ϕ̂ν)

Φ2N 2
Ar

. (1)

The ⟨σ⟩µ values given here (in units of 10−38 cm2 per argon nucleus) can thus be converted to the differential cross
sections shown in the main text by dividing by the relevant bin width(s) ∆xµ. For two-dimensional bins, ∆xµ is
just the product of the widths along each axis, e.g., bin 0 from this analysis has ∆x0 = 0.063 GeV/c. The choice
to tabulate total rather than differential cross sections, as explained and recommended in Ref. [1, Sec. IIID], greatly
simplifies handling of units when covariances are reported between measurements of different observables. Statistical
and total uncertainties on the measurements (calculated by taking the square root of the diagonal elements of the
relevant covariance matrix) are also reported in the last two columns of Table I.

TABLE I: Measured flux-averaged CC0πNp total cross sections

bin number
total cross section stat. unc. total unc.
(10−38 cm2/Ar) (10−38 cm2/Ar) (10−38 cm2/Ar)

0 0.491 0.041 0.110
1 0.305 0.034 0.077
2 0.249 0.033 0.079
3 0.225 0.030 0.059
4 0.147 0.024 0.055
5 0.191 0.024 0.061
6 0.071 0.020 0.073
7 0.281 0.025 0.048
8 0.260 0.024 0.046
9 0.233 0.024 0.060
10 0.258 0.026 0.062
11 0.186 0.021 0.036
12 0.183 0.018 0.042
13 0.091 0.014 0.029
14 0.264 0.028 0.079
15 0.362 0.033 0.061
16 0.320 0.032 0.059
17 0.438 0.032 0.058
18 0.228 0.021 0.034
19 0.259 0.021 0.043
20 0.130 0.015 0.029
21 0.065 0.011 0.036
22 0.424 0.048 0.089
23 1.122 0.059 0.116
24 0.406 0.029 0.093
25 0.382 0.025 0.055
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Table I continued from previous page

bin number
total cross section stat. unc. total unc.
(10−38 cm2/Ar) (10−38 cm2/Ar) (10−38 cm2/Ar)

26 0.188 0.018 0.059
27 0.089 0.012 0.023
28 0.325 0.084 0.172
29 0.986 0.091 0.175
30 1.045 0.072 0.162
31 1.118 0.056 0.171
32 0.618 0.039 0.093
33 0.392 0.026 0.087
34 0.151 0.017 0.038
35 0.474 0.156 0.261
36 0.740 0.088 0.243
37 0.487 0.045 0.134
38 0.446 0.035 0.085
39 0.151 0.018 0.043
40 1.100 0.182 0.414
41 0.771 0.082 0.151
42 0.828 0.061 0.194
43 0.405 0.036 0.122
44 0.612 0.064 0.251
45 1.400 0.099 0.249
46 0.215 0.032 0.081
47 0.481 0.054 0.143
48 0.777 0.055 0.145
49 0.639 0.044 0.116
50 0.479 0.042 0.123
51 0.120 0.025 0.059
52 0.175 0.035 0.102
53 0.311 0.040 0.110
54 0.923 0.058 0.170
55 0.484 0.040 0.093
56 0.697 0.046 0.138
57 0.627 0.045 0.088
58 0.168 0.028 0.068
59 0.244 0.032 0.120
60 0.200 0.027 0.109
61 0.650 0.046 0.106
62 0.370 0.033 0.106
63 0.428 0.034 0.078
64 0.382 0.032 0.064
65 0.408 0.035 0.106
66 0.148 0.025 0.103
67 0.193 0.027 0.104
68 0.266 0.033 0.071
69 0.248 0.031 0.069
70 0.402 0.038 0.082
71 0.450 0.037 0.091
72 0.456 0.037 0.099
73 0.360 0.030 0.087
74 0.326 0.046 0.139
75 0.832 0.076 0.168
76 0.937 0.080 0.195
77 0.609 0.058 0.141
78 0.768 0.057 0.158
79 0.959 0.051 0.184
80 1.213 0.059 0.162
81 2.743 0.081 0.290
82 3.030 0.085 0.383
83 2.474 0.079 0.296
84 2.108 0.076 0.296
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Table I continued from previous page

bin number
total cross section stat. unc. total unc.
(10−38 cm2/Ar) (10−38 cm2/Ar) (10−38 cm2/Ar)

85 1.606 0.066 0.302
86 1.408 0.061 0.316
87 0.879 0.046 0.182
88 1.111 0.063 0.320
89 0.316 0.034 0.130
90 0.486 0.053 0.314
91 0.168 0.049 0.151
92 0.323 0.027 0.050
93 0.643 0.043 0.150
94 0.605 0.042 0.173
95 0.526 0.042 0.098
96 0.293 0.033 0.065
97 0.162 0.024 0.072
98 0.044 0.011 0.057
99 0.055 0.014 0.027
100 0.314 0.023 0.065
101 0.663 0.039 0.092
102 0.735 0.045 0.096
103 0.508 0.037 0.072
104 0.383 0.033 0.083
105 0.280 0.028 0.074
106 0.175 0.022 0.048
107 0.075 0.015 0.028
108 0.061 0.015 0.037
109 0.286 0.020 0.048
110 0.726 0.045 0.091
111 0.912 0.055 0.160
112 0.676 0.048 0.128
113 0.688 0.049 0.143
114 0.501 0.039 0.128
115 0.485 0.040 0.143
116 0.256 0.026 0.063
117 0.175 0.022 0.068
118 0.085 0.016 0.047
119 0.139 0.025 0.051
120 0.255 0.024 0.046
121 0.713 0.051 0.088
122 0.811 0.053 0.198
123 0.761 0.054 0.156
124 0.759 0.060 0.201
125 0.645 0.054 0.134
126 0.922 0.066 0.175
127 0.692 0.057 0.229
128 0.582 0.058 0.204
129 0.500 0.060 0.378
130 0.169 0.057 0.162
131 0.914 0.048 0.217
132 1.466 0.053 0.209
133 1.560 0.058 0.176
134 1.198 0.049 0.143
135 1.168 0.049 0.138
136 0.914 0.041 0.126
137 0.689 0.043 0.139
138 0.322 0.031 0.080
139 0.456 0.035 0.090
140 0.519 0.034 0.086
141 0.517 0.035 0.092
142 0.570 0.037 0.136
143 0.476 0.039 0.091
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Table I continued from previous page

bin number
total cross section stat. unc. total unc.
(10−38 cm2/Ar) (10−38 cm2/Ar) (10−38 cm2/Ar)

144 0.335 0.030 0.081
145 0.135 0.018 0.046
146 0.159 0.019 0.080
147 0.309 0.026 0.086
148 0.341 0.030 0.079
149 0.458 0.035 0.110
150 0.380 0.034 0.096
151 0.292 0.031 0.078
152 0.041 0.011 0.027
153 0.125 0.018 0.058
154 0.288 0.027 0.063
155 0.547 0.038 0.099
156 0.964 0.057 0.247
157 1.348 0.078 0.385
158 1.056 0.081 0.419
159 0.083 0.015 0.028
160 0.248 0.029 0.078
161 0.628 0.046 0.122
162 0.956 0.060 0.167
163 1.778 0.083 0.270
164 2.353 0.095 0.329
165 3.090 0.112 0.407
166 2.636 0.103 0.515
167 2.102 0.091 0.250
168 1.875 0.088 0.313
169 0.899 0.056 0.255
170 0.494 0.042 0.142
171 0.345 0.033 0.089
172 0.029 0.011 0.024
173 0.079 0.017 0.024
174 0.158 0.026 0.063
175 0.384 0.044 0.126
176 0.554 0.054 0.108
177 0.696 0.063 0.160
178 0.614 0.058 0.135
179 0.812 0.073 0.165
180 0.803 0.071 0.167
181 0.603 0.059 0.132
182 0.827 0.069 0.176
183 0.492 0.048 0.182
184 0.258 0.037 0.121
185 0.203 0.028 0.064
186 0.021 0.010 0.034
187 0.017 0.006 0.015
188 0.073 0.016 0.034
189 0.230 0.029 0.053
190 0.361 0.039 0.097
191 0.892 0.060 0.168
192 1.535 0.083 0.184
193 2.007 0.097 0.252
194 1.660 0.088 0.334
195 1.274 0.074 0.174
196 0.943 0.066 0.146
197 0.297 0.033 0.085
198 0.218 0.028 0.064
199 0.114 0.022 0.041
200 0.007 0.005 0.014
201 0.019 0.007 0.027
202 0.056 0.012 0.026
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Table I continued from previous page

bin number
total cross section stat. unc. total unc.
(10−38 cm2/Ar) (10−38 cm2/Ar) (10−38 cm2/Ar)

203 0.100 0.017 0.055
204 0.206 0.028 0.055
205 0.360 0.039 0.070
206 0.271 0.033 0.092
207 0.231 0.030 0.056
208 0.097 0.018 0.091
209 0.054 0.014 0.031
210 0.041 0.010 0.039
211 0.479 0.042 0.108
212 0.353 0.030 0.116
213 0.475 0.036 0.130
214 0.679 0.041 0.182
215 1.055 0.053 0.174
216 1.571 0.066 0.252
217 2.139 0.080 0.291
218 2.333 0.083 0.258
219 2.311 0.080 0.290
220 1.925 0.074 0.251
221 1.419 0.063 0.149
222 1.021 0.055 0.184
223 0.819 0.054 0.197
224 1.042 0.087 0.190
225 0.451 0.033 0.074
226 2.139 0.071 0.250
227 3.264 0.089 0.409
228 2.644 0.082 0.299
229 1.709 0.067 0.282
230 2.159 0.080 0.499
231 1.582 0.070 0.321
232 1.650 0.081 0.358
233 0.897 0.063 0.317
234 0.559 0.055 0.311
235 0.440 0.058 0.310
236 0.033 0.007 0.020
237 0.117 0.018 0.062
238 0.556 0.044 0.206
239 1.048 0.064 0.174
240 1.212 0.067 0.164
241 1.138 0.060 0.187
242 0.757 0.047 0.108
243 0.426 0.034 0.062
244 0.238 0.025 0.061
245 0.179 0.021 0.052
246 0.161 0.023 0.038
247 0.331 0.034 0.158
248 0.322 0.032 0.215
249 0.788 0.054 0.171
250 0.957 0.060 0.240
251 0.728 0.051 0.144
252 0.766 0.054 0.205
253 0.776 0.056 0.118
254 0.636 0.048 0.142
255 0.551 0.047 0.095
256 0.409 0.043 0.094
257 0.483 0.062 0.163
258 0.318 0.040 0.131
259 0.407 0.042 0.212
260 0.579 0.054 0.193
261 0.734 0.061 0.154
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Table I continued from previous page

bin number
total cross section stat. unc. total unc.
(10−38 cm2/Ar) (10−38 cm2/Ar) (10−38 cm2/Ar)

262 0.604 0.053 0.146
263 0.592 0.054 0.122
264 0.578 0.055 0.177
265 0.470 0.049 0.130
266 0.381 0.052 0.210
267 0.456 0.077 0.182
268 0.252 0.028 0.072
269 0.185 0.018 0.037
270 0.161 0.015 0.025
271 0.161 0.017 0.041
272 0.221 0.019 0.060
273 0.212 0.018 0.058
274 0.248 0.023 0.054
275 0.246 0.021 0.042
276 0.282 0.024 0.066
277 0.323 0.024 0.058
278 0.321 0.023 0.067
279 0.374 0.028 0.057
280 0.389 0.029 0.072
281 0.440 0.029 0.079
282 0.563 0.034 0.070
283 0.598 0.035 0.090
284 0.674 0.039 0.097
285 0.786 0.041 0.086
286 0.802 0.041 0.113
287 1.027 0.047 0.146
288 1.170 0.054 0.228
289 1.433 0.060 0.198
290 1.689 0.067 0.288
291 1.271 0.056 0.226
292 0.708 0.036 0.115
293 0.716 0.035 0.092
294 0.759 0.036 0.139
295 0.667 0.033 0.107
296 0.563 0.032 0.103
297 0.283 0.025 0.086
298 0.100 0.017 0.041
299 0.194 0.027 0.072
300 0.292 0.038 0.083
301 0.230 0.032 0.107
302 0.300 0.036 0.077
303 0.392 0.042 0.119
304 0.523 0.046 0.169
305 0.668 0.049 0.204
306 1.083 0.061 0.257
307 0.990 0.050 0.170
308 1.365 0.061 0.181
309 1.695 0.070 0.245
310 2.160 0.080 0.299
311 2.470 0.086 0.298
312 1.121 0.050 0.184
313 1.440 0.059 0.159
314 0.652 0.034 0.127
315 0.584 0.034 0.097
316 0.658 0.037 0.144
317 0.596 0.038 0.136
318 1.298 0.082 0.228
319 1.549 0.071 0.266
320 1.725 0.068 0.222
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Table I continued from previous page

bin number
total cross section stat. unc. total unc.
(10−38 cm2/Ar) (10−38 cm2/Ar) (10−38 cm2/Ar)

321 1.772 0.070 0.262
322 1.549 0.066 0.206
323 1.610 0.065 0.186
324 1.294 0.057 0.208
325 1.423 0.061 0.176
326 1.101 0.055 0.157
327 1.019 0.054 0.145
328 0.849 0.053 0.167
329 0.677 0.052 0.152
330 0.733 0.062 0.136
331 0.554 0.062 0.161
332 0.544 0.071 0.231
333 0.522 0.069 0.199
334 0.326 0.032 0.105
335 0.435 0.030 0.107
336 0.494 0.029 0.068
337 0.598 0.032 0.085
338 0.637 0.031 0.095
339 0.578 0.030 0.082
340 0.651 0.032 0.079
341 0.639 0.032 0.089
342 0.636 0.032 0.079
343 0.637 0.030 0.088
344 0.606 0.030 0.101
345 0.581 0.030 0.064
346 0.543 0.030 0.075
347 0.991 0.046 0.145
348 1.043 0.050 0.169
349 0.904 0.045 0.132
350 0.851 0.046 0.171
351 0.715 0.042 0.161
352 0.708 0.044 0.144
353 0.617 0.043 0.165
354 0.604 0.042 0.121
355 0.519 0.042 0.112
356 0.432 0.038 0.144
357 0.726 0.059 0.170
358 0.476 0.062 0.248

A machine-readable version of Table I is provided as the text file xse summary table.txt. The first line of this
file contains the string numXbins followed by the number of bins (359) used to present the final measurement. The
following lines match the contents of Table I (without the column headings), but the numerical values are reported
to the full precision adopted in the C++ code used to execute the analysis.
The 359 × 359 covariance matrix describing the total uncertainty on the measured ⟨σ⟩µ values is too large to

conveniently tabulate in this document. However, the left-hand panel of Fig. 1 presents a plot of the total covariance
matrix elements. The right-hand panel gives the corresponding correlation matrix, whose elements are computed
according to the formula

Corr
(
⟨σ⟩µ, ⟨σ⟩ν

)
=

Cov
(
⟨σ⟩µ, ⟨σ⟩ν

)

Cov
(
⟨σ⟩µ, ⟨σ⟩µ

)
· Cov

(
⟨σ⟩ν , ⟨σ⟩ν

) . (2)

A machine-readable table of the elements of the total covariance matrix is provided in the mat table  ov total.txt
file. The first two lines of the file contain the strings numXbins and numYbins, respectively, each followed by the total
number of bins reported (359). The third line provides column labels (xbin, ybin, and z) for the numerical data
that follow. The remaining lines of the file list a row (µ) and column (ν) index followed by the corresponding total
covariance matrix element Cov(⟨σ⟩µ, ⟨σ⟩ν) in units of 10−76 cm4.
In addition to the total covariance matrix, several of its most important components are also provided in separate

text files. These include mat table  ov detVar total.txt, mat table  ov flux.txt, and mat table  ov xse total.txt,
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FI G. 1. T h e t o t al c o v a ri a n c e m a t ri x (l ef t ) a n d c o r r el a ti o n m a t ri x ( ri g ht ) f o r t h e fl u x- a v e r a g e d t o t al c r o s s s e c ti o n s m e a s u r e d i n
t h e a n al y si s.

w hi c h r e s p e cti v el y t a b ul at e t h e c o v a ri a n c e s o n t h e m e a s u r e d c r o s s s e cti o n s d u e t o s y st e m ati c u n c e rt ai nti e s r el at e d
t o t h e d et e ct o r r e s p o n s e, n e ut ri n o fl u x p r e di cti o n, a n d n e ut ri n o i nt e r a cti o n m o d el. I n m a n y bi n s, t h e p o rti o n of
t h e i nt e r a cti o n m o d el c o v a ri a n c e e sti m at e d b y u si n g N u Wr o a s a n alt e r n ati v e e v e nt g e n e r at o r ( s e e S e c. V A of m ai n
t e xt) i s t h e l e a di n g s o u r c e of s y st e m ati c u n c e rt ai nt y. F o r r ef e r e n c e, t hi s c o nt ri b uti o n t o t h e t ot al c o v a ri a n c e m at ri x i s
t a b ul at e d i n di vi d u all y i n t h e t e xt fil e m a t t a b l e  o v N u W r o G e n i e . t x t . It i s al r e a d y i n cl u d e d i n t h e o v e r all i nt e r a cti o n
m o d el c o v a ri a n c e m at ri x r e p o rt e d i n m a t t a b l e  o v x s e  t o t a l . t x t . All of t h e s e p a rti al c o v a ri a n c e m at ri x fil e s u s e
t h e s a m e u nit s ( 1 0 − 7 6 c m 4 ) a s t h e t ot al c o v a ri a n c e m at ri x.

0

0. 1

0. 2

0. 3

0. 4

0. 5

0. 6

0. 7

0. 8

M
at

ri
x 

el
e

m
e
nt

0 5 0 1 0 0 1 5 0 2 0 0 2 5 0 3 0 0 3 5 0

Fir st bi n n u m b er

0

5 0

1 0 0

1 5 0

2 0 0

2 5 0

3 0 0

3 5 0

S
ec

o
n
d 

bi
n 

n
u

m
b
er

FI G. 2. T h e a d di ti o n al s m e a ri n g m a t ri x A C .

A s di s c u s s e d i n S e c. VI A of t h e m ai n t e xt, a t h e o r eti c al pr e di cti o n of t h e v e ct o r of fl u x- a v e r a g e d t ot al c r o s s
s e cti o n s ⟨σ ⟩ µ s h o ul d b e m ulti pli e d b y t h e a d diti o n al s m e a ri n g m at ri x A C b ef o r e b ei n g di r e ctl y c o m p a r e d t o t h e d at a
i n T a bl e I. Fi g u r e 2 di s pl a y s t h e bl o c k di a g o n al st r u ct u r e of A C u si n g a c ol o r s c h e m e i n w hi c h m at ri x el e m e nt s
t h at a r e i d e nti c all y z e r o a r e r e n d e r e d a s w hit e s q u a r e s. T h e fil e m a t t a b l e a d d s m e a r . t x t p r o vi d e s a m a c hi n e-
r e a d a bl e li st of t h e a d diti o n al s m e a ri n g m at ri x el e m e nt s u si n g t h e s a m e f o r m at a s t h e t ot al c o v a ri a n c e m at ri x fil e
(m a t t a b l e  o v t o t a l . t x t ). H o w e v e r, n ot e t h at t h e n u m e ri c al v al u e s i n t h e fi n al c ol u m n a r e n o w di m e n si o nl e s s.

T o ill u st r at e h o w t h e s e t e xt fil e s m a y b e m a ni p ul at e d t o c o m p a r e a t h e o r eti c al p r e di cti o n t o t h e f ull d at a s et, a n
e x a m pl e C + + p r o g r a m i s p r o vi d e d i n t h e fil e  a l   h i 2 . C . T h e p r o g r a m r eli e s o n t h e T M a t r i x D cl a s s d e fi n e d b y
R O O T a n d m u st eit h e r b e e x e c ut e d u si n g t h e R O O T C + + i nt e r p r et e r o r b e c o m pil e d a g ai n st t h e R O O T s h a r e d
li b r a ri e s. T h e  a l   h i 2 . C p r o g r a m l o a d s t a bl e s of t h e m e a s u r e d ⟨σ ⟩ µ v al u e s, t h ei r c o v a ri a n c e s, a n d t h e el e m e nt s of
A C . It al s o l o a d s a t a bl e of t h e o r eti c al ⟨σ ⟩ µ v al u e s ( st o r e d i n t h e t e xt fil e v e  t a b l e u B T u n e . t x t ) p r e di ct e d b y t h e
Mi c r o B o o N E T u n e i nt e r a cti o n m o d el d e s c ri b e d i n t h e m ai n t e xt. T h e o v e r all χ 2 g o o d n e s s- of- fit m et ri c o bt ai n e d f o r
t h e Mi c r o B o o N E T u n e m o d el i n t h e m ai n t e xt i s t h e n r e p r o d u c e d a n d p ri nt e d t o t h e t e r mi n al.



9

A similar program is provided in the file  al  hi2.py for users who prefer to work with the Python programming
language. In this case, the program depends on the NumPy package but not on ROOT. Within the numerical precision
printed to the terminal, it is expected to produce the same output as the example C++ program.
By replacing the numerical ⟨σ⟩µ values in the file ve table uBTune.txt and rerunning either  al  hi2.C or

 al  hi2.py, one may immediately compute an overall χ2 score for a comparison of an alternate cross-section
calculation to the measured data points. The replacement ⟨σ⟩µ values need not have the same numerical precision as
the original ones, and they may be represented using either scientific or fixed-point notation.
The expected νµ flux generated by the Fermilab Booster Neutrino Beam at the location of MicroBooNE is tab-

ulated in the file mi roboone numu flux.txt, which has been duplicated from the supplemental materials included
with Ref. [2]. Theoretical predictions of the total cross sections ⟨σ⟩µ should be averaged over the neutrino energy
distribution given therein.

II. MIGRATION MATRICES

The migration matrix Mjµ defined in Eq. 12 of the main text quantifies smearing effects in the reconstruction of
physics observables measured in the present analysis. Plots of the migration matrices for each block of bins used to
report the final results are given in the figures below.
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FIG. 3. Migration matrix for block #0 of bins used for the double-differential measurement of (pµ, cos θµ). Dashed red lines
indicate momentum bin boundaries.
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FIG. 4. Migration matrix for block #1 of bins used for the double-differential measurement of (pp, cos θp). Dashed red lines
indicate momentum bin boundaries.
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FIG. 5. Migration matrix for block #2 of bins used for the single-differential measurement of δpT .



11

92 94 96 98 100 102 104 106 108 110 112 114 116 118 120 122 124 126 128 130
92

94

96

98

100

102

104

106

108

110

112

114

116

118

120

122

124

126

128

130

True bin

R
ec

on
st

ru
ct

ed
bi

n

(δαT , δpT )(δαT , δpT )(δαT , δpT ) migration matrix, MicroBooNE Simulation

0

0.1

0.2

0.3

0.4

0.5

O
cc

up
an

cy

FIG. 6. Migration matrix for block #3 of bins used for the double-differential measurement of (δαT , δpT ). Dashed red lines
indicate δαT bin boundaries.
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FIG. 7. Migration matrix for block #4 of bins used for the double-differential measurement of (δpT , δαT ). Dashed red lines
indicate δpT bin boundaries.
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FIG. 8. Migration matrix for block #5 of bins used for the single-differential measurement of δpTx .
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FIG. 9. Migration matrix for block #6 of bins used for the double-differential measurement of (δpTy , δpTx). Dashed red lines
indicate δpTy bin boundaries.
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FIG. 10. Migration matrix for block #7 of bins used for the single-differential measurement of θµp.

226 228 230 232 234

226

228

230

232

234

True bin

R
ec

on
st

ru
ct

ed
bi

n

pnpnpn migration matrix, MicroBooNE Simulation

0

0.1

0.2

0.3

0.4

0.5

0.6

O
cc

up
an

cy

FIG. 11. Migration matrix for block #8 of bins used for the single-differential measurement of pn.
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FIG. 12. Migration matrix for block #9 of bins used for the double-differential measurement of (pn, θµp). Dashed red lines
indicate pn bin boundaries.
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FIG. 13. Migration matrix for block #10 of bins used for the single-differential measurement of cos θµ.
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III. SIDEBAND STUDY RESULTS

Measured reconstructed event distributions obtained using the combined sideband selection defined in Sec. V F of
the main text are shown below. The plots use the same format as those in Sec. V E of the main text.
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FIG. 17. Reconstructed event distributions for block #2 (δpT , upper left), block #5 (δpTx , upper right), block #7 (θµp, lower
left), and block #8 (pn, lower right).
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FIG. 18. Reconstructed event distributions for block #0 (pµ, cos θµ).
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FIG. 19. Reconstructed event distributions for block #1 (pp, cos θp).
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FIG. 20. Reconstructed event distributions for block #3 (δαT , δpT ). The overall χ2 value includes contributions from four δpT
overflow bins that are not plotted.
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FIG. 21. Reconstructed event distributions for block #4 (δpT , δαT ).
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FIG. 22. Reconstructed event distributions for block #6 (δpTy , δpTx). The overall χ2 value includes contributions from three
underflow and three overflow δpTx bins that are not plotted.
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FIG. 23. Reconstructed event distributions for block #9 (pn, θµp).
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FIG. 24. Reconstructed event distributions for block #10 (cos θµ, upper left), block #11 (cos θp, upper right), block #12 (pp,
lower left), and block #13 (pµ, lower right).
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IV. RESPONSE MATRIX

The response matrix ∆ defined in Eq. 11 of the main text is employed in the cross-section unfolding procedure
to estimate both efficiency and bin migration corrections. The elements of the matrix are tabulated in the text file
mat table dete tor response.txt using the reconstructed (true) bin index j (µ) along the x ( ) axis. The file
format is identical to the one used to report the matrices in Sec. I. Note that, like the additional smearing matrix
AC , the elements of ∆ are dimensionless. A plot of the response matrix including all blocks for the full measurement
is given in Fig. 25.
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FIG. 25. The detector response matrix ∆.

V. DATA COMPARISONS TO MICROBOONE TUNE WITH MODEL UNCERTAINTY

Plots of the CC0πNp differential cross-section results shown in Sec. VIIB of the main text are reproduced here with
all model predictions other than the MicroBooNE Tune removed. Figures 26–39 follow the same conventions as the
main text for displaying the data points in the main panel of each plot; the inner error bars represent the statistical
uncertainty only, while the outer error bars also include shape-only systematic uncertainties. The remaining portion
of the total measurement uncertainty is shown by the dark gray band along the x-axis.
The bottom panel of each plot displays the ratio of the measured data points to the MicroBooNE Tune prediction.

The error bars on the black points in the ratio plots display the full uncertainty on the measurement.
The light gray band that appears in all panels of Figs. 26–39 displays the theoretical uncertainty on the MicroBooNE

Tune prediction. This uncertainty is calculated using the same variations to the neutrino interaction model mentioned
in Sec. VA of the main text. All other sources of uncertainty are omitted.
To calculate the theoretical uncertainty, the covariances between the expected signal event counts in the µ-th and

ν-th true bins are evaluated via

Vµν =
1

Nuniv

Nuniv∑

u=1

(
ϕCV
µ − ϕu

µ

)(
ϕCV
ν − ϕu

ν

)
. (3)

Here, ϕCV
µ is the number of CC0πNp events in true bin µ predicted by the central-value MicroBooNE simulation,

while ϕu
µ is a corresponding prediction for the u-th alternative universe. The total number of alternative universes for

the systematic variation of interest is Nuniv. Here the special prescription from Sec. VB is not followed; The signal
event counts are directly varied in each alternative universe. To make them comparable to the data, the theoretical
covariances from Eq. (3) have been scaled to differential cross section units and transformed using the additional
smearing matrix AC .
The legends accompanying Figs. 26–39 list a χ2 score for the “MicroBooNE Tune with Uncertainty.” The format

is identical to the one used in similar legends from the main text: Each χ2 score is separated from the number of
bins for which it was calculated by a / character. Unlike the χ2 scores given in the figures from the main text,
however, the ones shown here include the theoretical uncertainty described above. The χ2 calculation also accounts
for the correlations between the signal prediction and the measured data points that were introduced by using the



26

MicroBooNE Tune model during the cross-section extraction procedure. The overall MicroBooNE Tune value of
χ2 = 2673 for 359 bins (see Table II from the main text) improves to χ2 = 979 when the theoretical uncertainty is
included in this way.
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FIG. 26. Measured differential cross sections for block #0 (pµ, cos θµ). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty
(theoretical uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 27. Measured differential cross sections for block #1 (pp, cos θp). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty
(theoretical uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 28. Measured differential cross sections for block #2 (δpT ). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty (theoretical
uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 29. Measured differential cross sections for block #3 (δαT , δpT ). The overall χ2 value includes contributions from four δpT
overflow bins that are not plotted. Statistical (shape-only systematic) uncertainties are included in the inner (outer) error bars.
The dark (light) gray band shows the remainder of the measurement uncertainty (theoretical uncertainty on the prediction).
Error bars in the lower panels show the full measurement uncertainty.
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FIG. 30. Measured differential cross sections for block #4 (δpT , δαT ). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty
(theoretical uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 31. Measured differential cross sections for block #5 (δpTx). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty (theoretical
uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 32. Measured differential cross sections for block #6 (δpTy , δpTx). The overall χ2 value includes contributions from three
underflow and three overflow δpTx bins that are not plotted. Statistical (shape-only systematic) uncertainties are included in
the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty (theoretical
uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 33. Measured differential cross sections for block #7 (θµp). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty (theoretical
uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 34. Measured differential cross sections for block #8 (pn). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty (theoretical
uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 35. Measured differential cross sections for block #9 (pn, θµp). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty
(theoretical uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 36. Measured differential cross sections for block #10 (cos θµ). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty
(theoretical uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 37. Measured differential cross sections for block #11 (cos θp). Statistical (shape-only systematic) uncertainties are
included in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty
(theoretical uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 38. Measured differential cross sections for block #12 (pp). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty (theoretical
uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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FIG. 39. Measured differential cross sections for block #13 (pµ). Statistical (shape-only systematic) uncertainties are included
in the inner (outer) error bars. The dark (light) gray band shows the remainder of the measurement uncertainty (theoretical
uncertainty on the prediction). Error bars in the lower panels show the full measurement uncertainty.
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VI. EXTENDED DATA RELEASE

The compressed tar archive file extended data release.tar.bz2 contains detailed information from the analysis
that allows many plots from the main text and this supplement to be reproduced. The archive file’s contents may be
extracted on Unix-like operating systems by running the command

tar xvfj extended data release.tar.bz2

in a terminal. All files discussed in the remainder of this section will be made available by this procedure.
The file universes.txt tabulates vectors of predicted event counts from the MicroBooNE simulation needed to

reproduce all systematic covariance matrices used in the analysis. The first line of universes.txt contains a header
of the form

numBins numCV numAltTypes numFullCorr numSum

where each of these variables takes an integer value. The header variables have the definitions given below.

numBins: The number of elements (1077) in each vector of predicted event counts reported in the file. The first 359
of these contain the quantity

nj −Oj = ϕj +Bj (4)

in each reconstructed bin 0 ≤ j ≤ 358 used for the cross-section measurements. The order and numbering
scheme used for these bins is the same as in Table III of the main text. The notation used in Eq. (4) is the same
as in Eq. (13) from the main text. The following group of 359 vector elements contain the same quantity but
for the duplicate set of reconstructed bins in which the sideband selection discussed in Sec. VF from the main
text has been applied. The bin ordering and definitions are otherwise the same as the first 359 elements. The
final 359 elements of each vector contain the expected number of signal events ϕµ in each true bin µ. The bin
ordering and definitions once again follow Table III from the main text.

numCV: The number of central-value universes (3) reported in the file. The nominal prediction of the MicroBooNE
simulation is given by the first of these, which is labeled CV. To mitigate Monte Carlo statistical fluctuations when
assessing detector-related systematic uncertainties, however, two additional central-value universes, detVarCV1
and detVarCV2, were constructed with identical simulation parameters and used as replacement central-value
predictions in specific cases when computing covariance matrix elements according to Eq. (14) from the main
text.

numAltTypes: The number of alternative-universe covariance matrices (24) needed to compute the full set of sys-
tematic uncertainties adopted in the analysis. Each of these corresponds to a specific type of variation to the
MicroBooNE simulation whose impact is studied with Nuniv ≥ 1 alternative universes.

numFullCorr: The number of fully-correlated systematic uncertainties (2) included in the analysis. As mentioned
in Sec. VA of the main text, these are computed using a fractional uncertainty applied to each bin of the main
central-value universe (CV).

numSum: The number of covariance matrices defined at the end of universes.txt as sums of other previously-
defined covariance matrices.

The following numCV (3) lines of the file contain the event count vectors for each of the central-value universes. Each
line starts with the name of the central value universe followed by its numBins (1077) elements.
After the central-value universe definitions, universes.txt contains numAltType definitions of alternative universes.

Each of these begins with a line of the form

altName refCV numAltUniv

in which the first two fields are whitespace-delimited strings and the third is a positive integer. The altName field
labels the simulation variation of interest, and refCV ∈ {CV, detVarCV1, detVarCV2} specifies which of the central-
value universes should be used when computing covariance matrix elements according to Eq. (14) from the main text.
The integer numAltUniv gives the number Nuniv of alternative universes that are defined for the current systematic
variation. The following numAltUniv lines of the file each contain a vector with numBins (1077) elements corresponding
to one of the relevant alternative universes. In the case of variations to the MicroBooNE Tune neutrino interaction
model (altName begins with xse for these), the reconstructed bin counts are evaluated according to the special
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prescription described in Sec. VB of the main text. The true signal event counts ϕµ are varied directly without
special treatment for the last 359 elements of each alternative universe vector.
Following the numAltType (24) definitions of alternative universes, there are numFullCorr (2) definitions of fully-

correlated systematic uncertainties given in universes.txt. Each of these appears as a single line of the form

FullCorrName Fra Un 

in which FullCorrName ∈ {POT, numTargets} labels the type of uncertainty (beam exposure and number of Ar targets
in the fiducial volume, respectively). The Fra Un field contains the corresponding fractional uncertainty.
Finally, the last numSum (5) lines of universes.txt give definitions of new covariance matrices in terms of sums of

others. Each definition appears on a single line. The line begins with the name sumName of the new covariance matrix
followed by the number numOther of other covariance matrices included in the sum. The line concludes with numOther
whitespace-delimited strings giving the names of the other covariance matrices. Allowed values for these names are
the strings used earlier in the file within the altName, FullCorrName, and sumName fields, as well as the additional
names MCstats, EXTstats, and BNBstats. These last three allowed names correspond to the precomputed statistical
covariance matrices that appear in the subfolder  ov matri es/. Respectively, these label the Monte Carlo statistical
uncertainty, the statistical uncertainty on the measured beam-off background, and the statistical uncertainty on the
data measured when the BNB was active. These covariance matrices are provided explicitly because they cannot be
computed from simple vectors of event counts; due to the multi-block structure of the analysis, events are shared
between multiple bins, and a correct treatment of statistical correlations requires knowledge of the overlaps between
each pair of bins.
The final line of universes.txt provides a definition for the summed covariance matrix total. This covariance

matrix describes the full uncertainty on the measured event counts used for cross-section extraction (bins 0 to 358),
the measured event counts in the sidebands (bins 359 to 717) and the MicroBooNE Tune prediction for the true signal
event counts (bins 718 to 1077).
An example C++ program that interprets the contents of universes.txt is provided in the file  al  ovarian es.C.

Like the  al  hi2.C program provided in the basic data release (see Sec. I of this supplement),  al  ovarian es.C
relies on the TMatrixD class defined by ROOT and must either be executed using the ROOT C++ interpreter or be
compiled against the ROOT shared libraries. Executing  al  ovarian es.C will parse the precomputed statistical
covariance matrices and universes.txt. It will then create new covariance matrix files in the  ov matri es/ sub-
folder representing all uncertainties used in the analysis. The total covariance matrix describing all uncertainties can
be found in the file  ov matri es/mat table extendedCov total.txt after the program has finished running. The
format for both the precomputed statistical covariance matrix files and the new ones created by  al  ovarian es.C
is identical to the mat table  ov total.txt file from the basic data release except for two differences. First, the
number of bins is larger (1077 rather than 359). Second, the numerical values of the covariance matrix elements now
represent uncertainties on event counts rather than flux-averaged total cross sections, so they are dimensionless.
For the first 718 bins represented in the universe vectors tabulated in universes.txt, the main central-value

prediction (CV) is split into 11 separate event categories in the file mat table m  ategories.txt. Each row of the
matrix defined in this file gives the contribution of a specific event category to the reconstructed bins in the CV universe
vector. The categories c ∈ [0, 10] are defined below in terms of the descriptions from Sec. III B of the main text.

0: Signal CC0πNp events in which the primary interaction mode was QE.

1: Signal CC0πNp events in which the primary interaction mode was 2p2h.

2: Signal CC0πNp events in which the primary interaction mode was resonance production.

3: Signal CC0πNp events with a primary interaction mode not specified by a prior category. In Figs. 1 and 7–14
from the main text, Signal (CC other) is used to label the sum of categories 2 and 3.

4: Background CCNπ events

5: Background CC0π0p events

6: Background Other νµ CC events

7: Background νe CC events

8: Background NC events

9: Background Out FV events

10: Background Other events
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As described below, the beam-off background events are tabulated separately. Note that, as shown in Eq. (4), the
beam-off background events do not contribute to the universe vectors by construction.
As implied by Eq. (29) of the main text, the portion of the extended data release covariance matrices representing

the first 359 bins can be adjusted to represent uncertainties on the unfolded signal event counts ϕ̂µ via transformation
by the error propagation matrix E. The elements of E are tabulated in the file mat table err prop.txt for this
purpose. A similar transformation using the additional smearing matrix AC can be performed on the covariance
matrix elements describing the MicroBooNE tune signal prediction (the last 359 bins) in order to obtain the theoretical
uncertainty shown in Sec. V above. The elements of AC are provided in the basic data release as described in
Sec. I of this supplement. For completeness, the elements of the unfolding matrix U are also provided in the file
mat table unfolding.txt. Note that all elements of E, AC , and U are dimensionless.
The file s ale fa tors.txt contains the values of the integrated BNB νµ flux Φ and the number of Ar targets in the

fiducial volume NAr needed to convert event counts to cross sections. These are labeled in the file as IntegratedFlux
(νµ/cm

2) and NumArTargets (dimensionless), respectively. Although it is not needed for the unit conversion, the
beam exposure in POT used for the analysis is also given in the file with the label BeamExposurePOT.
The file ve table data bnb.txt tabulates the measured number of events Dj in each reconstructed bin j for

data taken when the BNB was active. The first 359 entries give the event counts for the selection criteria used to
obtain the cross-section results. The remaining 359 entries give the corresponding results for the sideband selection
defined in Sec. VF from the main text. Both groups of reconstructed bins use the same order and numbering scheme
from Table III of the main text. The file ve table data ext.txt has the same organization, but it tabulates the
measured beam-off background event counts Oj .
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