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In the presence of axion dark matter, fermion spins experience an “axion wind” torque and an

“axioelectric” force. We investigate new experimental probes of these effects and find that magnetized

analogs of multilayer dielectric haloscopes can explore orders of magnitude of new parameter space

for the axion-electron coupling. We also revisit the calculation of axion absorption into in-medium

excitations, showing that axioelectric absorption is screened in spin-polarized targets, and axion wind

absorption can be characterized in terms of a magnetic energy loss function. Finally, our detailed

theoretical treatment allows us to critically examine recent claims in the literature. We find that

axioelectric corrections to electronic energy levels are smaller than previously estimated and that the

purported electron electric dipole moment due to a constant axion field is entirely spurious.
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Conventions and Notation

We use a mostly-negative spacetime metric and natural units, h̄ = c = kB = 1, with rationalized Heaviside–Lorentz

units for electromagnetic fields (i.e., SI units with ε0 = µ0 = 1). Instead of the chiral representation, we use the Dirac

representation for the gamma matrices,

γ0 =

(
1 0

0 −1

)
, γi =

(
0 σi

−σi 0

)
, γ5 =

(
0 1

1 0

)
, (1)

where the σi are the usual Pauli matrices. All states are normalized nonrelativistically, and all operators are in the

Schrödinger picture unless specified otherwise. In Secs. III and IV, we work with complex axion and electromagnetic

fields which oscillate with positive frequency, proportional to e−iωt, such that only the real part is physically meaningful.
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I. INTRODUCTION

Axions are among the most well-motivated extensions to the Standard Model, generically arising as pseudo-Goldstone

remnants of new approximate global symmetries broken at some high scale and in theories involving compactified

extra dimensions [1–3]. They are also motivated from a bottom-up perspective, as their existence could explain both

the microscopic origin of dark matter [4–6] and the absence of CP violation in the strong interactions [6–9].

If axions account for the local dark matter density ρ
DM

≃ 0.4 GeV/cm3, their occupancy per quantum mode is large

for axion masses ma
<∼ few×10 eV. In this case, the axion behaves as a nonrelativistic classical field, oscillating with an

angular frequency set by its mass, a(t) ≃ (
√
2ρ

DM
/ma) cosmat. This behavior is coherent over macroscopic timescales

(mav
2
DM

)−1 ∼ 1 µs× (meV/ma) and is uniform over length scales (mavDM)−1 ∼ 10 cm× (meV/ma), where vDM ∼ 10−3

is the characteristic velocity of dark matter in the Galaxy. Axions generically couple to Standard Model currents via

shift-symmetric higher-dimensional operators suppressed by a symmetry-breaking scale Λ, i.e., L ∼ (∂µa) J
µ
SM/Λ.

Most ongoing and proposed experiments search for coherent signals arising from the axion’s coupling to photons via

the Chern–Simons current [10–13].

Comparatively much less attention has been paid to the axion’s coupling to color neutral fermions f ,

L ⊃ gaf (∂µa)Ψγ
µγ5Ψ . (2)

Concretely, f can be an electron or nucleon, with mass mf and charge qf , Ψ is its corresponding Dirac field, and gaf

is a dimensionful coupling inversely proportional to the symmetry-breaking scale.1 Independent of the axion’s Galactic

abundance, such interactions induce spin-dependent “dipole–dipole” forces between fermions [14, 15], which can be

searched for by experiments involving electrons [16–20], nucleons [21–24], or both [25, 26]. Stronger probes are possible

in the presence of axion dark matter. For low-energy experiments, its physical effects are most directly seen in terms

of the nonrelativistic single-particle Hamiltonian,

H ⊃ −gaf (∇a) · σ − gaf
mf

ȧσ · π , (3)

where π ≡ p− qf A is the fermion’s mechanical momentum, defined in terms of the canonical momentum p = −i∇ and

electromagnetic vector potential A. The first and second terms of Eq. 3 are called the “axion wind” and “axioelectric”

terms, respectively, and give rise to a variety of spin-dependent effects.

The axion wind causes spins to precess about the axion gradient, like the effect of an effective magnetic field Beff

on a magnetic dipole moment. Various experimental techniques have been developed and proposed to search for

this anomalous torque. For instance, spin-polarized torsion pendulums [27, 28] or precision magnetometers, such as

comagnetometers and nuclear magnetic resonance setups [28–47], can search for axions of mass ma ≪ µeV. Other

recent proposals involve searching for spin precession in superfluid helium [48–50], nitrogen vacancy centers [51], and

storage rings [52–56]. At higher axion masses, axion absorption can induce spin-flip transitions in atoms [57–60] or

excite in-medium magnons [61, 62]. In the µeV −meV mass range, several experiments [63–73] search for magnon

absorption by placing a magnetic sample in a cavity, thereby mixing the magnon with a cavity mode so that it can be

read out as a photon. These efforts, which we term “ferromagnetic haloscopes,” leverage existing expertise in cavity

magnonics. However, other methods to probe the axion-electron coupling in this mass range have been unexplored.

The axioelectric term acts like an effective electric field Eeff directed along the spin and hence produces a time-varying

force. In analogy to the photoelectric effect, this force can ionize atoms by the “axioelectric effect” [74–77], which

1 Some works quantify the coupling in terms of Gaf = 2gaf or use a dimensionless coupling g̃af = 2mf gaf .
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Figure 1. Existing constraints on the axion-electron coupling. Laboratory constraints are from torsion pendulums [17, 27],

atomic clocks [35], comagnetometers [36], ferromagnetic haloscopes [68–71], and electron g − 2 measurements [101, 102] (using

the 2σ uncertainty of the latest measurement [103]). Astrophysical constraints are from XENONnT solar axion searches [82]

and from considerations of additional energy loss from the Sun [104], white dwarfs [105], and red giants [106]. However, the red

giant bound may be significantly weakened when uncertainties in stellar parameters are accounted for [107]. Furthermore, all of

these astrophysical constraints are relaxed in axion models with environment-dependent couplings [108]. Bounds derived from

supernova 1987A [109, 110] and Big Bang nucleosynthesis [110, 111] are about two orders of magnitude weaker than the solar

bound and not shown here for clarity. The orange band corresponds to QCD axion models, reviewed in, e.g., Ref. [10].

is used to search for, e.g., the absorption of high-energy solar axions [78–82]. More recent works have considered

absorption of less energetic dark matter axions of mass ma
<∼ 10 eV, which can produce electronic excitations in

molecules [83] and solids [84–88] or single phonons in spin-polarized materials [89].

The physical effects of the axioelectric term in the ultralight regime (ma ≪ 1 eV) are much less well-understood.

While the ability for this oscillating force to generate currents in spin-polarized targets was briefly considered in

Refs. [90–92], the prospects for detecting such effects were never carefully analyzed. Furthermore, some recent studies

have investigated axioelectric-induced modifications to electronic energy levels [93–95], but the sizes of these shifts were

only very roughly estimated. Finally, there have been many recent independent claims that the axion-electron coupling

generates an electron electric dipole moment (EDM) [96–100] proportional to the axion field value. This would seem

to violate the shift symmetry of the axion field and, if true, would imply sensitivity up to twenty orders of magnitude

stronger than existing astrophysical bounds. Thus, the physics of the axioelectric term is currently far from clear.

In this work, we provide a firm foundation for the study of axion-fermion couplings, with an emphasis on new

probes of the axion-electron coupling gae. Existing constraints on this coupling are reviewed in Fig. 1, while the

projected sensitivities of future experiments are shown in Fig. 2. We begin in Sec. II A by reviewing the derivation of

the nonrelativistic Hamiltonian of Eq. 3. In Sec. II B, we compute the associated classical torques and forces in an

axion background and show how the leading effects can be expressed in terms of effective spin-coupled electromagnetic

fields Eeff and Beff. In Sec. II C, we consider the use of spin-polarized mechanical resonators to detect these effects.
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Figure 2. Proposed searches for the axion-electron coupling, with existing limits (shaded gray) as in Fig. 1. The new directions

we explore are shown in solid green, and discussed in the corresponding sections. Dotted gray projections [93, 97] should be

revised, as discussed in Sec. V. As solid gray lines, we show projections from torsion pendulums [28], comagnetometers [36],

an electron storage ring [55], nitrogen vacancy centers [51], ferromagnetic haloscopes using MnCO3 [73] and YIG [72], and

absorption into electronic excitations in atoms [57], superconductors [84], spin-orbit coupled materials [88], semiconductors [85],

and molecules [83], as well as into phonon excitations in FeBr2 [89]. For each proposal, we show the most optimistic projection,

though the difficulty of experimentally realizing each one varies significantly.

In Sec. III, we show how Eeff and Beff give rise to polarization and magnetization currents, respectively, in electron

spin-polarized (magnetic) media. To detect these currents, we consider multilayer setups like those used by dielectric

haloscopes to search for the axion-photon coupling at microwave [112–114] and optical [115–118] frequencies, where

the signal appears as emitted electromagnetic radiation. As shown in Sec. IIIA, such a system can reach QCD

axion sensitivity at optical frequencies, where the polarization current dominates. At microwave frequencies, the

magnetization current instead dominates. In this case, a multilayer setup can explore orders of magnitude beyond

astrophysical bounds, as shown in Sec. III B.

In Sec. IV, we revisit axion absorption into in-medium excitations. For dark photons and axions, such results

are often determined by the “energy loss function” Im(−1/ε) [119–123], which has recently been applied to dark

photons [121] and photon-coupled axions [123]. In Sec. IVA, we use a classical argument to show that in spin-polarized

media, the absorption rate into magnons via the axion wind term is determined by Im(−1/µ), the magnetic analogue

of the energy loss function. As for the axioelectric term, previous calculations have shown that the absorption rate into

electronic excitations scales with Im(ε) in unpolarized targets. In Sec. IVB, we show that in spin-polarized targets, it

is instead proportional to the usual energy loss function Im(−1/ε) and is thus generically screened.

In Sec. V, we critically examine recent claims about the physical effects of the axioelectric term. We show that

any apparent EDM proportional to the axion field value is spurious, with no corresponding observable effect, and

that energy level shifts from the axioelectric term are smaller than previously estimated. We conclude in Sec. VI by

discussing directions for future investigation. The appendices are referred to throughout the text.
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II. THE NONRELATIVISTIC LIMIT

In this section, we review the physical effects of fermion-coupled axion dark matter. We begin by deriving the

nonrelativistic Hamiltonian in Sec. IIA. It is then used in Sec. II B to compute the torques and forces on a fermion,

showing that the leading effects are simply described by effective spin-coupled magnetic and electric fields Beff and

Eeff, respectively. In Sec. II C, we consider the sensitivity of spin-polarized mechanical resonators to these fields.

A. Deriving the Nonrelativistic Hamiltonian

We first motivate the nonrelativistic Hamiltonian in Eq. 3 by considering the classical limit of the axial vector

current. As shown in Appendix A, in a classical single-particle state, the spatial integral of its expectation value is

essentially the fermion’s spin four-vector sµ, equal to (0, ŝ)µ in its rest frame, where ŝ is the unit vector aligned with

its spin. Thus, to first order in the fermion’s velocity v, we have∫
d3x ⟨Ψγµγ5Ψ⟩ ≃ (v · ŝ , ŝ)µ , (4)

If we approximate ∂µa as spatially uniform, we can use Eq. 4 to evaluate the spatial integral of Eq. 2, giving the

particle Lagrangian

L ⊃ gaf (∇a) · ŝ+ gaf ȧv · ŝ . (5)

The nonrelativistic Hamiltonian is given by H = v · p− L, where the canonical momentum is

p = ∂L/∂v = mf v + qf A+ gaf ȧ ŝ . (6)

Identifying p → −i∇ and ŝ → σ in the Hamiltonian recovers Eq. 3. The first term in Eq. 5 couples to the spin like an

effective magnetic field Beff = (gaf/µf ) (∇a) with µf = qf/2mf , while the second is of the form L ⊃ qf Aeff ·v with an

effective vector potential Aeff = (gaf/qf ) ȧ ŝ. The axion field thus exerts a torque on spins and a spin-dependent force,

τ = µf (ŝ×Beff) = gaf (ŝ×∇a) (7)

F = qf Eeff = −gaf
d

dt

(
ȧ ŝ
)
, (8)

where Eeff = −dAeff/dt is an effective spin-coupled electric field. Though this derivation is merely heuristic, it does

capture the axion’s leading physical effects.

In order to systematically extract the full set of physical effects, we take the nonrelativistic limit of the fermion’s

equation of motion, using the same procedure that is used to derive the Pauli Hamiltonian from the Dirac equation.

Starting from Eq. 2, the equation of motion for Ψ is(
i/∂ −mf − qf /A+ gaf (/∂a) γ

5
)
Ψ = 0 . (9)

In relativistic quantum mechanics, Ψ is the four-component wavefunction of a state with a single particle or antiparticle,

and Eq. 9 governs the evolution of the wavefunction. Specifically, the positive-frequency solutions of Eq. 9 represent

the wavefunctions of particles, while negative-frequency solutions represent antiparticles. To reduce to the low-energy

nonrelativistic theory, we “integrate out” the antiparticle component using the Pauli elimination method. To make

this separation manifest, we divide Ψ into upper and lower two-component wavefunctions,

Ψ = e−imf t

(
ψ

ψ̃

)
, (10)
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where the rapid time-dependence of the positive-frequency solution has been factored out. The wavefunctions ψ and ψ̃

dominate for nonrelativistic particle and antiparticle states, respectively. In terms of ψ and ψ̃ , Eq. 9 is(
i∂t − qf ϕ+ gaf (∇a) · σ

)
ψ =

(
π · σ − gaf ȧ

)
ψ̃ (11)(

2mf + i∂t − qf ϕ+ gaf (∇a) · σ
)
ψ̃ =

(
π · σ − gaf ȧ

)
ψ . (12)

As anticipated, ψ̃ is suppressed by ∼ 1/mf compared to ψ for nonrelativistic particle states. Thus, to economically

describe a nonrelativistic particle, we can solve Eq. 12 to leading order in the nonrelativistic expansion,

ψ̃ ≃ 1

2mf

(
π · σ − gaf ȧ

)
ψ , (13)

and then use this to eliminate ψ̃ from the equation of motion for ψ in Eq. 11. The result is(
i∂t − qf ϕ+ gaf (∇a) · σ

)
ψ ≃

( 1

2mf
|π · σ|2 − gaf ȧ

mf
π · σ +

igaf
2mf

(∇ȧ) · σ
)
ψ , (14)

to leading order in the coupling gaf . The nonrelativistic Hamiltonian can then be identified by i∂tψ = Hψ, which gives

H ≃ π2

2mf
+ qf ϕ− qf

2mf
B · σ − gaf (∇a) · σ − gaf

2mf
{ȧ,π · σ} , (15)

where we used the identity |π ·σ|2 = π2−qf B ·σ. The first three terms in Eq. 15 form the usual Pauli Hamiltonian, and

the axion-dependent terms are in agreement with Ref. [99] (which instead used the Foldy–Wouthuysen method [124]

to decouple the antiparticle component). Expanding the anticommutator in the final term yields {ȧ,π · σ} =

2ȧπ · σ − i(∇ȧ) · σ, where the first term corresponds to the axioelectric term in Eq. 3. Note that the second term

is not determined by our heuristic classical argument; however, it is less phenomenologically interesting since it is

qualitatively similar to the axion wind, but subdominant for ma ≪ mf .

B. Torques and Forces

The Hamiltonian of Eq. 15 implies that the axion field imparts spin torques and forces on fermions. To show this,

we will use Ehrenfest’s theorem, d⟨O⟩/dt = ⟨∂tO⟩+ i ⟨ [H,O] ⟩, which governs the time evolution of the expectation

value of any observable O. For example, it implies that the velocity operator v ≡ i[H,x] satisfies ⟨v⟩ = d ⟨x⟩ /dt. In
the presence of an axion background, this is

v =
1

mf
(π − gaf ȧσ) , (16)

which is just the quantum analogue of Eq. 6. Next, the expectation value of the spin operator S = σ/2 evolves as

d

dt
⟨S⟩ = ⟨ 2µf S×B+ 2 gaf S× (∇a+ {ȧ,v}/2) ⟩ . (17)

Discarding subdominant contributions proportional to ∇ȧ or g2af , we find that the axion field imparts the same spin

torque as an effective magnetic field

Beff ≃ gaf
µf

(∇a+ ȧ ⟨v⟩) . (18)

Above, the first term proportional to ∇a is the usual axion wind effect, while the additional term proportional to

ȧ follows from Galilean invariance; it represents the additional contribution to the axion gradient in the frame of a
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moving fermion. Note that this new term is subdominant when the fermion velocity is much smaller than the dark

matter velocity, which applies to most laboratory experiments.

Evaluating the force from the axion field is somewhat more involved, as it requires taking the time derivative of

Eq. 16. Using Eq. 17 to simplify the result, we find

F ≡ mf
d

dt
⟨v⟩ ≃

〈
qf E+

qf
2

(v ×B−B× v) + µf ∇(σ ·B)
〉

− gaf
d

dt

〈
ȧσ
〉
+ gaf

〈
∇(σ · ∇a) + 1

2
{σ · v, (∇ȧ)} − 1

2
(v · ∇ȧ+∇ȧ · v)σ

〉
, (19)

where the first line is the usual electromagnetic force on a minimally-coupled spin-1/2 particle, and the second line

contains axion-induced effects. Since the gradient of an axion dark matter field is suppressed by its small velocity, the

first term in the second line dominates. It is equivalent to an effective electric field aligned with the spin,

Eeff ≃ −gaf
qf

d

dt
(ȧ ⟨σ⟩) , (20)

which is consistent with our classical result in Eq. 8, since ⟨σ⟩ = ŝ, and agrees with Ref. [91].

Since Eeff and Beff can cause charges to move and dipole moments to precess, respectively, they indirectly give rise

to electromagnetic signals, which we will consider in Sec. III. However, first we consider their most direct effects, which

are oscillating mechanical forces and torques in spin-polarized materials.

C. Mechanical Signals

From Eq. 20, we see that when a material is electron or nuclear spin-polarized and its spins precess at angular

frequency ωspin, then its spins experience an oscillating axioelectric force with angular frequency ωsig ≃ ma ± ωspin,

whose magnitude is proportional to ωsig. For concreteness, we focus on electron-coupled axions and static electron

spins, ωspin = 0. In an insulating material, where the electrons are not free to move relative to the nuclei, forces on

the electrons cause the material to accelerate as a whole. Thus, two nearby test masses of opposite electron spin

polarization will experience an oscillating relative acceleration of magnitude

∆aae ≃
2fs gae ωsig

√
ρ

DM

mN
, (21)

where mN is the mass per atom and fs is the number of polarized electron spins per atom.

At ultralow frequencies, ωsig
<∼ 10 Hz, the axioelectric acceleration is very difficult to detect because it is suppressed

by ωsig/mN . Using Refs. [125–127], we have recast the sensitivity of future torsion pendulums, atom interferometers,

and gravitational wave detectors, assuming they can be modified to have fs ≃ 1. In each case we find that the ideal

sensitivity is well below that of existing astrophysical bounds and too weak to appear in Fig. 2.

Oscillating accelerations at kHz−GHz frequencies can be detected with mechanical resonators. To analyze this case,

we recast the results of Refs. [128–130], which consider how dilaton dark matter modifies the equilibrium length of

solid objects, leading to a differential acceleration across the object. Each of these setups can in principle be converted

to a probe of the axioelectric force by, e.g., spin polarizing its two halves in opposite directions. Equating the resulting

accelerations (under the assumption that fs ≃ 1 can be realized and that the relevant O(1) mechanical form factors are

comparable) yields the curves labeled “Liquid Helium” and “AURIGA” in Fig. 2. Though they are more promising,

they are still much weaker than existing astrophysical bounds.

The axion wind’s spin torque can lead to stronger mechanical effects. In a material where the orientation of electron

spins is fixed relative to the atomic lattice, such as a hard ferromagnet, spin torques are converted to torques on the
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Figure 3. Schematic representation of the axion-induced electromagnetic signals considered in Sec. III. Left: The axioelectric

term’s effective electric field Eeff induces a bulk polarization current JP
a in a spin-polarized material. Right: The axion wind

term’s effective magnetic field Beff induces a surface magnetization current JM
a .

lattice. For an object of length scale L, this corresponds to a characteristic linear acceleration

∆awind ∼ fs gae ∇a
mNL

∼ v
DM

maL
∆aae . (22)

The axion wind’s mechanical effect was already considered for torsion pendulums in Ref. [28], but, in principle, it

could also excite “toroidal” (shearing) modes in mechanical resonators. For the resonators considered in Ref. [130],

∆awind is enhanced over ∆aae by several orders of magnitude. However, a detailed analysis of this signature is beyond

the scope of this work.

III. ELECTROMAGNETIC SIGNALS

Unlike the axion-photon coupling, the axion-fermion coupling does not directly source electromagnetic fields. This is

immediately apparent from both of the Lagrangian forms of the interaction, either in terms of relativistic fields (Eq. 2)

or nonrelativistic particles (Eq. 5), which are independent of the vector potential. Although the Hamiltonian form of

the axioelectric term H ⊃ −(gaf/mf ) ȧ (p− qf A) · σ does naively appear to contain a direct coupling between the

axion field and the vector potential, it is straightforward to verify that the electromagnetic Heisenberg equations of

motion (calculated using Eq. 15) do not involve axion-dependent source terms.

Regardless, the effective fields Eeff and Beff indirectly source real electromagnetic fields through their effect on the

motion of charges. For concreteness, we focus here on the axion-electron coupling gae. In this case, the axioelectric field

Eeff drives polarization currents in spin-ordered material, while the axion wind field Beff induces magnetization currents

on the boundary of any material with nonzero magnetic susceptibility. These currents in turn source electromagnetic

radiation, as depicted in Fig. 3. Thus, dark matter experiments employing photon readout of dielectric stacks [112–117]

can be sensitive to the axion-electron coupling if they are modified to use appropriate materials.

To begin making this more precise, consider a linear medium with permittivity ε and permeability µ. Since the

effective fields act on electrons but do not satisfy Maxwell’s equations, we find it conceptually useful to split the

induced polarization and magnetization into a standard and axion-induced part,

P = P0 +Pa = (ε− 1)E+ (εσ − 1)Eeff (23)

M = M0 +Ma = (1− µ−1)B+ (1− µ−1)Beff . (24)
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Here, P0 and M0 are induced by electromagnetic fields exactly as in ordinary electrodynamics, while Pa and Ma

are induced by the axion field. Note that in Eq. 23 we have defined εσ, the permittivity due to the spin-polarized

electrons in the sample (where εσ = 1 for an unpolarized sample). This will be more properly defined later in Eqs. 55

and 85. We similarly decompose the in-medium current as J = J0 + Ja, where J0 = ∂tP0 +∇×M0, as usual, and

Ja = ∂tPa +∇×Ma. While the case of an insulating medium may be more familiar, these equations can also be

applied to conductors, which can be described by a permittivity with Im(ε) = σ/ω, where σ is the conductivity and ω

is the angular frequency. Since J0 includes both the usual free and bound currents, only the axion-induced current Ja

appears as a source in the in-medium Maxwell’s equations. For instance, Ampère’s law reads

∇× (µ−1 B) = Ja + ε ∂tE . (25)

Combining this with Faraday’s law, which is unchanged, yields the inhomogeneous wave equation

∇×∇×E+ n2 ∂2tE = −µ∂tJa , (26)

where n =
√
εµ is the refractive index. This is the key result we will need in Secs. III A and III B.

Explicitly, the axion-induced current contains two pieces,

Ja = JP
a + JM

a = (εσ − 1) ∂tEeff +∇×
(
(1− µ−1)Beff

)
, (27)

each of which can produce electromagnetic signals. The axion-induced polarization current JP
a only exists in spin-

polarized materials, such as ferromagnets, or paramagnets in an external magnetic field. The magnetization current

JM
a exists on the surface of any finite material with µ ̸= 1, though it tends to be most significant in spin-polarized

materials. From Eqs. 18 and 20 we see that for static spins (d⟨σ⟩/dt = 0), Eeff depends on a second derivative of the

axion field while Beff depends on only a first derivative. We therefore expect the axioelectric induced current JP
a

to dominate for large axion masses and the axion wind induced current JM
a to dominate at smaller masses. In the

following subsections, we consider these two currents in turn.

A. Axioelectric Polarization Currents

Let us first consider the polarization current JP
a resulting from the axioelectric field Eeff, by specializing to a

monochromatic spatially uniform axion dark matter field a ∝ e−imat . To build intuition, we begin with the example

of an infinite uniformly spin-polarized medium. In this case, we can ignore the curl in Eq. 26, which then gives

E =
1− εσ
ε

Eeff . (28)

The total current is then

J = (ε− 1) ∂tE+ (εσ − 1) ∂tEeff =
εσ − 1

ε
∂tEeff =

JP
a

ε
. (29)

This equation encompasses all of the results of Ref. [91]; in particular, it shows that for large ε, which occurs in

conductors with σ ≫ ma, the axion-induced current is significantly screened. On the other hand, it was not previously

realized that the current can be resonantly enhanced when ε approaches zero, which occurs when the axion mass

matches that of a quasiparticle that mixes with the photon, such as a plasmon or phonon [61, 123, 131–136]. However,

the frequencies of such resonances are often not easily tunable.

In any case, dielectric haloscope and dish antenna experiments do not measure the current inside a medium, but

rather the propagating radiation produced outside of it. The simplest setup which produces such radiation is an
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infinite slab of material of thickness d placed in vacuum, carrying a uniform spin polarization lying in the slab’s plane,

as shown in the left panel of Fig. 3. Within the slab, the axion induces an electric field as in Eq. 28. However, if this

was the total electric field, then the component of the electric field tangential to the plane E∥ would be discontinuous

at the slab’s boundaries. Instead, the continuity of E∥ is restored by including plane wave solutions of Eq. 26, which

propagate outward from the slab; such fields also exist within the slab, though they are exponentially damped on

the scale of the skin depth 1/(Im(n)ma). In other words, the slab’s finite thickness breaks translational invariance,

providing the momentum mismatch required to generate photons.

As shown in Appendix B, enforcing continuity of E∥ and B∥/µ yields a signal amplitude

Esig =

∣∣∣∣ JP
a /ma

ε+ i n cot (nma d/2)

∣∣∣∣ (30)

for the outgoing radiation field. For real ε and µ, the amplitude is maximized for d ≃ π/(nma), in which case

Esig = JP
a /(ma ε). Note that photon-coupled axions or kinetically-mixed dark photons also produce such signals, but

through different physical mechanisms; for photon-coupled axions the fields are sourced by effective currents which

exist wherever a background magnetic field B0 is present, while for electron-coupled axions they are from real currents,

which exist only within the slab. Despite these differences, the boundary conditions in these various model-examples

have the same form, such that the expression in Eq. 30 holds in all three cases [113, 115] if one formally substitutes

JP
a → √

ρ
DM

×


(εσ − 1) gaem

2
a/e (electron-coupled axion)

(ε− 1) gaγγ B0 (photon-coupled axion)

(ε− 1)κmA′ (kinetically-mixed dark photon) .

(31)

In the second line, gaγγ is the axion-photon coupling, and in the third line, κ and mA′ are the kinetic mixing parameter

and mass of the dark photon field, which we assume is polarized tangential to the slab (although a real experiment

would have to average over its varying orientation [137, 138]).

To compare these signals, we must estimate εσ, the permittivity due to the spin-polarized electrons. Consider a

material in which the electrons in the outermost partially-filled shell are completely spin-polarized. Those spin-polarized

electrons contribute to εσ, and at low frequencies ω <∼ 10 eV, below the characteristic scale of electronic excitations,

they are also the ones that primarily contribute to ε. Therefore, in general we expect εσ ∼ ε up to an O(1) factor.

This argument is discussed in more detail in Sec. IVB1, and for this initial study we simply take εσ = ε.

Under this assumption, Eq. 31 allows us to map between couplings which yield signals of equivalent strength,

gae ↔ gaγγ (eB0/m
2
a) ↔ κ (e/ma) . (32)

As discussed in Appendix B, this mapping is general, holding for an arbitrary series of spin-polarized layers. It can

thus be used to recast the sensitivity of dielectric haloscopes, provided they are modified to incorporate spin-polarized

media. The strongest sensitivity for this type of experiment is achieved at large axion masses, at which the optical

dielectric haloscopes LAMPOST and MuDHI operate. Since LAMPOST has published projections [115], we recast

them in Fig. 2 to yield the curve labeled “Axioelectric Multilayer,” which shows that such a setup could have sensitivity

comparable to existing solar limits, corresponding to couplings motivated by the QCD axion.

B. Axion Wind Magnetization Currents

Next, we turn to the magnetization current JM
a of Eq. 27. This term results from the axion wind effective magnetic

field Beff ∝ ∇a, which is nonzero due to the solar system’s motion through the dark matter halo, i.e., ∇a ∼ ma vDM
a
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with v
DM

∼ 10−3 the velocity of the dark matter wind. First, note that JM
a vanishes in an infinite medium with a

uniform and scalar permeability µ, since from Eqs. 18 and 27 we have in this case that JM
a ∝ ∇×Beff ∝ ∇×∇a = 0.

Thus, for scalar µ, the simplest nontrivial situation is a planar slab of material of finite thickness, where the discontinuity

of the magnetization at the slab’s boundaries leads to surface magnetization currents, shown on the right in Fig. 3.

Such a signal arises in any finite medium with nonzero magnetic susceptibility χm = µ− 1, but in practice χm is

small unless the medium is magnetically ordered, in which case χm is a nontrivial tensor. Furthermore, since the

axion field oscillates in time and the medium can be placed in a tunable magnetic field, we must also consider how χm

depends on frequency and external field.

1. Magnetization Dynamics

The form of χm can be derived from the well-understood theory of classical magnetization dynamics. Here we review

the relevant results, following standard introductory treatments [139–142]. The starting point is the Landau–Lifshitz

equation, which governs the time evolution of a medium’s magnetization density M,

dM

dt
= γM×H+

αγ

|M| M× (M×H) , (33)

where H = B−M is the auxiliary magnetic field, α is a small dimensionless damping parameter due to internal losses,

and γ is the in-medium gyromagnetic ratio, approximately equal to the electron’s gyromagnetic ratio γe ≃ −e/me .

For concreteness, consider a medium prepared with high magnetization density M0 =M0 ẑ, aligned with a large

applied magnetic field B0 = B0 ẑ = H0 +M0. We are interested in the magnetization’s response to the small axion

effective magnetic field Beff ≪ B0, which contributes small corrections M = M0 +∆M and H = H0 +∆H. Defining

∆M = χm ∆H, we can solve Eq. 33 for χm in frequency space by linearizing in the small components. This yields

χm ≃ − ωM

ω2 − (1 + α2)ω2
H + 2iα ω ωH


(1 + α2)ωH − iα ω −iω 0

iω (1 + α2)ωH − iα ω 0

0 0 0

 , (34)

which in the absence of damping (α = 0) is known as the Polder tensor. In the presence of damping, the width of

the resonant response is controlled by the magnetic quality factor Q ≡ 1/(2α). Here, we have introduced the angular

frequencies ωM ≡ |γ|M0 and ωH ≡ |γ|H0, and we also define ωB ≡ |γ|B0 = ωH + ωM . Note that the maximum

realistic value of the external field, B0 = 10 T, corresponds to ωB ∼ 1 meV, such that for larger frequencies the

susceptibility is necessarily strongly suppressed. As a result, µ ≃ 1 at optical frequencies, which is why we were able to

neglect the tensorial nature of µ in Sec. III A.

It is convenient to diagonalize Eq. 34 by describing the transverse components with circular polarizations, defined

as M± ≡ (Mx ± iMy)/
√
2, H± ≡ (Hx ± iHy)/

√
2, and similarly for the other fields. In this basis, the magnetic

susceptibility is χm ≃ diag(χ+, χ−, 0), where the diagonal elements are given by

χ± =
±ωM + iωM/2Q

ω ± ωH + iωH/2Q
. (35)

Note that for positive frequencies, only χ− can be resonantly enhanced. In other words, if the material is driven by a

positive frequency linearly polarized magnetic field (which contains equal magnitude plus and minus circular polarization

components), then on resonance its magnetization preferentially rotates in one direction. This predominantly leads

to clockwise circularly polarized radiation propagating along the direction of B0, and counterclockwise circularly

polarized light propagating in the opposite direction.
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Figure 4. The form factor F− (Eq. 36) for slabs of varying thickness d as a function of ωB = |γ|B0, for a fixed axion mass of

ma = 100 µeV and the material properties listed in Table I. While the form factor always has a peak near ωH = ma, it has a

higher peak near ωB = ma for thick slabs.

2. Form Factor for a Single Slab

Let us now return to the case of a single planar slab of finite thickness d, extending infinitely along the xy-plane.

For simplicity, we suppose that ∇a is uniform and also lies in the xy-plane. The slab is placed inside a strong external

magnetic field B0 = B0 ẑ, which fully magnetizes it along the z-direction, normal to the slab’s surface. Note that since

B · ẑ is continuous across the slab’s boundaries, the z-component of the magnetic field inside the slab is also equal to

B0. We can compute the outgoing radiation produced by a single slab using the same method as in Sec. III A, provided

we work in a basis of circular polarizations and account for the discontinuity of (µ−1 B)× ẑ at the slab boundaries

due to the axion-induced magnetization surface currents. As shown in Appendix B, the resulting amplitudes of the

outgoing radiation components have magnitude |E±
sig| = F±Beff/

√
2 , where

F± =

∣∣∣∣ χ±

µ± + in± cot (n±ma d/2)

∣∣∣∣ , (36)

is a dimensionless form factor and n± =
√
εµ± is the polarization-dependent refractive index. Comparing Eqs. 30

and 36, we see that if F± is O(1), then the radiation amplitude due to the axion wind is larger than that due to the

axioelectric effect for all ma
<∼ me vDM ∼ keV. However, a multilayer experiment would become impractically large for

ma ≪ 1 µeV and, as mentioned above, the magnetic susceptibility is suppressed for ma
>∼ 1 meV. Thus, the approach

described in this section is most useful for targeting axions at microwave frequencies, in a setup analogous to the

MADMAX dielectric haloscope that we refer to as a “magnetized multilayer” [112–114].

The external field strength B0 can easily be tuned in the laboratory; it affects ωB and ωH , and thereby the

susceptibility χ± and related quantities. We now consider how it should be chosen to maximize the form factor F± for

a given axion mass. For concreteness, we focus on the “minus” polarization, which has permeability

µ− =
ma − ωB + iωB/2Q

ma − ωH + iωH/2Q
. (37)

Fig. 4 shows the value of F− as a function of ωB , for an axion mass of ma = 100 µeV and slabs of various thickness

d. For thin slabs, the form factor approaches a peak value of F− ≃ 1 when ωH = ma. On the other hand, for much

thicker slabs, there is a second, parametrically higher peak when ωB is close to but slightly below ma.
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These results can be understood by carefully considering limiting cases of Eq. 36 for fixed ma. First, in the thin slab

regime, |n−mad| ≪ 1, the cotangent in Eq. 36 is large and can be expanded as cotx ≃ 1/x. The form factor has a

resonant peak about ωH = ma, where the numerator χ− ≃ µ− becomes large. Near this peak, we have

F− ≃
∣∣∣∣ ωM ma d/2

ma − ωH + iωH/2Qeff

∣∣∣∣ , (38)

where we took Q≫ 1 and defined an effective quality factor

1

Qeff
=

1

Q
+ ωM d . (39)

These results are physically sensible. First, the resonant frequency ωH is the usual Kittel frequency (i.e., the lowest,

zero-momentum magnon frequency) for a thin slab in an orthogonal magnetic field. Next, the second term in Eq. 39

describes radiation damping due to the emission of electromagnetic waves. This damping ensures F− ≤ 1 on resonance,

regardless of the value of Q, while increasing d simply broadens the width of the resonant response. Thus, for thin

slabs in the regime QωM d >∼ 1, increasing the slab thickness can increase the scanning rate of an experiment, but not

the peak signal power.

Radiation damping is a familiar concern in ferromagnetic resonance studies [143–146] and is one of the main

reasons that ferromagnetic haloscope experiments enclose their spin-polarized sample in a microwave cavity. Note,

however, that Eqs. 38 and 39 apply only to thin slabs; qualitatively different behavior can occur in the thick slab

limit |n−mad| >∼ 1. In this case the cotangent cot(n−mad/2) is not necessarily large, but is instead generically O(1).

From Eq. 37, when the quality factor is high and the axion mass matches the Kittel frequency of an infinite medium,

ma = ωB , the permeability is small and approximately imaginary, µ− ≃ ima/(2QωM ), so that |µ−| ≪ |n−|. Then

F− ≃ 1

|µ− + in− cot(n−mad/2)|
≃ 1

| cot(n−mad/2)|

√
2QωM

ma ε
, (40)

so that the form factor can be much greater than one if Q is sufficiently large. This enhancement is possible because

for thick slabs, radiation is not merely a source of energy loss. Instead, it couples the magnon and photon degrees of

freedom within the slab, forming a propagating hybrid “magnon-polariton” mode.

As shown in Fig. 4, we find numerically that the highest form factors occur when ωB is shifted slightly below the

axion mass, ωB = ma −∆ω with ∆ω > 0, even though this increases |µ−|. This result also has a simple physical

interpretation. For concreteness, suppose that ∆ω is nonzero and Q is very high, which implies that µ− is small and

approximately real. In this case, the slab acts as an effective cavity due to the discontinuity of n− at its boundaries.

When n−mad = π, the in-medium wavelength of the magnon-polariton mode matches the slab’s thickness, so that

cot(n−mad/2) vanishes, leading to a greatly enhanced form factor. This phenomenon is familiar from other axion

searches using quasiparticle resonances [132–136] and remains approximately true even at finite Q.

3. Signal-to-Noise Ratio for a Multilayer Setup

Now that we have discussed the outgoing radiation from a single magnetized layer, we turn to the signal for

many layers. Optimizing the response of a general multilayer experiment is analytically intractable. Therefore, for

concreteness, we focus on a “transparent mode” setup, where N slabs, each of area A and thickness d = π/(Re(n−)ma),

are separated by vacuum gaps of thickness π/ma [113, 147]. For such multilayers, an emitted electromagnetic wave

accumulates a phase of 2π upon traveling from one slab to the next, so that the total signal amplitude emitted from
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the +z side of the stack is ideally NE−
sig.

2 In this case, the time-averaged signal power emitted from each end of the

stack is therefore

Psig =
1

2
N2 |E−

sig|2 A =
1

4
F2

−N
2 |B2

eff|A . (41)

We demand that the total thickness L = Nd of the slabs be no larger than the characteristic screening length

1/(Im(n−)ma). This implies that the maximum number of layers is

N =
Re(n−)

π Im(n−)
. (42)

Finally, the signal-to-noise ratio is given by the Dicke radiometer equation [148],

SNR =
Psig

Tn

√
tint
∆νa

, (43)

where Tn is the noise temperature, tint is the integration time, and ∆νa ≃ ma/(2πQa) is the axion bandwidth, where

Qa ∼ 1/v2
DM

∼ 106 is the effective axion quality factor. The integration time is set by tint = (∆ωs/ma) te, where te is

the total time to scan one e-fold in axion masses and ∆ωs is the sensitivity bandwidth (i.e., the spread in axion masses

for which the signal power is near its maximal value for a fixed multilayer geometry and applied field).

To estimate the sensitivity bandwidth, we consider what happens when the axion mass is shifted by a small amount

δ from the optimal value, such that ma = ωB + ∆ω + δ. When δ = 0, radiation accumulates a phase of 2π upon

propagating from one slab to the next, for a total of 2πN through the entire stack. When δ ̸= 0, the wave frequency is

shifted, which changes the phase by a fractional amount ∼ δ/ma. Demanding that the total change in phase is less

than O(1) (so that the radiation from each slab still constructively interferes) then yields the constraint δ <∼ ma/N , as

in standard dielectric haloscope experiments [113]. However, in our case there is another constraint: changing the axion

mass also changes the wavelength of the radiation within the slab, by a fractional amount ∆(Re(n)) /Re(n) ≃ δ/(2∆ω),

and this quantity must also be less than ∼ 1/N . This yields the stronger condition δ <∼ 2∆ω/N and therefore fixes the

sensitivity bandwidth to

∆ωs = 2∆ω/N . (44)

Note that because Psig ∝ N2 and ∆ωs ∝ 1/N , the setup obeys the so-called “area law,”
∫
dω Psig(ω) ∝ N . This is a

very general feature of axion dark matter experiments [149, 150] that was first observed for dielectric haloscopes [113].

Given the above discussion, one can determine the signal-to-noise ratio in terms of ∆ω = ma − ωB and fixed

parameters. Since the applied magnetic field can be tuned experimentally, we numerically optimize the sensitivity with

respect to ∆ω. Qualitatively, moving away from ωB = ma by increasing ∆ω increases Re(µ−) (which decreases the

thickness of each slab) and decreases Im(µ−)/Re(µ−) (which increases the maximum number of layers). On the other

hand, the increasing separation between the Kittel frequency and the axion frequency eventually begins to suppress

the form factor. In the absence of other constraints, the optimal value of ∆ω is set by a trade-off between these effects.

In Appendix D, we show analytically that for real ε and sufficiently high Q, the optimized signal power scales as

Psig ∼
(
QωM

ma

)2

|B2
eff|A . (45)

2 Radiation of the “plus” circular polarization is also emitted from this side, but its amplitude is negligible, since generically F+ will not

be resonantly enhanced and its contributions from the different slabs will not interfere constructively. Thus, from this point onward we

will only consider the “minus” polarization.
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Parameters Description Variable Value

Material Saturation magnetization MS 0.5 T

Magnetic quality factor Q 102

Permittivity ε 15

Experimental Slab area A 1 m2

e-fold scanning time te 1 year

Maximum number of layers Nmax 80

Maximum total material thickness Lmax 5 m

Maximum applied B field Bmax 10 T

Noise HEMT SQL

Physical temperature T 4 K 40 mK

Amplifier noise temperature Tamp 1 K

(
ma

2π × 4 GHz

)
ma

Table I. Material, experimental, and noise parameters assumed when optimizing the experimental setup (Fig. 5) and computing

the sensitivity (Fig. 6) for a polycrystalline spinel ferrite multilayer. The dielectric loss tangent is negligible in these materials,

tan δε <∼ 10−4, and so the permittivity can be approximated as real. For HEMT and SQL amplifiers, the physical temperatures

correspond to cryostat and dilution fridge cooling, respectively. The total noise temperature used in Eq. 43 is Tn = T + Tamp.

The enhancement with ωM is simply due to the fact that a higher magnetization improves the form factor. The unusual

quadratic scaling with Q is also simple to understand; a larger quality factor reduces Im(µ−), and thereby improves

both the resonant enhancement in the form factor and increases the maximum possible number of layers. As a result,

Eq. 45 can be reexpressed as Psig ∝ QV , where V is the total volume of the experiment, as in other resonant setups.

We caution that in our discussion below, we will focus on a material for which Q is too small for the approximations

used to derive Eq. 45 to accurately apply. We also note that Eq. 45 cannot be applied at sufficiently small axion

masses, where the signal power will be further constrained by an upper limit on the total slab thickness. Regardless,

Eq. 45 does display the correct qualitative dependence of the signal power on material properties.

4. Material Properties and Experimental Parameters

The best materials are those with high saturation magnetization MS , which sets the maximum possible value of M0,

and large magnetic quality factor Q. In addition, the permittivity ε must be approximately real, as a large imaginary

component would lower the screening length. In particular, magnetic alloys cannot be used, as they have Im(ε) = σ/ω

for a large conductivity σ. For such materials, the screening length (i.e., the skin depth) would be well below the

thickness of a single slab at the microwave frequencies considered here.

We therefore choose to focus on ferrites, which have negligible conductivity and are widely commercially available.

The properties of these materials are well known, and discussed in detail in Appendix D. To date, ferromagnetic

haloscope experiments have exclusively used single crystal yttrium iron garnet (YIG), as it has the highest known

quality factor Q ∼ 104. However, YIG crystals are extraordinarily difficult to grow [151], and currently YIG spheres and

films can only be produced individually at ∼ 1 mm scales. By contrast, polycrystalline spinel ferrites are mass-produced
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Figure 5. Numerically optimized values of the slab thickness and total thickness (left panel), form factor and number of layers

(middle panel), and applied external magnetic field (right panel), as a function of the axion mass. The middle panel shows that

the signal power, proportional to F2
−N

2, is predominantly enhanced by the form factor at small ma and the number of layers at

large ma. The other panels show that a large total volume is only required at small ma, and a strong external field is only

required at large ma.

and can be purchased at a per-kilogram cost over five orders of magnitude lower than YIG. Though they have a

relatively low quality factor Q ∼ 102, they possess a saturation magnetization MS twice as large as that of YIG.

Thus, we will focus on polycrystalline spinel ferrites, since an experiment employing them can benefit tremendously

by the increased detector volume. The benchmark values we assume are shown in Table I and discussed further in

Appendix D. We assume the material is fully magnetized, so that M0 =MS . As for the other experimental parameters,

we adopt a slab area A = 1 m2 and e-fold scanning time te = 1 yr, similar to the MADMAX experiment. We allow a

maximum external magnetic field of Bmax = 10 T, require that the number of layers does not exceed Nmax = 80, and

cap the total thickness L = Nd of the slabs at Lmax = 5 m.

5. Experimental Sensitivity

For each axion mass, we numerically optimize the signal-to-noise ratio by varying ωB , which in turn determines the

form factor F−, number of layers N , slab thickness d, and sensitivity bandwidth ∆ωs. The results of the optimization

are shown in Fig. 5, which shows how the setup qualitatively changes as the axion mass is varied.

At small axion masses, ma
<∼ 10−5 eV, the length of the setup is large, but it only requires a weak applied magnetic

field. In this regime, the number of layers is suppressed due to the constraint L ≤ Lmax, and the sensitivity boost

primarily comes from operating at small µ−, corresponding to a large form factor. Note that this implies the thickness

of a single slab is much greater than the spacing between slabs, so that L is approximately the total length of the

multilayer setup. In this regime, the experiment most closely resembles axion searches using tunable quasiparticle

resonances, such as TOORAD [131, 135] and ALPHA [132–134].

Increasing the axion mass increases the minimum value of |µ−| and therefore decreases the maximum possible form

factor. Thus, at large axion masses the sensitivity boost primarily comes from having a large number of layers and

is limited by the constraint N ≤ Nmax. For polycrystalline ferrite, one can only use this many layers if the setup is

operated well away from the resonance. Numerically, we find ∆ω >∼ ωM in this regime, so that n− does not have sharp

frequency dependence, and the experiment most closely resembles the microwave dielectric haloscope MADMAX. Also

note that for ma
>∼ 10−3 eV, our constraint Bmax = 10 T limits the size of B0, preventing resonant enhancement of
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Figure 6. In solid green, we show the projected sensitivity at SNR = 2 to the axion-electron coupling of a magnetized multilayer

experiment based on detecting the radiation generated by the axion wind induced magnetization current, with layers made of

polycrystalline ferrite and either HEMT or SQL amplifiers. All parameters assumed for the projections are listed in Table I. We

cut off these reach curves at large axion masses when the required applied magnetic field exceeds Bmax = 10 T and at small

axion masses when the optimal thickness of a single layer exceeds Lmax = 5 m. In dashed green and dashed blue, we show the

maximum possible reach given noise-free detection of single photon and magnon quanta, respectively (see Sec. III B 5 for more

details). Astrophysical bounds are as in Fig. 1, and the band for DFSZ axions and loop-induced couplings for KSVZ axions are

summarized in, e.g., Ref. [10].

the form factor entirely. For axion masses near this upper limit, the required magnetic field is large, but the total

length of the setup is small, i.e., <∼ 1 cm.

For the parameter values we have chosen, the analytic approximation for the signal power in Eq. 45 is only accurate

in a narrow mass range centered near ma ∼ 10−5 eV. For larger axion masses, we find numerically that the optimized

signal power is an O(1) factor larger. In Appendix D, we also carry out the same computation for single crystal YIG,

which we show has a sufficiently high Q for the analytic results to work accurately. For YIG, the reach is slightly

stronger, but the results are qualitatively very similar.

The numeric values of d and L shown in the left-panel of Fig. 5 allow us to confirm that certain corrections to

our results are indeed negligible. First, we have treated ∇a as spatially uniform. This mathematical assumption

corresponds to the physical requirement that radiation from different slabs interferes constructively, L≪ (ma vDM
)−1,

which is indeed true here. Note that at large axion masses we have
√
A >∼ (ma vDM

)−1, but this is acceptable since

there is no requirement that radiation from different parts of the same slab be emitted in phase. Second, we remind

the reader that we have only considered surface magnetization currents. In the beginning of this subsection, we noted

that for scalar µ, the volume magnetization current vanishes. However, it is in general nonzero for the tensorial µ

considered here, albeit suppressed by an additional gradient of the axion field. Thus, the relative effect of the volume

magnetization current is ∼ dma vDM
≪ 1, which is completely negligible.

In Fig. 6, we show the experimental sensitivity for various noise benchmarks. The first two are listed in Table I and

assume a total noise temperature Tn = T + Tamp, where T is the temperature of the layers and Tamp is the effective

noise temperature of the amplifier. These are shown as the lines labeled “HEMT” and “SQL” in Fig. 6 and correspond
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to using either a HEMT amplifier (based on manufacturer datasheets [152]) or standard quantum limited amplification,

respectively. For concreteness, we set a sensitivity threshold by taking SNR = 2, though we note that this does not

have a definite statistical interpretation, as various O(1) factors have been dropped throughout our analysis. Finally,

the dashed line labeled “Single Photon” indicates a theoretical upper limit on sensitivity; it shows axion couplings for

which Psig tint = ma, corresponding to an average of a single photon emitted within the integration time [153].

To illustrate the effect of the multilayer geometry, we can compare the photon power absorption rate Psig in an

optimized multilayer to the magnon power absorption rate Pmag in a uniform medium. As shown in Sec. IVB1 and

Appendix C, Pmag is maximized when ωB = ma. When normalized to the same volume V of material, we have

Pmag

Psig
=

2QωM L

(N F−)2
. (46)

For a setup employing direct readout of magnons, the sensitivity bandwidth is simply the ferromagnetic linewidth

∆ωs ≃ ma/Q, which fixes the integration time as tmag
int = te/Q. Setting Pmag t

mag
int = ma gives the line labeled as

“Single Magnon” in Fig. 6. This represents the strongest possible sensitivity of an experiment of equal volume but

trivial bulk geometry. The fact that the single magnon sensitivity is weaker than the single photon sensitivity shows

that the magnon-polariton mode in an optimized multilayer effectively couples more strongly to the axion field than

an infinite-medium magnon mode. Moreover, since these magnon-polaritons propagate out of the multilayer in the

form of electromagnetic radiation, it is much easier to detect them precisely.

6. Comments on Experimental Realization

We conclude this section with some additional comments on the experimental realization of such a “magnetized

multilayer” experiment. First, unlike the planned MADMAX experiment, the external magnetic field here can

significantly affect the medium’s properties, allowing strong sensitivity to a very wide range of axion masses. Due to

this wide mass range, the experimental implementation is qualitatively different at each end. Referring to Fig. 5, at

small masses (ma
<∼ 10−5 eV) one requires a large amount of material, but only a few layers and a weak external field.

At larger masses (ma ∼ 10−3 eV), a strong external field is required, but the entire stack is only a few centimeters long.

Unlike many axion experiments, our concept never requires a magnetic field that is simultaneously strong and large

in volume, thus avoiding the need for expensive magnets; however, we do require the magnetic field to be highly

uniform. Also note that while MADMAX requires tangential magnetic fields and thus a custom dipole magnet, we

require a magnetic field normal to the slabs’ surfaces. These can be produced by solenoidal magnets, which are more

common and less expensive. In addition, while the signal in multilayer setups can be calibrated indirectly using

reciprocity theorems [154, 155], in our case an electron-coupled axion acts almost exactly like an oscillating transverse

magnetic field, so the response can also be calibrated by simply applying a real transverse magnetic field.

Since the sensitivity bandwidth ∆ωs is small, our setup must be tuned to scan across a substantial range of possible

axion masses. As we have noted below Eq. 43, a magnetized multilayer setup has a somewhat smaller ∆ωs compared

to a standard dielectric haloscope since the permeability varies with frequency. However, this is compensated by the

fact that there are two independent tuning mechanisms. For fine adjustments, one can alter the refractive index of the

material by changing the applied magnetic field, which can be done quickly and precisely. For coarse adjustments, one

may instead adjust the spacing between the slabs, as planned for MADMAX [112]. This two-stage strategy ensures

that the amount of mechanical tuning required for our setup is never greater, even in the regime Q≫ N .

There are a number of experimental details that we have neglected in this work, all of which could be addressed

in a more detailed analysis, along the lines of Refs. [156, 157]. For simplicity, we have only considered transparent
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mode setups. These setups are analytically tractable, and as discussed below Eq. 40 correspond to near-optimal form

factors. However, other multilayer geometries may be more flexible and effective in a real experiment; determining this

will require a detailed numeric optimization. Furthermore, we have treated the system as essentially one-dimensional,

neglecting finite size effects, and assumed the slab thickness and spacing is perfectly uniform. Finally, we have

approximated ∇a as spatially constant and have taken it to lie along the plane of the slabs. In reality, the direction of

∇a is anti-aligned with the Galactic motion of the solar system and thus sweeps over various directions throughout a

sidereal day, incurring an O(1) penalty to the average signal power. However, the signal also exhibits a predictable

modulation, which can help disentangle it from background. It is also important to understand the material properties

in detail. As discussed in Appendix D, magnetic losses at the relevant cryogenic, low-power conditions are somewhat

uncertain and should be measured experimentally. Ideally, the permeability itself could be measured as a function of

frequency and applied field, as it entirely determines the relevant response. We have also neglected the small magnetic

anisotropy fields generated inside spinel ferrites, which slightly affect the relationship between B0 and ωB. Finally,

other materials, such as hexagonal ferrites, could also yield good sensitivity at low cost. We defer investigation of

these questions to future work.

IV. ABSORPTION INTO IN-MEDIUM EXCITATIONS

Absorption of electron-coupled axion dark matter produces a variety of in-medium excitations. In analogy to the

photoelectric effect, absorption through the axioelectric term gives rise to electronic excitations. This process has

been well-studied for non-spin-ordered targets, such as noble liquids [75–77, 79, 86], semiconductors [85–87, 158],

and spin-orbit coupled materials [88], which target axions of mass ma
>∼ 10 eV, 1 eV, and 1 meV, respectively.3 In

spin-polarized targets, electron-coupled axion dark matter can generate a wider range of excitations, such as meV-scale

phonons [89] and magnons [61, 72], electronic transitions between Zeeman-split levels [57], and “nuclear magnons” in

materials with strong hyperfine interactions [73].

In this section, we extend the results for two of these excitation channels. In Sec. IVA, we revisit the calculation of

axion dark matter absorption into magnons. We derive the absorption rate using the constitutive relations of classical

electromagnetism, and show that it is determined by a magnetic energy loss function, complementing previous quantum

mechanical derivations [61, 72]. In Sec. IVB, we compute the axioelectric absorption rate in spin-polarized targets in

two complementary ways, and show that the result is parametrically different than in non-spin-polarized targets.

A. Classical Estimate of Absorption into Magnons

Spin-ordered targets support collective spin excitations known as magnons. Similar to phonons, the energy scale of

magnons is typically ∼ (1−100) meV, making them useful in the search for scattering of sub-GeV dark matter [62, 159],

especially in models preferentially coupling to the electron spin. These excitations have also been studied in the

context of axion dark matter, since the wind coupling allows an axion to be absorbed into a magnon [61, 63, 65, 72].

Pioneering work focused on the absorption of an axion into the lowest magnon mode, sometimes referred to as the

“Kittel mode,” which can be tuned with an applied magnetic field [63, 65, 72]. However, gapped magnon modes exist

in any spin-ordered target with more than one magnetic ion in the unit cell and therefore can be used even in the

3 For ma
>∼ 1 meV, the axion-electron coupling also induces a+ e → e+ phonon transitions in non-spin-ordered superconductors [84, 87].
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absence of an external magnetic field.4 A general formalism to understand such axion interactions with spin-ordered

targets, with and without an external magnetic field, was developed in Ref. [61].

The axion absorption rate into magnons is typically computed (at least partially) quantum mechanically. In

particular, the dynamics of the spins are assumed to be governed by a Heisenberg-like Hamiltonian. This Hamiltonian

is diagonalized, which defines the magnon eigensystem, and then coupled to the axion wind. This approach works for

any spin-ordered target, and the absorption rate depends on the model parameters of the Heisenberg-like Hamiltonian,

which are usually determined from a first-principles calculation. While this provides a starting point to understand

general dark matter interactions with spin, it introduces some uncertainty since the model parameters may be difficult to

measure directly. Therefore, it is useful to understand if specific calculations may be written in terms of experimentally

measurable properties, within the kinematic regime appropriate for the incoming dark matter. Such an approach has

been used for axioelectric absorption, and more recently developed for light dark matter coupling via a kinetically-mixed

dark photon [119–122], as well as for the absorption of electromagnetically-coupled axion dark matter in magnetized

media [123]. Both of these dark matter interaction rates have been related to the “energy loss function” Im(−1/ε).

Here, we show that an analogous classical derivation can be used to derive the axion absorption rate into magnons for

a uniform bulk material in terms of a “magnetic energy loss function” Im (−1/µ), where µ is the target permeability.

Generally, the axion dark matter absorption rate per unit target mass is determined by the imaginary component of

the axion field’s angular frequency ω [123, 160, 161],

R ≃ ρ
DM

ρT

Im
(
−ω2

)
m2

a

, (47)

where ρ
T
is the mass density of the target. The axion frequency can be evaluated by solving the axion’s classical

equation of motion,

(∂2 +m2
a) a = −gae ∂µ

(
Ψγµγ5Ψ

)
. (48)

Thus, the absorption rate is related to the imaginary component of the source term gae ∂µ
(
Ψγµγ5Ψ

)
. Classically,

this source term is the sum of the contributions from each individual electron in the target, which we define as its

“expectation value,”

gae
〈
∂µ
(
Ψγµγ5Ψ

)〉
≃ gae

e

∑
i

(
(∂tJi) · ŝi

)
+
gae
µB

∇ ·M , (49)

where the classical expectation value of the electron axial current Ψγµγ5Ψ was evaluated using the single-particle

classical mapping of Eq. A9. In the first term of Eq. 49, the subscript i indexes the individual electrons, such that

Ji ≡ evi/V is the single particle current density with V the target volume, and ŝi is the direction of the electron spin.

In the second term, µB is the Bohr magneton and M =
∑

i Mi is the total magnetization density of the target.5 The

first term is dominant for electronic excitations via the axioelectric effect and will be considered in detail in Sec. IVB 1.

The second term governs absorption via the axion wind and will be the focus here.

As stated in Eqs. 18 and 24, the axion wind electron coupling produces an effective magnetic field Beff which induces

a magnetization Ma = (1− µ−1)Beff. This magnetization contributes to the second term of Eq. 49, which becomes

gae
µB

∇ ·M = −
(gaema vDM

µB

)2 (
1− q̂ · µ−1 · q̂

)
a , (50)

4 While the existence of gapped magnon modes makes the axion absorption process kinematically viable, the usefulness of these modes is

limited in simple magnets by selection rules. See Ref. [61] for more details.
5 Since M enters the axion absorption rate and the usual constitutive relationships of electromagnetism in the same way, we can perform a

trivial sum rather than explicitly writing down the contributions from each electron in Eq. 49. However, this is not the case for the first

term in Eq. 49, and care must be taken in understanding the individual electronic response.
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where q̂ is the unit vector aligned with the axion gradient. To determine the absorption rate R in Eq. 47, we substitute

Eq. 50 into Eq. 48, Fourier transform, and evaluate the imaginary component of the axion frequency, which yields

R ≃
(gae vDM

µB

)2 ρDM

ρ
T

q̂ · Im
(
− µ−1

)
· q̂ . (51)

The last factor in Eq. 51, related to the imaginary part of the permeability, is the magnetic analogue of the so-called

“energy loss function,” previously identified within the context of dark matter scattering and absorption [119–123].

This implies a direct connection between µ and the magnon eigensystem derived previously in Ref. [61], which is worth

exploring more generally. Along these lines, we thus anticipate that µ also dictates the dark matter-magnon scattering

rate, originally derived in Ref. [62], exploration of which we leave to future work.

While, µ is experimentally measurable in principle, data is typically fit to the Landau–Lifshitz model of Eq. 34 (see

Appendix D for details). This model only accounts for the Kittel mode resonance. In particular, absorption into the

Kittel mode is controlled by 1/µ−, since q̂ · µ−1 · q̂ ≃ |ê− · q̂|2/µ− for ma ≃ ωB, where ê− is the unit vector of the

minus circular polarization. From Eq. 35, the magnetic energy loss function for µ− is given by

Im

(−1

µ−

)
=

ma ωM/2Q

(ma − ωB)2 + (ωB/2Q)2
. (52)

When ma ≃ ωB and q̂ is perpendicular to the background magnetization, Eq. 51 reduces to

R ≃ 2 (gae vDM)2
ρDM

ρ
T

Qnspin

ma
, (53)

where we defined the spin density nspin =M0/µB . This parametrically matches the magnon absorption rate computed

in Ref. [61]. Another classical derivation of this result is presented in Appendix C, which shows that it can be associated

to the work done by rotating the magnetic dipoles in the material against the field B+Beff. While we have neglected

boundary conditions throughout this section, it is also possible to include finite volume effects as was done in Ref. [162].

B. Absorption into Electronic Excitations

In this section, we show that the axioelectric absorption rate into electronic excitations is given by

R ≃
(gaema

e

)2 ρDM

ρ
T

×


3 Im [ ε(ma) ] (unpolarized target)

Im

[ −1

ε(ma)

]
(polarized target, spin splitting ≫ ma) ,

(54)

where ε(ma) is the permittivity (i.e., dielectric function) evaluated at energy ω = ma and zero momentum-transfer,

appropriate for nonrelativistic dark matter. The first line of Eq. 54 has been derived previously in, e.g., Refs. [75, 85, 87].

The second line is a new result and applies to completely spin-polarized targets with a large energy splitting between

electron spin states.

The key difference between the two cases in Eq. 54 is that R ∝ 1/|ε(ma)|2 in polarized targets and thus is typically

suppressed.6 This has a simple physical interpretation. The axioelectric force drives each electron along the direction

of its spin. In a spin-polarized target, each electron is thus driven in the same direction, generating a coherent

electromagnetic field which backreacts on the electrons, screening the axion’s effect. By contrast, in an unpolarized

target the electrons respond incoherently, and their motion does not produce any net electromagnetic effects.

6 However, it can be enhanced when |ε(ma)| ≪ 1, corresponding to ma close to an in-medium resonance.
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Though this screening reduces the signal rate, it can be useful for background rejection, since counting experiments

are currently limited by large dark counts [163]. More specifically, the act of comparing polarized and unpolarized

targets allows the dark count rate to be directly measured and separated from a potential signal. Ideally, a signal then

only needs to overcome fluctuations in the background rate to become detectable, allowing the sensitivity to increase

with larger exposure (which is not the case when background systematics dominate).

Below we derive Eq. 54 in two complementary ways. In Sec. IVB 1, we use the constitutive relationships of classical

electrodynamics, as was done in Sec. IVA. In Sec. IVB2, we compute the absorption rate quantum mechanically in

terms of self-energy diagrams using the formalism of Refs. [87, 88, 161, 164]. This more rigorous derivation produces

correct O(1) factors, and allows us to generalize the second line of Eq. 54 to arbitrary spin splitting in Eq. 82.

1. Classical Derivation

The axioelectric absorption rate into electronic excitations is dominantly controlled by the first term in Eq. 49.

In order to evaluate this term, we must determine the current density of each electron Ji. We do this by using the

classical electronic equation of motion, me ẍi = Fi, where xi and Fi are the position of and total force acting on

the ith electron, respectively. The internal forces are packaged into their contribution to the electric susceptibility

χei, defined such that in the presence of some external electric field E, the equation of motion becomes Ji = χei ∂tE.

This form also makes it clear that χei are related to the dielectric function as
∑

i χei = ε − 1, since this gives the

usual constitutive relation
∑

i Ji = (ε− 1) ∂tE. Note that in writing this, we have assumed that the target medium is

sufficiently large (i.e., larger than the decay length in medium) so that boundary conditions can be neglected [133, 134].

In the presence of the axion field, we must also account for the effective electric of Eq. 20 in the electron’s equation

of motion, such that Ji = χei

(
∂tE+ (∂tEeff) ŝi

)
. Here, the electric field E incorporates the backreaction from any

coherent motion of charges induced by the axion field. From the long-wavelength limit of Ampère’s law (or alternatively

Eq. 26), this field is ∂tE ≃ −JP
a /ε, where JP

a = (∂tEeff)
∑

i χei ŝi is the total polarization current induced by the

axioelectric term, as in Eq. 27. As an aside, note that by comparing this form of JP
a to that given previously in Eq. 27,

we arrive at a concrete expression for the spin-polarized contribution to the permittivity, denoted as εσ in Sec. III. In

particular, for a material with a net polarization along the ŝ direction, we have

εσ ≡ 1 +
∑
i

χei ŝi · ŝ ≤ ε , (55)

so that εσ ≃ ε for a fully spin-polarized medium.

Now, using the result for the backreaction field E in the expression for Ji, we have that the single-particle current is

Ji ≃ χei (∂tEeff)
(
ŝi −

1

ε

∑
j

χej ŝj

)
= χei (∂tEeff)×

ŝi (unpolarized target)

ŝ/ε (polarized target) ,
(56)

where in the first equality, the first term is from the direct axion interaction with the ith electron, and the second term

is due to the electric backreaction from the collective motion of many electrons. In the second equality, we used that if

electron spins of the same χei are oppositely paired, as in an unpolarized target, then
∑

i χei ŝi = 0, and if the target

is instead completely spin-polarized, then ŝi = ŝ and
∑

i χei ŝi = (ε− 1) ŝ. From Eq. 56, we then have that the first

term on the right-hand side of Eq. 49 is

∑
i

(∂tJi) · ŝi = (ε− 1) ∂2tEeff ×

1 (unpolarized target)

1/ε (polarized target) ,
(57)
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where the second line is in agreement with Eq. 29. From this point, the absorption rate R can again be computed

using Eq. 47. The quantity Im(−ω2) is determined by substituting Eq. 57 in Eq. 49, and then using Eq. 48. This

recovers the main result of Eq. 54, but without the factor of three for unpolarized targets.

This mismatch occurs because the classical picture provides an incomplete description of quantum spins. More

precisely, the other classical arguments in this work gave correct numeric factors because they were linear in quantum

operators and therefore were guaranteed to match quantum results in expectation by the Ehrenfest theorem. By

contrast, since Ji ∝ ŝi for unpolarized targets, the classical treatment gives an answer proportional to ŝi · ŝi = 1,

while the analogous quantum mechanical treatment would give ⟨σi · σi⟩ = 3. For the polarized case, there is no such

discrepancy because the mean spin polarization ŝ is inherently a classical vector and is treated as such in a fully

quantum calculation. Finally, we note that an alternative classical derivation of the axioelectric absorption rate for a

spin-polarized target is presented in Appendix C, which shows that it can be associated to the work done by the force

on the electrons, proportional to E+Eeff.

2. Matrix Element Calculation

While the derivation in Sec. IVB1, which is based on classical electrodynamics, elucidates some of the underlying

physics, a quantum mechanical derivation makes direct contact with electronic states in the system and is therefore

necessary for first-principles calculations. Moreover, it provides a general framework to understand any dark matter

absorption rate into electronic excitations, which can then be simplified further by including assumptions about the

target. The tradeoff is that this derivation is more technically involved than in Sec. IVB1. Below, we will use the

self-energy formalism recently applied to dark matter absorption in Refs. [87, 88, 161, 164–167] and refer the reader

to Refs. [87, 168] for an introduction. We will adopt absorption kinematics throughout, i.e., that the dark matter is

nonrelativistic with ∇a≪ ȧ (or, in other words, that the momentum k satisfies k ≪ ω).

To calculate the absorption rate R, we note that the presence of interactions mixes the free axion and photon

dispersion relations. In the language of self-energies, the mixed dispersion relation of an interacting photon with

polarization λ in Lorenz gauge and an axion is given by (see, for example, Ref. [161])

ω2 − k2 −Πλ
AA −Πλ

aA

−Πλ
Aa ω2 − k2 −m2

a −Πaa

Aλ

a

 = 0 , (58)

where Πaa is the axion self-energy, Πλ
aA = −eλµ Πµ

aA is the mixed axion-photon self-energy projected onto the photon

polarization vector eλµ, and Πλ
AA = −eλµ Πµν

AA e
λ
ν is the photon self-energy. In the absence of the axion, the photon

self-energy simply maps onto the normal dispersion relation for the photon, i.e., n2λ ω
2 = k2 where nλ is the refractive

index for the λ polarization, giving Πλ
AA = ω2 (1− n2λ). The fields a and A refer to the free axion and photon states,

respectively (i.e., the states defined in the absence of interactions between the axion and the photon).

To understand what an “axion” or “photon” looks like inside a medium, we must diagonalize the mixed dispersion

relations in Eq. 58, which determines the axion-like and photon-like propagation eigenstates (sometimes also referred

to as mass eigenstates). Due to the small axion coupling, the propagation states mostly correspond to the free axion

and photon eigenstates, albeit with small admixtures of the opposing interaction states. At lowest nontrivial order
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(quadratic) in the coupling, we find the dispersion relations

ω2
λ ≃ k2 +


Πλ

AA − Πλ
aA Πλ

Aa

m2
a −Πλ

AA

(photon-like)

m2
a +Πaa +

∑
λ

Πλ
aA Πλ

Aa

m2
a −Πλ

AA

(axion-like) .

(59)

Analogous to the classical computation of the previous section, we must evaluate the imaginary component of the

frequency for the propagating axion-like state in order to find the energy absorbed from the axion. Such a procedure

gives, for any axion interaction and target electronic structure, the absorption rate

R ≃ − ρDM

ρ
T
m2

a

Im

(
Πaa +

∑
λ

Πλ
aA Πλ

Aa

m2
a −Πλ

AA

)
. (60)

At the onset, Eq. 60 can be simplified if we assume that the target is isotropic. In this limit, the photon self-energy is

independent of polarization, Πλ
AA = ΠAA, and the sum over the photon states can be removed using the completeness

relation,
∑

λ e
λ
µ e

λ
ν = −gµν . This reduces Eq. 60 to

R ≃ − ρDM

ρ
T
m2

a

Im

(
Πaa +

Πi
aAΠ

i
Aa

m2
a −ΠAA

)
. (61)

The self-energies in Eq. 61 are given diagrammatically by

kµ

−→
Πaa : a a +

kµ

−→
a a

(62)

kµ

−→
ΠaA : a A +

kµ

−→
a A

(63)

kµ

−→
ΠAA : A A +

kµ

−→
A A .

(64)

Following the formalism in Ref. [87] and using the Feynman rules determined by the nonrelativistic Lagrangian

L ⊃ gae ȧ ψ
† π · σ ψ/me, these diagrams evaluate to

Πaa = g2ae
ω2

m2
e

Π̄σ·p,σ·p (65)

Πi
aA = −ie gae

ω

me

(
Π̄σi − 1

me
Π̄σ·p,pi

)
(66)

ΠAA = − e2

me

(
Π̄1 −

1

3me
Π̄pi,pi

)
, (67)

and Πi
Aa = −Πi

aA. The quantities Π̄ contain all the information about the target electronic structure and for operators

O (such as momentum “pi” or identity “1” operators) are defined as

Π̄O1,O2 = − 1

V

∑
I I′

fI − fI′

ω −∆ωII′ + i δII′
⟨I|O1|I ′⟩ ⟨I ′|O2|I⟩ (68)

Π̄O = − 1

V

∑
I

fI ⟨I|O|I⟩ , (69)
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where I and I ′ index the electronic states |I⟩ with energy ωI , ∆ωII′ = ωI′ − ωI , δII′ = δ sign(ωI′ − ωI) with δ the

width of the electronic states, and V is the target volume. The filling fraction satisfies fI = 1 if a state is occupied and

fI = 0 otherwise.

We will focus on targets where the states can be indexed by a band number b and spin quantum number s ∈ {↑, ↓},
such that a state label is given by I = {b, s}. This is possible when spin is a good quantum number and allows the

state to be split into spatial and spin degrees of freedom, i.e., |I⟩ = |b⟩ ⊗ |s⟩. We will find it useful to introduce

self-energies with a spin index, such that Eq. 68 generalizes to

Π̄ss′

O1,O2
= − 1

V

∑
b b′

fb s − fb′ s′

ω −∆ωbs b′s′ + iδbs b′s′
⟨b, s|O1|b′, s′⟩ ⟨b′, s′|O2|b, s⟩ (70)

Π̄s
O = − 1

V

∑
b

fb,s ⟨b, s|O|b, s⟩ . (71)

If the target is spatially isotropic, i.e., Π̄ss′

pi,pj = Π̄ss′

pi,pi δij/3, the self-energies in Eq. 67 can be simplified further, to

Πaa = g2ae
ω2

m2
e

(
1

3

(
Π̄↑↑

pi,pi + Π̄↓↓
pi,pi

)
+

2

3

(
Π̄↓↑

pi,pi + Π̄↑↓
pi,pi

))
(72)

Πi
aA = −ie gae

ω

me
ŝi
(
Π̄↑

1 − Π̄↓
1 −

1

3me

(
Π̄↑↑

pi,pi − Π̄↓↓
pi,pi

))
(73)

ΠAA = − e2

me

(
Π̄↑

1 + Π̄↓
1 −

1

3me

(
Π̄↑↑

pi,pi + Π̄↓↓
pi,pi

))
, (74)

where ŝi = ⟨s|σi |s⟩ is the expectation value of spin (as used in, e.g., Eq. 20). Note that since Π̄s
1 is simply the

expectation value of the identity operator, it is straightforwardly evaluated as Π̄s
1 = −Ns

e /V , where Ns
e is the number

of electrons in spin state s.

Before computing the absorption rate in a spin-polarized target, we reproduce the standard result for a target with

no spin polarization. In the absence of a net spin polarization, fbs = fb (i.e., if a spin-up state is filled, then so is the

corresponding spin-down state). Furthermore, we assume that the energy levels are spin independent, ωbs ≃ ωb. For a

target satisfying these assumptions, we have Π̄ss′

O1,O2
= Π̄O1,O2

, and therefore Eqs. 72−74 simplify to

Πaa = 2g2ae
ω2

m2
e

Π̄pi,pi (75)

Πi
aA = 0 (76)

ΠAA = −2e2

me

(
Π̄1 −

1

3me
Π̄pi,pi

)
. (77)

Notice that since Πi
aA = 0, there will be no mixing or screening effects; the photon and axion do not directly interact,

which leaves the propagation eigenstates simply as the free states (this reflects the absence of any electromagnetic

backreaction that screens the signal in unpolarized targets, as discussed in the classical derivation above). Substituting

these self-energies into Eq. 61 gives

R = −ρDM

ρ
T

2g2ae
m2

e

Im
(
Π̄pi,pi

)
= −ρDM

ρ
T

3g2ae
e2

Im
(
ΠAA

)
=
ρDM

ρ
T

3g2aem
2
a

e2
Im
(
ε(ma)

)
, (78)

where in the last step we used ΠAA(ω) ≃ ω2
(
1− ε(ω)

)
for k ≪ ω, in agreement with the first case of Eq. 54.

A similar calculation can be performed to determine the absorption rate for a target that is “super-polarized,” e.g.,

one where all the electrons are polarized in the spin-up ↑ state. In this case, fb,↓ = 0, for all b, and fb,↑ = 1 when

ωb↑ < 0 (corresponding to the electrons below the Fermi surface). In this limit, some of the self-energies simplify, such
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as Π̄↓
O = 0 and Π̄↓↓

O1,O2
= 0. Additionally, the contribution from Π̄↓↑

pi,pi to Im (Πaa) is negligible in the small width

limit, since there are no allowed ↓ to ↑ transitions in a spin-up super-polarized target. Therefore, in this case, the

self-energies in Eqs. 72−74 reduce to

Πaa = g2ae
ω2

3m2
e

(
Π̄↑↑

pi,pi + 2 Π̄↑↓
pi,pi

)
(79)

Πi
aA = −ie gae

ω

me
ŝi
(
Π̄↑

1 −
1

3me
Π̄↑↑

pi,pi

)
(80)

ΠAA = − e2

me

(
Π̄↑

1 −
1

3me
Π̄↑↑

pi,pi

)
. (81)

Unlike the unpolarized case, the polarized spins do induce a mixing between the axion and the photon (consistent with

the expectation of screening generated by an electrical backreaction, as discussed in the classical derivation above).

These self-energies can be simplified further by noticing that Πi
aA = −igaema ŝ

i ΠAA/e, which can be used in the

second term of Eq. 60. Additionally, note that Im (Πaa) has two contributions in Eq. 79. The first term corresponds

to where the spin is fixed as ↑ which incorporates the classical force described in Sec. II B. The second term instead

corresponds to a spin-flip transition, which does not have a classical analogue. The first term can be simply related

to the self-energy of the photon ΠAA which is consistent with the picture of the axioelectric effect as a spin-coupled

effective electric field (i.e., when all spins are polarized one can simply relate charges and spins and so electrons should

have a similar effect on both the axion and photon). However, this statement does not hold for the spin-flip term. The

absorption rate is then given by

R ≃ g2ae
ρDM

ρ
T

(
m2

a

e2
Im

( −1

ε(ma)

)
+

2

3m2
e

Im

(
− Π̄↑↓

pi,pi

))
, (82)

where the first term matches the result in Sec. IVB 1, as expected. Since the second term includes spin-flip transitions,

it is natural that it could not be incorporated in the classical derivation. Furthermore, in the limit of large spin

splitting, when the spin-flip transitions are kinematically unavailable, Im
(
−Π̄↑↓

pi,pi

)
→ 0, and the absorption rate

reduces to Eq. 54. Note that the dependence on Im(−1/ε) comes about due to the mixing of the axion with the

photon and gives the same functional form as a direct electromagnetically-coupled axion. Thus, while the couplings

are different in either case, the resulting physics is similar in the spin-polarized limit. In fact, we can also rederive the

form of the axion-induced E-field by considering the basis that diagonalizes the dispersion relation of Eq. 58 to leading

order, which we will label as (Ã, ã). To convert from propagation basis to the interaction (A, a) basis, we can use the

rotation matrix A
a

 ≃

 1 ΠaA

ΠAA−m2
a

−ΠaA

ΠAA−m2
a

1

Ã
ã

 . (83)

From this matrix, and noting that at lowest nontrivial order the magnitudes of a and ã are the same, we see that

axion-photon mixing induces an E-field in an infinite medium of the form

Ei ≃ iωAi ≃ iω
Πi

aA

ΠAA −m2
a

ã ≃ −i Π
i
aA

ε

a

ω
. (84)

An alternative definition of the spin-polarized contribution to the permittivity εσ can then be obtained by equating

Eqs. 84 and 28,

εσ ≡ 1 +
e2

ω2me

(
Π̄↑

1 − Π̄↓
1 −

1

3me

(
Π̄↑↑

pi,pi − Π̄↓↓
pi,pi

))
. (85)
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For “super-polarized” spins, we can use Πi
aA = −i gaema ŝ

i ΠAA/e to explicitly show that εσ = ε; conversely, if the

spins are unpolarized, then εσ = 1, as mentioned previously. Note that this form for εσ is analogous to the classical

sum over spin weighted susceptibilities in Eq. 55 where the contributions to spin-up and spin-down states are added

electron by electron.

While the derivation incorporates the entirety of electronic states, further simplifications can be made when the

core electrons are much more tightly bound than the valence electrons, as in typical solids. In this case, the core

electrons’ contributions to the self-energies are negligible, due to their suppressed electron propagator in Eq. 68. This

can be understood physically from the dielectric function, which encodes the target electronic response to an impinging

electric field. If the core electrons are very tightly bound, then they respond less efficiently to an electric field. If the

electronic response can be approximated by only including the least bound electrons, then only these electrons need to

be spin-polarized for the “super-polarized” approximation discussed previously to hold. This is a much weaker, and

more realistic, condition than requiring every electron to be spin-polarized.

V. DIPOLE MOMENTS AND ENERGY SHIFTS

In this section, we discuss two cases in which simple parametric estimates can yield misleading results. In Sec. VA,

we show how one can use field redefinitions to work in a Hamiltonian lacking manifest axion shift symmetry. This leads

to apparent electric dipole moment effects, which are actually spurious. In Sec. VB, we show that the axioelectric

atomic energy level shift is smaller than the naive expectation.

A. Spurious Electric Dipole Moments

The axion-fermion coupling in Eq. 2 has an approximately equivalent nonderivative form, which has been the subject

of some recent confusion. Let us first review how the nonderivative coupling is derived. In the original Lagrangian,

L ⊃ Ψ(i/∂ −mf )Ψ + gaf (∂µa)Ψγ
µγ5Ψ , (86)

one can perform a chiral redefinition of the fermion field, Ψ → e−igafaγ
5

Ψ. This yields

L ⊃ Ψ(i/∂ − e2igafaγ
5

mf )Ψ−
q2f
8π2

gaf aFµν F̃
µν , (87)

where the derivative coupling has been rotated away. The last term in Eq. 87, which arises due to the chiral anomaly,

shifts the axion-photon coupling; it affects computations of loop-induced processes but will be irrelevant to the physical

signatures considered in this work. Since these two Lagrangians are related by a field definition, they must yield

precisely the same S-matrix elements and thus the same physical predictions [169, 170]. While it may naively appear

that Eq. 87 implies the presence of physical effects even for time- and space-indendent axion fields, a(x, t) = a0, this

cannot be the case, as the derivative coupling in Eq. 86 would simply vanish exactly.

Truncating the exponential in Eq. 87 at O(gaf ) and dropping the anomaly term yields a nonderivative interaction

L ⊃ −2mf gaf aΨiγ
5Ψ . (88)

As shown in Appendix E, it results in an alternative low-energy Hamiltonian for the fermion of the form

Halt ≃
π2

2mf
+ qf ϕ− qf

2mf
B · σ − gaf (∇a) · σ − gaf

4mf
{ȧ,π · σ}+ qf gaf

2mf
aE · σ . (89)
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Compared to the original Hamiltonian of Eq. 15, Eq. 89 has an axioelectric term with coefficient smaller by a factor of

two, as well as a “nonrelativistic EDM” term proportional to a that seems to violate the axion’s shift symmetry.

The resolution of this paradox is that the two Hamiltonians describe exactly the same physics, but differ in their

labeling of position states. To see this explicitly, note that the chiral field redefinition of Ψ modifies the nonrelativistic

field ψ, defined in Eq. 10, by a momentum-dependent phase factor,

ψ → ψ − igaf a ψ̃ ≃ exp

(
− igaf aσ · π

2mf

)
ψ, (90)

where we used Eq. 13. This implies a shift of the particle’s coordinate position by ∆x = gaf aσ/2mf . While the

original Hamiltonian in Eq. 15 describes the fermion using a position operator that coincides with its center of charge,

in the alternative Hamiltonian of Eq. 89 it is displaced from the center of charge by ∆x, thereby leading to an EDM of

d = −q∆x. In other words, the apparent dependence on a is purely an artifact of the description. As we discuss in

detail in Appendix E, the physical equivalence of these Hamiltonians is completely general and occurs because they

can be related by a unitary transformation generated by the Hermitian operator S ∝ {a,σ · π}. While calculations of

experimental observables using the alternative Hamiltonian may contain a-dependent intermediate quantities, they

must drop out of the final result.

In particular, electron EDM experiments measure the coefficient d of the full relativistic EDM operator

(d/2)Ψγ5σµνΨFµν , where σµν ≡ [γµ, γν ] /2, which reduces to −dσ · E in the nonrelativistic limit [171]. Sev-

eral recent works [96–98] have claimed extremely strong limits on gae by implicitly assuming that these EDM

experiments constrain the coefficient of σ ·E, which carries an a-dependent contribution in Eq. 89. This is incorrect,

because the operator −dσ ·E produces no O(d) energy level shift by Schiff’s theorem [172]. Instead, the signal from a

true EDM arises entirely from its relativistic effects, which are not shared by the apparent EDM induced by an axion

field. As discussed in detail in Appendix E, for a constant axion field, the apparent axion-induced EDM is spurious,

and thereby does not shift energy levels or give rise to any other physical effects. These cancellations, which seem

mysterious at the Hamiltonian level, arise from the axion’s non-manifest shift symmetry.

On the other hand, a time-varying axion field can lead to physical effects in EDM experiments, but they are

suppressed at low ma by the small ratio of the axion mass to typical atomic energy scales. These effects are most

straightforward to calculate with the derivative coupling, since the nonrelativistic EDM term lacks an explicit axion

time derivative. Ref. [173] found that for nonrelativistic electrons bound in an atom, the leading energy shift linear in

the external electric field is suppressed by O(m2
a/Ry

2), where the Rydberg constant Ry = α2me/2 gives the scale of

electronic energy levels. As a result, the sensitivity of EDM searches to the axion-electron coupling is much weaker

than existing astrophysical bounds. By contrast, two recent works [99, 100] missed this suppression factor, thereby

overestimating the sensitivity of EDM experiments by many orders of magnitude. As explained further in Appendix E,

such overestimates can be avoided by taking care to compute the relevant physical observables for each experiment.

B. Suppressed Shifts of Electronic Energy Levels

The axion-electron coupling also shifts electronic energy levels in the absence of external fields. The leading-order

contributions to these shifts are from the axion wind, Hwind = −gae (∇a) ·σ, and axioelectric, Hae = −(gae/me) ȧπ ·σ,
terms in the nonrelativistic Hamiltonian of Eq. 15. Thus, to first order in perturbation theory, a naive estimate for

the energy level shifts to an electronic state is ∆Ewind ≃ ⟨ψ|Hwind |ψ⟩ ∼ gae |∇a| and ∆Eae ≃ ⟨ψ|Hae |ψ⟩ ∼ gae ȧ ve,

where ve ∼ Zeff α is the characteristic electron velocity bound to an ion with effective charge Zeff.
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The above estimate for the axion wind energy level shift is parametrically correct and is used to infer the reach

of atomic clock experiments. However, we illustrate here that the effect of the axioelectric term is parametrically

overestimated. To understand why, consider the leading-order terms in the nonrelativistic electron Hamiltonian,

H0 = π2/2me + V (x), where the spin-independent potential V (x) includes, e.g., the electrostatic potential energy. For

electronic states governed by this Hamiltonian, π = ime [H0,x] and thus

∆Eae = ⟨ψ|Hae|ψ⟩ = −gae
me

ȧ ⟨ψ|π · σ |ψ⟩ = igae ȧ ⟨ψ|x · [H0,σ] |ψ⟩ = 0 , (91)

such that the naive leading-order energy level shift from the axioelectric term vanishes, where in the last equality we

used that H0 commutes with the spin operator, by definition. ∆Eae can be intuitively understood as the work done by

the axion effective electric field. To see this, note that in the Heisenberg picture and using the Heisenberg equation of

motion for the spin operator, ∆Eae can be rewritten as ∆Eae = −e ⟨xH · Êeff⟩, where Êeff ≡ −(gae/e) ȧ σ̇H , in analogy

with Eq. 20. Hence, if the spin orientation is fixed, then Eq. 91 holds.

Instead, any energy level shift from the axioelectric term must arise from higher-order contributions to H0 that break

the derivation in Eq. 91. For example, the relativistic kinetic energy correction shifts [H0,x] so that it is no longer

proportional to π, while the electrons’ spin-orbit or spin-spin interactions contribute to [H0,σ]. All of these terms are

suppressed by v2e relative to H0, leading to the parametric estimate ∆Eae ∼ gae ȧ v
3
e , which is smaller than the naive

estimate by a factor of α2 ∼ 10−4 for electrons with Zeff ∼ 1. For light elements, this suppresses the projected reach in

Ref. [93], which used the naive estimate discussed previously; however, it can be alleviated for very heavy atoms, with

Z ≫ 1. Future calculations of this energy shift, such as those relevant for Ref. [94], must be careful to account for

these suppressions, as well as including any contributions from the vector potential eA when computing ⟨ψ|π · σ|ψ⟩.

VI. OUTLOOK

The direct coupling of axion dark matter to Standard Model fermions leads to new experimental signatures. We have

provided a firm theoretical foundation in Sec. II that clarifies the nature of these signatures, thereby resolving some

existing disagreements in the literature in Sec. V. We have also identified several new experimental strategies, focusing

predominantly on the axion-electron coupling. Among these, the magnetized multilayer experiment discussed in

Sec. III B appears to be the most promising. Like previous ferromagnetic haloscope concepts, it relies on detecting the

radiation emitted from the magnetization current induced by the axion wind torque on electron spins. The enhanced

sensitivity of our setup comes from a combination of various factors: the use of inexpensive polycrystalline ferrite

materials enables a much larger detector volume and a multilayer geometry enhances the effective coupling to the

axion field. As a result, orders of magnitude of new parameter space can be explored with existing technology, for

axion masses ranging from µeV to meV.

If nearly background-free single photon detectors are developed, they would enable magnetized multilayers to

fully explore the DFSZ QCD axion model space when the abundance is set by the well-motivated post-inflationary

misalignment mechanism [174–181]. Single photon detection for frequencies in the (1−100) µeV range has recently seen

promising advances using, e.g., Rydberg atoms and superconducting qubits, though both technologies are relatively

new and not background free [182, 183]. For higher frequencies, near a meV, transition edge sensors and kinetic

inductance detectors can be used but currently suffer from large dark counts [184].

In future work, we will explore further refinements in determining the sensitivity of a magnetized multilayer haloscope.

This includes a detailed numerical analysis that explores optimal tuning and effects from the axion wind’s O(1) daily
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modulation. More generally, enhancing the axion’s effective coupling to collective excitations in a multilayer geometry

by operating slightly off resonance may also prove useful for other experiments, such as TOORAD [135].

We also plan on further exploring the findings of Sec. IVA, which showed that the axion absorption rate into spin

excitations can be inferred directly from measurements of the magnetic energy loss function Im(−1/µ), circumventing

the need for a detailed microscopic model of magnetic materials. In particular, it would be interesting to expand this

result to more general spin-coupled absorption and scattering of particles, which would simplify the formalism needed

for dark matter searches, by connecting the signal rate directly to experimentally measurable parameters.

Although we have focused almost exclusively on the axion-electron coupling throughout most of this work, many of

our results also translate to the axion-nucleon coupling. In particular, the mechanical resonators mentioned in Sec. II C

would be sensitive to comparable values of the axion-nucleon coupling, albeit only if O(1) nuclear spin-polarization

can be achieved. Furthermore, the magnetization current discussed in Sec. III B also exists for nucleon couplings, but

is suppressed by the small magnitude of nuclear magnetic dipole moments. However, both of these issues may be

alleviated in materials with strong hyperfine interactions between nuclear and electronic spins [73].

There are also a number of experimental concepts we have not considered in detail. In Sec. II C, we discussed how

the axion wind may excite toroidal modes in mechanical resonators, which could lead to competitive sensitivity in the

kHz−MHz frequency range not covered by existing torsion pendulums or electromagnetic experiments. Developing

this idea further would require considering the quality factors of such modes, the form factors for coupling to them,

and mechanisms to read out their excitations. Finally, we note that if electron spins are made to precess at an angular

frequency ωspin ≫ ma, then both the mechanical and magnetization current signatures can be upconverted to a higher

frequency ωsig ≃ ma +ωspin. Such a “heterodyne” approach has been applied to cavity experiments for photon-coupled

axions [185–188], enabling sensitivity to axion masses parametrically smaller than the cavity’s mode frequencies, but

at the cost of introducing additional noise sources, which must be carefully analyzed.

The axion-fermion coupling leads to a rich variety of experimental signatures, which have previously been underex-

plored. Going forward, we hope that this work serves as a firm foundation for new ideas and future efforts.
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Appendix A: Reducing the Axial Current

Here, we show two ways to take the nonrelativistic limit of the axial vector current Ψγµγ5Ψ. The fastest is to treat

Ψ as a relativistic wavefunction and decompose it into two-component spinors, as in Eq. 10, which gives

Ψγµγ5Ψ =
(
ψ†ψ̃ + ψ̃

†
ψ , ψ†σψ + ψ̃

†
σψ̃

)µ
. (A1)

Now, note that Eqs. 13 and 16 imply ψ̃ ≃ (1/2)v · σ ψ to leading order in gaf . Using this in Eq. A1 then yields

Ψγµγ5Ψ ≃ ψ† (v · σ , σ
)µ
ψ +O(v2) +O(gaf ) . (A2)

Integrating Eq. A2 over space then yields Eq. 4, the axial current for a single particle.

Another method, which works for multi-particle states, is to treat Ψ as a quantized field with free mode expansion

Ψ(x) =

∫
d3p

(2π)3

∑
s

(
asp us(p) e

ip·x + bsp vs(p) e
−ip·x

)
, (A3)

where states with momentum p and spin s are described by |p, s⟩ = asp
† |0⟩ with ⟨p, r|q, s⟩ = (2π)3 δ(3)(p− q) δrs. In

Eq. A3, the coefficient of the particle annihilation operator asp is a positive-frequency mode-function which can be

obtained by solving the free Dirac equation, yielding

us(p) =

√
E +mf

2E

 ξs

p · σ
E +mf

ξs

 , (A4)

where E is the energy, ξs is a two-component spinor, and we used the nonrelativistic normalization u†s(p)us(p) = 1.

We restrict to single particle states in the presence of an axion field with approximately constant uniform ∂µa. In

this case, we can take the classical limit by computing diagonal matrix elements of the axial vector current. As a warm

up, let’s first evaluate the matrix element for the vector current ΨγµΨ. Its spatial components have expectation values

⟨p, s|ΨγiΨ |p, s⟩ = us(p)γ
ius(p) =

1

E
ξ†s
(
σi p · σ

)
ξs = vi , (A5)

where v is the velocity and we used the form of the mode-functions in Eq. A4. The expectation value of the temporal

component is simply 1, by our normalization convention. By superposing plane waves, one can construct one-particle

wavepackets of spatial spread r momentarily centered around a location x0, provided that r ≫ 1/m. In such a

normalized state, the expectation value of the vector current is thus approximately

⟨ΨγµΨ⟩ ≃ (1,v)µ δ(3)(x− x0) (A6)

for small r, which is a classical particle’s number current, as expected. Similarly, for the axial vector current,

⟨p, s|Ψγ0γ5Ψ |p, s⟩ = us(p)γ
0γ5us(p) =

1

E
ξ†s p · σ ξs = v · ŝ , (A7)

where ŝ is the unit normalized spin vector, and

⟨p, s|Ψγiγ5Ψ |p, s⟩ = us(p)γ
iγ5us(p) =

√
1− v2 si +

vi v · ŝ
1 +

√
1− v2

. (A8)

Thus, in a normalized one-particle wavepacket state, the axial vector current is

⟨Ψγµγ5Ψ⟩ =
(
v · ŝ , ŝ+O(v2)

)µ
δ(3)(x− x0) , (A9)

which recovers Eq. 4. Note that this derivation implicitly treats ∂µa as constant because it only considers diagonal

momentum-space matrix elements; thus, it does not yield the ∇ȧ term in the full Hamiltonian Eq. 15. Finally, note

that the four-vectors in Eqs. A6 and A9 are not Lorentz covariant, because they multiply a noncovariant delta function;

however, they are related by a factor of γ to the familiar four-velocity uµ and spin four-vector sµ [189, 190].
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Appendix B: Radiation From Slabs and Multilayers

In this appendix, we derive the results quoted in Sec. III for radiation emitted from single slabs. We then discuss

how these results are extended to calculations for multilayer setups.

Polarization Currents

First, we derive the amplitude of the radiation field outside of a single infinite slab of thickness d, with boundaries

located at z = ±d/2. As discussed in Sec. IIIA, at the high frequencies relevant for the axioelectric polarization

current, we can neglect the tensorial nature of µ. For concreteness, suppose the slab’s spin polarization lies along x̂.

Solving Eq. 26 for the electric field within each region gives

Ex = e−imat ×


Esig e

−imaz z < −d/2
Ein cos(nmaz) + JP

a /(imaε) −d/2 < z < d/2

Esig e
imaz z > d/2 ,

(B1)

where Esig and Ein are complex amplitudes and we used the fact that the polarization current, and hence the field, is

symmetric about d = 0. Imposing continuity of Ex at z = d/2, we have

Ein cos(nmad/2) +
JP
a

ima ε
= Esig e

imad/2 . (B2)

Furthermore, since there is no axion-induced surface current in this case, By/µ is also continuous at the boundary,

such that Faraday’s law yields

in

µ
Ein sin(nmad/2) = Esig e

imad/2 . (B3)

Solving this system of equations, we arrive at Eq. 30.

In a situation involving many interfaces, such as a multilayer dielectric haloscope, it is not practical to directly solve

for Ex in each region by simultaneously imposing all of the boundary conditions. Instead, the solution can be built up

by considering the outgoing radiation generated at each interface. Each of these waves then propagates through the

rest of the stack, as in ordinary electrodynamics. Thus, let us continue by considering an interface at z = 0 between

two mediums with scalar permittivities ε1,2 and permeabilities µ1,2, assuming uniform spin polarization along x̂. For

the axioelectric polarization current, the resulting electric field is

Ex = e−imat ×

E
γ
1 e

−in1maz + Ea
1 z < 0

Eγ
2 e

in2maz + Ea
2 z > 0 ,

(B4)

where Ea
i = JP

a,i/(imaεi). Imposing continuity of E∥ and B∥/µ, we have

Eγ
1 + Ea

1 = Eγ
2 + Ea

2 , (B5)

(−n1/µ1)E
γ
1 = (n2/µ2)E

γ
2 , (B6)

whose solution is

Eγ
1 = −Eγ

2 = (Ea
2 − Ea

1 )
ε2n1

ε1n2 + ε2n1
. (B7)
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If both media are maximally spin-polarized, with εσ,i = εi, then the difference of Ea
i above simplifies to

Ea
2 − Ea

1 =

(
εσ,1 − 1

ε1
− εσ,2 − 1

ε2

)
Eeff =

(
1

ε2
− 1

ε1

)
Eeff . (B8)

In this case, Eq. B7 exactly matches the analogous result for the axion-photon coupling in, e.g., Sec. 3.1 of Ref. [113],

after making the replacment gaγγ aB0 → −Eeff. Thus, in Sec. III A we may directly recast results from conventional

dielectric haloscope calculations, as stated in Eq. 32.

More generally, the layers can have different degrees of spin polarization, which leads to more flexibility than in

a conventional dielectric haloscope. If ε2 is large, then Ea
2 − Ea

1 is maximized when ε1 = 1. As such, the most

aggressive forecast for the LAMPOST optical dielectric haloscope in Ref. [115] assumed vacuum gaps between layers.

These are mechanically challenging at optical wavelengths and thus have been avoided by current LAMPOST and

MuDHI prototypes. However, here we can achieve the same enhancement in Ea
2 − Ea

1 with arbitrary ε1 by simply

not spin-polarizing that medium, such that εσ,1 = 1. This case does not directly map onto a conventional dielectric

haloscope, but we expect it yields a similar signal enhancement without the need for vacuum gaps.

Magnetization Currents

For the axion wind induced magnetization current, we assume that ∇a is uniform and lies in the slab’s plane.

As discussed in Sec. III B, we can treat the circular polarizations of the generated electric field separately. These

polarizations have amplitudes

E± = e−imat ×


−E±

sig e
−imaz z < −d/2,

E±
in sin(nmaz) −d/2 < z < d/2,

E±
sig e

imaz z > d/2 ,

(B9)

where we used the fact that the magnetization current, and hence the field, is antisymmetric about d = 0. At z = d/2,

E± is continuous while B±/µ± jumps by M±
a , giving

E±
in sin(n±mad/2) = E±

sig e
imad/2 (B10)

− in±

µ±
E±

in cos(n±mad/2) = E±
sig e

imad/2 +M±
a . (B11)

Solving these equations and using the definition of Ma in Eq. 24, along with B±
eff = Beff/

√
2, then yields Eq. 36.

Once again, to understand a general multilayer, we first consider the radiation emitted from a single interface at

z = 0. In this case, the radiation is due to a surface current Ka = M
∥
a,1 −M

∥
a,2 at the boundary. The radiation field is

E± = e−imat ×

E
±
1 e

−in1maz z < 0

E±
2 e

in2maz z > 0 .
(B12)

The relevant boundary conditions,

E±
1 = E±

2 , (B13)

(−n1/µ1)E
±
1 = (n2/µ2)E

±
2 +K±

a , (B14)

determine E±
1,2 to be

E±
1 = E±

2 = K±
a

µ1 µ2

µ1 n2 + µ2 n1
. (B15)

Note that this is a completely different structure compared to the analogous result in Eq. B7, and hence has no simple

mapping to a conventional dielectric haloscope.
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Appendix C: Power Absorption in Classical Electrodynamics

The power absorbed from the axion field in a spin-polarized medium, through either the axioelectric or axion wind

terms, can be computed classically by considering the work done on the electrons. Similar arguments have been used

for photon-coupled axions [132, 133, 136] and dark photons [167]. For electron-coupled axions, one must take care to

account for the work done by both the real electromagnetic fields E and B and the effective fields Eeff and Beff.

First, consider absorption through the axioelectric term in an infinite medium with εσ ≃ ε. Both E and Eeff do

work on the electrons, since the net force is proportional to their sum. Applying Eq. 28 gives E+Eeff ≃ Eeff/ε, and

combining Eqs. 27 and 29 gives a total current density J = (ε− 1) ∂tEeff/ε. The time-averaged power dissipated in the

medium per unit volume is then given by a generalized form of Ohm’s law,

P

V
=

1

2
Re
(
(E+Eeff) · J∗) ≃ ma

2
|E2

eff| Im
(−1

ε

)
, (C1)

where the factor of 1/2 accounts for the time average.

Next, consider absorption through the axion wind term in an infinite medium with a constant background magneti-

zation M0 and magnetic field B. In this case, the work done is associated with the rotation of magnetic dipoles in the

presence of B and Beff. Accounting for both of these fields gives

P

V
=

1

2
Re
(
(H+Heff) · (∂tM)∗

)
=

1

2
Re
((

B+Beff −M0 −Ma

)
·
(
∂t(M0 +Ma)

)∗)
. (C2)

Since M0 is constant and the induced magnetization Ma is orthogonal to M0 and B, the expression above reduces to

P

V
=

1

2
Re
(
(Beff −Ma) · (∂tMa)

∗) = ma

2
|B2

eff| Im
(
−q̂Tµ−1q̂

)
, (C3)

where we applied Eq. 23, used the fact that µ is Hermitian, and defined q̂ as the unit vector pointing along the axion

gradient. The dominant contribution to the power comes from the resonantly amplified “minus” circular polarization.

Its permeability, given in Eq. 37, corresponds to

Im

(−1

µ−

)
=

ma ωM/2Q

(ma − ωB)2 + (ωB/2Q)2
. (C4)

The power absorption rate is maximized when the axion frequency matches the infinite-medium Kittel frequency,

ma ≃ ωB , and q̂ is perpendicular to the background magnetization. In this case, we have

P

V
=

1

2
|B2

eff|QωM . (C5)

Alternatively, if one averages over all directions of q̂, then the power is reduced by a factor of 2/3.

The results above for the power density P/V match those of Sec. IV after rescaling to a rate per unit target mass,

R = (P/V )/(ρT ma), and substituting in the definitions of the effective fields. In particular, Eq. C1 corresponds to the

second line of Eq. 54 after substituting |E2
eff|/2 = (gaema/e)

2 ρDM , and Eq. C3 reduces to Eq. 51 after substituting

|B2
eff|/2 = (gae vDM

/µB)
2 ρ

DM
.

Though the derivations here assumed infinite media, they also apply to finite media, provided that the characteristic

size of the medium is much larger than the screening length and boundary conditions are unimportant. Moreover, these

calculations can be straightforwardly generalized for arbitrary geometries, provided one accounts for how the boundary

conditions affect the real electromagnetic fields, as was done in Ref. [133]. On the other hand, since in-medium fields

and currents are always macroscopically averaged, these arguments cannot be applied to unpolarized media, where

those quantities would simply vanish. For the unpolarized case, one must instead use the methods of Sec. IV.
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Appendix D: Analysis of Ferrite Multilayers

In this appendix, we justify the choices of ferrite material properties listed in Table I, discuss analytic estimates of

the signal power in a multilayer setup, and present numeric results for single crystal YIG.

Properties of Ferrite Materials

Ferrite materials are well-studied [191–194], and here we present some of their measured properties. First, for

polycrystalline spinel ferrites, we infer the saturation magnetization and microwave permittivity ε from a commercial

datasheet [195]. This datasheet also gives the microwave permittivity of YIG, which is comparable to that of the spinel

ferrites. The saturation magnetization of YIG significantly increases when it is cooled. In particular, at cryogenic

temperatures it is MS = 0.25 T [196], half that of spinel ferrite.

Ferrites can be fabricated with small dielectric losses, tan δε = Im(ε)/Re(ε) <∼ 10−4, which are largely due to the

presence of divalent Fe ions or other impurities [191]. Thus, magnetic losses dominate for all materials we consider

here. The magnetic quality factor Q is the most difficult parameter to infer; for simplicity, we first focus on Q for

single crystal YIG.

The quality factor of undoped single crystal YIG spheres has been directly measured at room temperature and ranges

from Q ∼ (0.7− 1.8)× 104 at microwave frequencies [197–199]. However, for YIG, Q has a complex dependence on

temperature. It is generally inferred from the linewidth of the ferromagnetic resonance, ∆H ≃ H/Q. As the temperature

is reduced, the linewidth is observed to initially reduce, but then sharply increase below T ∼ 100 K [196, 200, 201].

These trends are understood theoretically to be arising from the reduced density of thermal phonons and the increased

effect of fast-relaxing rare earth ions, respectively [193]. At even lower temperatures, T <∼ 10 K, the linewidth reduces

again as the effects of rare earth ions freezes out. However, recent measurements down to T = 30 mK have found that

the linewidth increases again due to coupling to two-level systems [202, 203]. Remarkably, the linewidth at such low

temperatures is comparable to that at room temperature, even though the loss mechanisms are completely different.

Given this ambiguity, in our discussion below, we adopt an intermediate value of Q ∼ 104 for single crystal YIG.

In polycrystalline materials, the resonance linewidth is much larger. For instance, Ref. [195] found that ∆H <∼ 200 Oe

for a millimeter wave ferrite. Taking this number at face value and assuming that this material is accurately described

by Eq. 33 then yields Q ∼ 20. However, in reality the linewidth for polycrystalline materials is mostly due to

inhomogeneities in the material’s microscopic structure and, thus, cannot be used to infer the damping away from

resonance [204–206]. Instead, one must measure the frequency-dependent “effective linewidth” ∆Heff, which determines

the parameter Q appearing in Eq. 37. Away from resonance, ∆Heff is much smaller than ∆H for polycrystalline

materials and can even approach the value of ∆H for single crystals [207]. For instance, Ref. [191] quotes a linewidth

of ∆Heff = 4 Oe for lithium ferrites, corresponding to Q ∼ 103. However, given the many other uncertainties, we adopt

a conservative intermediate value of Q ∼ 102 for polycrystalline spinel ferrite.

In both cases, a detailed estimate of the experimental sensitivity requires dedicated measurements in appropriate

conditions. Since magnetic losses depend on the geometry of the sample and applied field, such measurements should

use thin slab samples with an orthogonal applied field. They must also be performed at cryogenic temperatures and

low input power, well away from resonance.

Analytic Estimates

As noted in Sec. III B, the quality factor of polycrystalline spinel ferrite is too low to derive accurate, simple analytic

expressions. However, for single crystal YIG, analytic approximations provide an excellent description of the numeric
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Figure D.1. Analogue of Fig. 5, but for single crystal YIG.

result. In deriving them below, we assume that ε is a real O(1) number and ∆ω ≪ ma, ωM . We also assume that the

setup is operated many linewidths away from the resonance, ∆ω ≫ ma/Q, which increases the screening length and

allows the use of many layers. These approximations are consistent provided that Q≫ 1 and QωM/ma ≫ 1, which

are satisfied, for both polycrystalline ferrite and YIG, for all masses we consider.

In this regime, the transparent mode slab thickness is

d ≃ π

ma

√
ωm

ε∆ω
, (D1)

which is much larger than the vacuum gaps between slabs. The sensitivity bandwidth is

∆ωs ≃
π

2

ma

Q
, (D2)

which scales with Q just as in typical resonant experiments. The number of layers grows with ∆ω,

N ≃ 4Q

π

∆ω

ma
, (D3)

which is large when ∆ω ≫ ma/Q, as anticipated. Finally, the form factor has nontrivial dependence on ∆ω, even

though we have fixed Re(n−)mad = π, because the argument of the cotangent in Eq. 36 has an imaginary part. In

particular, the form factor is approximately

F− ≃
∣∣∣∣ 1

µ− in tan(i/2N)

∣∣∣∣ ≃ ∣∣∣∣ 1

µ+ n/2N

∣∣∣∣ ≃ ∣∣∣∣∆ωωM
+
π
√
ε

8Q

ma√
ωM ∆ω

∣∣∣∣−1

, (D4)

so that increasing ∆ω decreases the cotangent term, leading to a peak in F− at nonzero ∆ω.

The signal power is determined by the product N F−, which monotonically increases with ∆ω until it saturates at

N F− ∼ (4/π) (QωM/ma) at frequency separations ∆ω >∼ ∆ω0 ≡ (ma
√
ε ωM/Q)

2/3. In this regime, N and F− are

inversely proportional, yielding a simple estimate for the signal power,

Psig ≃ 4

π2

(
QωM

ma

)2

|B2
eff|A . (D5)

Now, we can perform some cross-checks. First, note that for a fixed ∆ω, the total volume of the slabs scales

as V = N Ad ∝ Q, so that Eq. D5 can be rewritten as Psig ∝ QV as generically expected. Second, Eq. D5 was

derived without considering the limits on the number of layers and total slab length, both of which increase with ∆ω.
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Figure D.2. Analogue of Fig. 6, but for single crystal YIG. We assume material parameters MS = 0.25 T, Q = 104, and ε = 15,

while all other parameters are as in Table I.

Demanding that these limits do not take effect until the maximum signal power is reached at ∆ω >∼ ∆ω0 implies

Nmax
>∼
(
QωM

ma

)1/3

(D6)

maLmax
>∼
(
QωM

ma

)2/3

, (D7)

where we have dropped numeric factors. For both materials, Eq. D6 is true for all masses we consider, and Eq. D7 is

true only in the upper half of the mass range. For lower masses, the signal power is limited by the constraint on L.

Finally, for self-consistency we must ensure that the optimal ∆ω is not too large for our approximations to break

down. Since it is favorable to increase ∆ω whenever our approximations hold, its value is dictated by either Nmax or

Lmax. When the limit comes from the former, N = Nmax, demanding that ∆ω ≪ ωM ,ma yields the condition

Q≫ Nmax, (ma/ωM )Nmax . (D8)

For single crystal YIG, this is satisfied for the entire mass range we consider, but for polycrystalline ferrite it is not

satisfied at all; in the latter case a signal power higher than Eq. D5 is possible.

Sensitivity with Single Crystal YIG

For the sake of comparision, we compute the sensitivity for single crystal YIG, corresponding to MS = 0.25 T,

Q = 104, and ε = 15, using the same procedure as in Sec. III B. Some intermediate quantities from the numeric

calculation are shown in Fig. D.1. They are qualitatively similar to the corresponding results for polycrystaline ferrite,

but they match the analytic results quite closely for ma
>∼ 3× 10−5 eV, where the multilayer is not limited by Lmax.

The resulting sensitivity for a YIG multilayer setup is shown in Fig. D.2. Numerically, it is only slightly greater than

the result in Fig. 6 for polycrystalline ferrite. Though the signal power is enhanced by Q2, this improvement is partially

cancelled by the decrease in ωM and in the sensitivity bandwidth. In addition, the signal power for polycrystalline

ferrite is somewhat greater than the approximate analytic result in Eq. D5. Overall, for a magnetized multilayer setup,

using single crystal YIG provides only a small sensitivity enhancement at a greatly increased cost.
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Appendix E: Equivalence of the Nonderivative Coupling

The axion-fermion coupling has equivalent derivative and nonderivative forms, which we denote with subscripts d

and n, respectively. For brevity, we will drop all other subscripts in this appendix, replacing qf , mf , and gaf with q,

m, and g, respectively. In this work, we have focused mostly on the derivative form of the coupling,

Ld = g (∂µa)Ψγ
µγ5Ψ . (E1)

In Sec. VA, we discussed how this coupling is equivalent at O(g) via a field redefinition to a nonderivative form

Ln = −2mgaΨiγ5Ψ , (E2)

where we neglected the axion-photon coupling generated by the chiral anomaly. In this appendix, we explain how

these couplings are equivalent at the level of their nonrelativistic Hamiltonians. In Sec. IIA, we showed that, up to

higher-order terms in 1/m, the derivative coupling Ld corresponds to

Hd = H0 − g (∇a) · σ − g

2m
{ȧ,π · σ} , (E3)

where H0 is the usual Pauli Hamiltonian. In Appendix E 1, we will show that Ln instead corresponds to

Hn = H0 − g (∇a) · σ − g

4m
{ȧ,π · σ}+ q g

2m
aE · σ , (E4)

to the same order in 1/m. In Appendix E 2, we show that Hd and Hn are related by a unitary transformation and

thereby physically equivalent. These results are consistent with those in recent works.

The two Hamiltonians superficially do not appear to be physically equivalent, which has led to substantial recent

confusion. First, Hd and Hn do not have the same coefficient for the axioelectric term. In Appendix E 3, we show

that the axioelectric term encodes measurable relative acceleration effects. As a result, when one considers a multi-

particle Hamiltonian, Hn necessarily contains complicated additional terms which precisely compensate for the smaller

coefficient of its axioelectric term. Second, for constant a, Hn contains a term of the form dσ ·E with d ∝ q a, which

appears to violate the axion’s underlying shift symmetry. In Appendix E 4, we explain why this “nonrelativistic EDM”

term has no O(a) physical effects in the nonrelativistic limit. The essential reason is that such a term is just an

artifact of choosing to describe an ordinary charged particle with a shifted position operator. Of course, as we discuss

in Appendix E 5, true EDMs do have physical effects, but those effects arise solely through their higher-order and

relativistic corrections. By contrast, this axion-induced spurious EDM does not share these corrections and therefore

does not produce a signal proportional to a in any EDM experiment, reflecting the axion’s underlying shift symmetry.

1. Deriving The Nonderivative Hamiltonian

To derive Hn, we use the Pauli elimination method, as in Sec. II A. For Ln, the fermion’s equation of motion is

(i/∂ −m− q /A− 2im ga γ5)Ψ = 0 , (E5)

which in terms of two-component fields is

(i∂t − qϕ)ψ = (π · σ + 2im ga) ψ̃ (E6)

(i∂t + 2m− qϕ) ψ̃ = (π · σ − 2im ga)ψ . (E7)
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In these equations, the axion coupling always appears with the fermion mass m, so we must work to higher order in

the nonrelativistic expansion to capture the desired O(g/m) terms in the Hamiltonian. To do so, we write ψ̃ as

ψ̃ =
1

2m
(π · σ − 2im ga)ψ − i∂t − qϕ

2m
ψ̃ (E8)

=
1

2m

(
1− i∂t − qϕ

2m

)
(π · σ − 2im ga)ψ +O(1/m3) , (E9)

where we iterated Eq. E8 to reach Eq. E9. Substituting this back into Eq. E6 yields

(i∂t − qϕ)ψ ≃ 1

2m
(π · σ + 2im ga)

(
1− i∂t − qϕ

2m

)
(π · σ − 2im ga)ψ , (E10)

which is accurate up to O(1/m3) terms. Note that this power counting argument treats the momentum as O(1), so

that an expansion in 1/m is also an expansion in velocity.

At this point, we can read off a fiducial Hamiltonian H̄n by defining i∂tψ = H̄nψ. As shown in Refs. [208, 209], the

g-independent terms at O(1/m2) will contain the usual fine-structure corrections to the Pauli Hamiltonian. We are

instead interested in the O(g/m) terms, which can arise from either the first or last factor in Eq. E10. The contribution

from the first factor of Eq. E10 is

H̄n ⊃ iga

(
1− i∂t − qϕ

2m

)
π · σ ≃ igaπ · σ − ga

2m
qȦ · σ , (E11)

where we used the fact that (i∂t − qϕ)ψ = O(1/m) and can thus be neglected. The last factor of Eq. E10 gives

H̄n ⊃ π · σ
(
1− i∂t − qϕ

2m

)
(−iga) (E12)

≃ −igaπ · σ − g (∇a) · σ − ga

2m
q(∇ϕ) · σ +

ig

2m
(∇ȧ) · σ − gȧ

2m
π · σ . (E13)

Combining the two yields the O(g/m) part of the Hamiltonian,

H̄n ⊃ −g (∇a) · σ +
ga

2m
qE · σ +

ig

2m
(∇ȧ) · σ − gȧ

2m
π · σ . (E14)

However, this Hamiltonian is not physically appropriate, as it is not Hermitian. The reason is that the equations of

motion preserve the norm of the full four-component wavefunction Ψ, which is∫
d3xΨ†Ψ =

∫
d3xψ†ψ + ψ̃

†
ψ̃ ≃

∫
d3xψ†

(
1 +

(π · σ)2
4m2

− g (∇a) · σ
2m

)
ψ , (E15)

where we used Eq. E9 and again dropped O(1/m3) terms. We thus define a renormalized two-component wavefunction

whose norm is preserved,

ψnr ≃M ψ ≡
(
1 +

(π · σ)2
8m2

− g (∇a) · σ
4m

)
ψ , (E16)

which defines the rescaling coefficient M . This subtlety was irrelevant for the derivation of Hd in Sec. II A, since there

the contributions to M started at O(g/m2). The physical Hamiltonian is then identified using i∂tψnr = Hnψnr, giving

Hn ≃ H̄n + [M, H̄n] + i∂tM . (E17)

As discussed in Refs. [208, 209], these M -dependent correction terms are essential for reproducing fine-structure

corrections; to give a more recent application, such a field renormalization is also required to derive correct results

in heavy quark effective theory [210, 211]. For our purposes, we are interested in the g-dependent correction term,

i∂tM ⊃ −ig (∇ȧ) · σ/4m. Including this term, we arrive at the claimed result Eq. E4, which matches the one found in

Ref. [99] using the methods of Foldy–Wouthuysen transformations. The Pauli elimination method was also used in

Refs. [96, 98, 100], yielding the same EDM term, though only Ref. [100] kept track of the full Hamiltonian.
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2. Equivalence of the Hamiltonians

Truncating the Interaction

Before we explain why Hd and Hn are equivalent, let us first dispatch a red herring. It is tempting to conclude that

the mismatch arises from truncating the exponential at O(g) in the full nonderivative form of the interaction in Eq. 87,

resulting in Ln. Historically, this was the resolution to a related puzzle which arose in the study of pion-nucleon

interactions, which have “pseudovector” and “pseudoscalar” forms closely analogous to Ld and Ln, respectively. In

terms of our axion-based language, Dyson claimed that the couplings were equivalent on the basis of the axion wind

terms being the same [212]. However, the two couplings give different amplitudes at O(g2) [213], and it was quickly

realized that the couplings were only equivalent up to additional interaction terms of O(g2) [214–216]. To give a more

recent example, for axions produced in supernova, both axion-nucleon and pion-nucleon interactions are relevant. Both

interactions can be rotated to the nonderivative form, but in that case the cross-term (gm/fπ) N̄a πN must be kept

to compute a correct axion bremsstrahlung rate [217–219].

By contrast, in our case there is nothing wrong with truncating at O(g). We are focusing on axion dark matter

searches, where all relevant amplitudes are O(g), since O(g2) and higher effects are negligible. Furthermore, the

mismatch between the Hamiltonians starts at O(g), so it cannot be resolved by considering higher-order terms.

Incidentally, we note that Ln is often derived by applying integration by parts to Ld, and then “simplifying” with

the free Dirac equation. This is not exact, but it yields the correct result because applying the equations of motion

preserves S-matrix elements up to the addition of higher-order terms that are negligible here [220].

Unitary Equivalence

To relate the two Hamiltonians, we note that any quantum theory can be reparametrized by applying a unitary

transformation to the states. In particular, for any Hermitian operator S, we can define “primed” states by |ψ′⟩ = eiS |ψ⟩.
If the original states evolve as i∂t |ψ⟩ = H |ψ⟩, the primed states evolve as i∂t |ψ′⟩ = H ′ |ψ′⟩, where

H ′ = eiS (H − i∂t) e
−iS = H + i[S,H]− ∂tS +O(S2) . (E18)

In particular, suppose we start with the derivative Hamiltonian, H = Hd, and choose

S = −β g

4m
{a,π · σ} , (E19)

where β is a dimensionless parameter. Working to O(g/m), the primed Hamiltonian is then

H ′ ≃ Hd + β
g

4m
{ȧ,π · σ}+ β

q g

2m
aσ ·E . (E20)

For β = 1, we recover the nonderivative Hamiltonian Hn. Evidently, this transformation is the nonrelativistic

Hamiltonian analogue of the field redefinition used to convert Ld to Ln. Of course, the fact that the Hamiltonian can

be transformed in appearance does not imply that experimental results are ambiguous. If an experiment measures an

observable A in the original picture, then in the primed picture it measures a primed observable A′ with the same

matrix elements, ⟨ψ|A |ψ⟩ = ⟨ψ′|A′ |ψ′⟩, which implies that operators transform correspondingly as

A′ = eiS Ae−iS = A+ i[S,A] +O(S2) . (E21)

Since matrix elements match by construction, experimental results are exactly the same in either picture.
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This insight was crucial to resolve an old controversy in the theory of pion-nucleon interactions. In our language,

Refs. [221, 222] pointed out that the coefficient of the axioelectric term could be modified by a unitary transformation.

This led to confusion, with some claiming that pion absorption amplitudes were ambiguous. However, in Ref. [223], it

was pointed out that such a transformation also generates an additional term involving the nuclear potential (the

analogue of the EDM term above), and that when this is properly accounted for, all physical results are unchanged.

A similar lesson can be drawn from the relativistic quantum mechanics of spin-1/2 particles, where a unitary

transformation can be used to map the Dirac representation to the Foldy–Wouthuysen representation [124]. In the

latter representation, the so-called “Zitterbewegung” (or jittering) of the fermion’s position and spin is eliminated,

but its coupling to electromagnetic fields becomes nonlocal [224, 225]. Despite these radical differences, the two

representations are perfectly physically equivalent. Similarly, we will see that all values of β give equivalent physical

predictions, but β = 0 is by far the easiest choice to work with. For any β ̸= 0, proper calculations of physical

observables will display “mysterious” cancellations that reflect the non-manifest axion shift symmetry.

3. The Physical Axioelectric Term

In this section, we set the axion gradient ∇a to zero for simplicity. We also consider only neutral particles, q = 0, so

that we can discuss the axioelectric term in isolation. In this case, the primed Hamiltonian in Eq. E20 is

H ′ ≃ p2

2m
−
(
1− β

2

) gȧ
m

p · σ . (E22)

Thus, for neutral particles it appears that one can shift the coefficient of the axioelectric term to an arbitrary value,

without any other consequences. On this basis, Ref. [99] concluded that the axioelectric term is unphysical for neutral

particles, and should be eliminated by choosing β = 2.

The problem with this reasoning is that for a single particle, any force, whether real or fictitious, can be removed by

performing a unitary transformation which maps the laboratory frame to the particle’s frame. The difference between

the two cases is that real forces can produce relative accelerations between distinct colocated particles, while fictitious

forces do not. By this standard, the axioelectric force is real and its effects can be measured experimentally.

To see this explicitly, we must generalize Eq. E22 to a Hamiltonian with multiple interacting particles. One simple

way to do this is to consider a Lagrangian with two neutral fermion fields Ψ1 and Ψ2 of mass m, with interactions

L
(12)
d = g (∂µa)

(
Ψ1γ

µγ5Ψ1 +Ψ2γ
µγ5Ψ2

)
+ cΨ1Ψ1Ψ2Ψ2 , (E23)

where c is a coupling constant for the contact interaction. Following the same procedure as in Sec. II A yields

i∂t ψ1 ≃
( p21
2m

− gȧ

m
p1 · σ1 − cΨ2Ψ2

)
ψ1 , (E24)

where a similar equation holds for ψ2. In the limit where there is a single nonrelativistic well-localized particle of each

type, we can simplify the bilinears as in Appendix A, giving a Hamiltonian

H ≃ p21
2m

+
p22
2m

− c δ(3)(x1 − x2)−
gȧ

m
(p1 · σ1 + p2 · σ2) . (E25)

Finally, applying the unitary transformation generated by Eq. E19 to each particle yields

H ′ ≃ p21
2m

+
p22
2m

− c δ(3)(x1 − x2)−
(
1− β

2

)
gȧ

m
(p1 · σ1 + p2 · σ2) +

β

2

ga c

m
(σ1 − σ2) · ∇1δ

(3)(x1 − x2) . (E26)
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For the unprimed Hamiltonian in Eq. E25, the axioelectric term produces a measurable relative acceleration effect.

For example, if the particles begin in their lowest bound state, with different spin directions, then a time-varying axion

field can induce a transition to an excited state. On the other hand, for the primed Hamiltonian in Eq. E26 with

β = 2, the axioelectric term is indeed rotated away, but it is replaced with a new term which induces precisely the

same transitions. Similar reasoning would hold for any interaction between a particle and a measurement apparatus.

One is free to work with H ′, but for β ̸= 0 it will always contain complicated additional terms which encode the

physical effect of the axioelectric force.

One might argue that the final term in Eq. E26 is only present because we chose to start with the derivative form of

the interaction. Indeed, if we had started with

L (12)
n = −2mga

(
Ψ1iγ

5Ψ1 +Ψ2iγ
5Ψ2

)
+ cΨ1Ψ1Ψ2Ψ2 , (E27)

then the corresponding nonrelativistic Hamiltonian would be Eq. E26 with β = 1 but without the final term. However,

Eq. E27 is not an appropriate choice of Lagrangian because it violates the shift symmetry of the axion. The correct

way to derive L
(12)
n is to start from Eq. E23 and apply a chiral field redefinition, which instead yields

L (12)
n = −2mga

(
Ψ1iγ

5Ψ1 +Ψ2iγ
5Ψ2

)
+ cΨ1e

2igaγ5

Ψ1 Ψ2e
2igaγ5

Ψ2 . (E28)

It is straightforward to check that the nonrelativistic Hamiltonian corresponding to this Lagrangian is indeed given

by Eq. E26 with β = 1. In other words, regardless of what Lagrangian we start from, the axioelectric force is most

directly described by taking β = 0.

4. The Unphysical Nonrelativistic EDM Term

In this section, we instead set the axion gradient ∇a and time derivative ȧ to zero for simplicity, so that we can

discuss the nonrelativistic EDM term in isolation. In this case, the primed Hamiltonian in Eq. E20 is

H ′(x,p) ≃ (p− qA)2

2m
+ q ϕ− q

2m
B · σ − dE · σ , (E29)

where d ≡ −βq ga/(2m), and all of the external fields above are evaluated at x. The final term in Eq. E29 is indeed

the nonrelativistic limit of the contribution of a true EDM to the Hamiltonian density, HEDM = (d/2)Ψγ5σµνΨFµν .

However, perhaps surprisingly, the term −dE · σ in isolation has no O(d) physical effects in the nonrelativistic limit,

so that Eq. E29 does not directly imply physical effects proportional to the axion field.

Energy Levels of Bound Electrons

The simplest and most general way to see this is to note that H ′ is unitarily equivalent to Hd, which has no

nonrelativistic EDM term. Crucially, unlike the axioelectric term in Appendix E 3, the Hamiltonian without the

nonrelativistic EDM term does not contain any other O(d) terms, so its effect can truly be removed without consequence.

This remains true even when interparticle Coulomb interactions are included.

In particular, EDMs are often measured through the energy level shifts they induce in atoms placed in an external,

constant electric field. If the atoms are described nonrelativistically, with only pairwise Coulomb interactions, then a

nonrelativistic EDM term can be eliminated at O(d) by a unitary transformation generated by S ∝ π ·σ. Since this S

is time-independent, Eq. E18 implies that it preserves energy levels. We thus conclude that nonrelativistic EDMs do

not have any O(d) effects on atomic energy levels, which is simply the famous statement of Schiff’s theorem [172].
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Shifting the Position Operator

While the physical equivalence of Hn and Hd decisively rules out an O(d) EDM, it is unintuitive that the −dE · σ
term is unphysical for charged particles. This is because such a term seems to suggest the generation of electric

dipole radiation and spin precession in an electric field. Indeed, the neutron EDM can be measured using the latter

effect [226]. However, the situation for charged particles is fundamentally different. The reason is that a particle of

charge q can always be artificially described by a position operator shifted relative to the usual one by ∆x, which

introduces an electric dipole moment d = q∆x. This is the fundamental reason an EDM term appears in Eq. E29,

and it implies that the same physical effects can be described without it.

To make this statement more precise, consider the position operator x in the unprimed Hamiltonian, which has no

EDM term. As usual, the acceleration of the particle is proportional to E(x), its static Coulomb field is centered at x,

and when the particle accelerates, the electric dipole radiation it produces is governed by d2x/dt2. In light of these

facts, we say that x is the particle’s “center of charge” xq. However, after a unitary transformation to H ′, Eq. E21

implies that the center of charge becomes

x′
q = x+ (d/q)σ +O(d2) , (E30)

which is shifted from x precisely as anticipated in the previous paragraph. By construction, the center of charge evolves

the same way in both pictures, so that any effect of the apparent EDM can be equivalently explained without it.

For example, suppose a free electron is placed in a uniform magnetic field B0, so that the spin precesses at the

Larmor frequency ωL = qB0/m. If the particle is at rest under the unprimed Hamiltonian, dx/dt = 0, then dxq/dt = 0,

which implies that no electric dipole radiation is produced. When we consider the same situation under the primed

Hamiltonian, the particle has a precessing EDM, but simultaneously orbits in a circle of radius d/q in the opposite

direction at the cyclotron frequency ωc = qB0/m. These two effects compensate each other, so that dx′
q/dt = 0 and,

again, no electric dipole radiation is produced. Conversely, if the particle were at rest under the primed Hamiltonian,

electric dipole radiation would be produced, but it would be equivalently described under the unprimed Hamiltonian

as a consequence of the particle’s circular motion.

EDM-Induced Spin Precession

Similarly, it naively seems possible to unambiguously identify the EDM through its effect on spin precession, but

this is also impossible. To illustrate this point we will consider two more thought experiments.

First, Ref. [96] proposed an approach which is analogous to certain searches for the neutron EDM. Its authors

claimed that if an electron was placed in a uniform electric field, the EDM would cause its spin to precess, resulting in

an observable transverse magnetic field from its magnetic dipole moment. This led Ref. [97] to project very strong

experimental sensitivity for atomic magnetometers, shown in Fig. 2. However, this idea has a fundamental problem. If

the electron was free, it would immediately accelerate out of the experimental apparatus. If it was instead bound in a

nonrelativistic atom, it would experience zero average electric field and hence undergo no spin precession [227].

Therefore, the experiment proposed in Ref. [96] cannot work as stated. For a free electron, we could instead allow

the electron to fly away, but subsequently measure its spin dynamically. Concretely, suppose a free electron is prepared

at rest with vertical spin, and then experiences a uniform horizontal electric field. After passing through this field it

encounters a Stern–Gerlach apparatus, i.e., a vertical but nonuniform magnetic field, where the field gradient deflects

the electron according to its spin. This appears, in principle, to be a way to measure the EDM-induced spin precession

without requiring it to be bound.
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The problem with this idea is that the unprimed Hamiltonian, with no EDM, yields the same deflection. In this

picture, the electron’s location is shifted by (d/q)σ, so it flies through the Stern–Gerlach apparatus off center, yielding

an additional qv ×B Lorentz force. It is straightforward to show that the center of charge behaves the same way to

O(d) in both pictures. Once again, the apparent EDM effect can be equivalently explained without an EDM.

5. True EDMs and Spurious EDMs

There are many experiments, reviewed in Refs. [228, 229], which are sensitive to constant electron EDMs. Unfortu-

nately, the shift symmetry of the axion implies that a constant axion field cannot produce a signal in any of them.

Here, we explain how a number of these experiments work and elaborate on why they cannot measure an axion signal.

Scattering and Spin Precession of Free Electrons

A true electron EDM affects the relativistic scattering of electrons on nuclei [230–232]. True EDMs can also cause

spin precession when a particle moves at relativistic speeds through a magnetic field; this was used in the first searches

for the electron and muon EDM [233–236] and today is relevant in storage ring experiments. Crucially, both of these

signatures do not follow from the nonrelativistic EDM term, but rather come from relativistic corrections present in

the true EDM’s full Hamiltonian density, HEDM = (d/2)Ψγ5σµνΨFµν .

Since the axion contributes a nonrelativistic EDM term of O(ga/m), such corrections would first appear in the

Hamiltonian at O(ga/m2). However, Ref. [99] computed the Hamiltonian out to this order and showed that the

O(ga/m2) terms actually exactly vanish for a constant uniform axion field.7 In other words, while a true EDM and a

constant axion field modify the Hamiltonian in the same way at leading order in the nonrelativistic expansion, the

axion does not induce the relativistic corrections that make true EDMs observable for free particles.

Energy Levels of Bound Electrons

The most sensitive modern electron EDM experiments measure shifts of atomic or molecular energy levels. As

we have discussed in Appendix E 4, Schiff’s theorem states that O(d) shifts of atomic energy levels vanish in the

nonrelativistic limit. Therefore, to find a nonzero effect one must either work to O(d2) [237, 238] or account for

relativistic effects such as length contraction, in whose presence there are O(dv2) energy level shifts [239–241].

Recalling that our expansion in 1/m is equivalent to an expansion in v, these facts naively suggest that a constant

axion field shifts energy levels at O(g2a2/m2) and at O(ga/m3), respectively. The problem with this reasoning is,

again, that a constant axion field does not enter the Hamiltonian in the same way as a true EDM. The two have

the same nonrelativistic limit, but differ in their relativistic and higher-order corrections. In order to compute these

purported axion-induced energy level shifts consistently, one must expand the Hamiltonian to O(g2a2/m2) and

O(ga/m3), respectively. This produces additional terms which completely cancel off any energy level shift. Although

such a lengthy computation has not been explicitly demonstrated in the literature, such a cancellation must occur to

all orders due to the underlying shift symmetry of the axion. These “mysterious” cancellations are the hallmark of a

non-manifest symmetry and are one of the reasons it is often easier to work with manifest symmetries.

7 Note that Ref. [99] uses a different convention for the coupling; in their variables the nonrelativistic EDM term is O(1/m2) and the

leading relativistic corrections to it are O(1/m3).
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Recasting EDM Experiments

In an EDM experiment of measurement time τ , Ref. [98] asserted that the axion-induced nonrelativistic EDM term

acts like a constant true EDM when maτ ≪ 1, thereby claiming a bound on the axion-electron coupling many orders

of magnitude stronger than existing bounds. However, this is incorrect; as we have just discussed, the signal from a

true EDM arises from relativistic corrections which are not shared by the spurious axion EDM.

On the other hand, when the axion field has nontrivial time dependence, a term proportional to a(t)σ · E can

produce observable effects, such as shifts in electronic energy levels. However, such shifts are generally suppressed by

powers of ma/Ry, where Ry = α2me/2 is the scale of electronic energy levels. For example, Ref. [173] showed that the

energy level shift for bound electrons, linear in the external electric field, is suppressed by (ma/Ry)
2.

Recently, Refs. [99, 100] noted that for free electrons, axion-induced effects are suppressed by powers of maτ . For

example, Ref. [100] computed the time evolution operator for a free particle, from t = 0 to t = τ , and noted that it

depended on the quantity

1

τ

∫ τ

0

dt deff(t) ≡
1

τ

∫ τ

0

dt (d(t)− d(τ)) , (E31)

where deff is an “effective” EDM. The left-hand side has a simple physical interpretation given by Eq. E30; for a free

particle at rest in the primed picture, it is simply q times the difference of the center of charge’s final location and its

average location. Eq. E31 is indeed suppressed for maτ ≪ 1, and unsuppressed for maτ >∼ 1. However, Refs. [99, 100]

assumed without justification that the signal in a bound electron EDM experiment is not suppressed when maτ >∼ 1,

even though it is governed by completely different observables. Thus, for maτ ∼ 1 these works overestimate the signal

strength for bound electrons by powers of Ry · τ ≫ 1.

Color Charged Fermions

Throughout this work, we have exclusively considered the case where Ψ is a color neutral fermion. The story is

somewhat different when Ψ is a quark field, since the chiral field redefinition leading to the nonderivative coupling

Ln also produces a term proportional to aGµν G̃
µν . Both this term and Ln can produce true hadronic EDMs for a

constant axion field a. If one starts with only a derivative coupling, then their contributions will cancel, in accordance

with the fact that the derivative coupling Ld itself vanishes for constant a. But in a generic QCD axion model, there

will be true hadronic EDMs induced, which can be probed by both existing EDM experiments and in dedicated

experiments which resonantly amplify the effect at nonzero ma [29]. For a recent review of such efforts, see Ref. [242].
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